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Introduction and Summary

TIle Capital Asset Pricing Model (CAPM) is the most widely used model in
asset pricing. Several authors have contributed to this model. Sharpe (1963,
1964) is considered to be the forerunner and Mossin (1966), Lintner (1965,
1969) and Black (1972) made their contributions a few years later.

This model evaluates the asset return in relation to the market return and
the sensitivity of the security to the market. The CAPM is ll0t a predictive
equation. Rather, the CAPM implies that contemporaneous movements in
expected asset returns are linked to contemporaneous changes in the market
excess return.

The CAPM predicts that only the covariance of returns between a specific
asset and the market portfolio influences the cross-section of asset retllrns
across assets. No additional variables such as size of the firm or fundamentals
like dividend-price ratio should influence the cross-section of expected returns.
However, the evidence supporting the CAPM is mixed. The first significant
failure of the model was documented in Banz (1981).

Alternatives to the CAPM in determining the expected rate of return on
portfolios and stocks was introduced by Ross (1976) through the Arbitrage
Pricing Theory and by Merton (1973) through the Intertemporal CAPM. In
contrast to the CAPM, where there is only one factor, these models allow a
large number of factors to affect the rate of return. The introduction of these
more general models raised the following important question: how should the
risk factors in a multifactor pricing model be specified? Since the .multifactor
model theory is not very explicit regarding the lll1mber or nature of the factors
the selection of factors has, to a large extent, become an empirical issue.

There are two strands in the empirical literature on selecting appropriate
factors in a multifactor asset pricing model. One focuses on unobservable or
latent factors and the second on observable factors. TIle first approach uses
statistical techniques like factor analysis and principal components to extract
the source of common variation in the asset returns. Two important studies

3



4 Introduction and Summ-ary

using this approach are Lehmann and Modest (1988) and COllnor and Ko­
rajczyk (1988). This approach has the advantage that the model does not
make any prior assumptions about the number and the nature of the factors.
Instead, the drawback lies in the difficulty in interpreting the factors obtained
since they are linear combinations of more fundamental underlying economic
forces. The second approach makes use of observable factors justified theo­
retically on the ground that they capture economy-wide risks. This approach
makes the interpretation of the model straightforward. Two studies using this
more theoretical approach to factor identific~tion are Fama and FreIlch (1993)
and Chen, Roll, and Ross (1986).

Multifactor pricing models are utilized in many areas of practical concern.
For example, multifactor models are used to quantify the impact of events on
stock returns. Assessing the performance of different investments constitutes
another example. However, before a multifactor model can be used, the factors
need to be identified. The first three chapters in this thesis consider the
problem of selecting factors in a multifactor pricing model.

In the first and the second chapters, we conduct an exllaustive evaluation
of multifactor asset pricing models based on observable factors. From a large
set of factors Bayesian techniques are used to rank all the possible models
based on posterior model probabilities.

In contrast to the first two chapters, the third chapter take the approach
of using latent factors. In tllis chapter we set up the determination of the
number of factors as a model selection problem. Again, Bayesian techniques
are used.

In the first three chapters, Bayesian techniques are used to rarlk a large set
of competing models. A Bayesian approach offers several advantages. Espe­
cially, and in contrast to a classical approach, it gives a coherent framework for
addressing model uncertainty alld comparison of non-nested models is straight­
forward. With that said, it should be mentioned that Bayesian allalysis has
its difficulties. Firstly the researcher needs to assign prior beliefs regarding
the different models and the model parameters. With many models this is
usually a challenging task. Secondly there are computational issues involved.
See Hoeting, Madigan, Raftery, and Volinsky (1999) and Fernandez, Ley, and
Steel (2001) for a review and references.

The market is efficient if the prices of assets reflect all available informa­
tion. In particular, the market is said to be weak-form efficient if today's
prices reflect information contained in past prices. Consequently, it should
be impossible to earn risk adjusted abnormal returns by exploitillg invest­
ment strategies based on past prices. However, Jegadeesh and Titman (1993)
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document that over a span of three to 12 months, past winners continue to
outperform past losers by about 1% per month on average, thus showing that
there is "momentum" in stock prices.

While the momentum effect has been well documented, the cause of mo­
mentum is an open issue. Some have argued that the results provide strong
evidence of market inefficiency and others have argued that returns from mo­
mentum strategies are compensation for risk. Finally, some claim that the
profit obtained from momentum strategies is the product of data-snooping.
The effect of data-snooping is probably the hardest to address since empirical
research is limited by data availability.

In the final chapter we investigate if a momentum strategy is superior to a
benchmark model Ollce the effects of data-snooping have been accounted for.
The procedure used is known as the "Reality Check", which was devised by
White (2000).

A detailed summary of the chapters follows.

Chapter 1. Choosing Factors in a M ultifactor Asset
Pricing Model: A Bayesian Approach 1

In this paper we conduct an evaluation of multifactor asset pricing models
based on observable factors. The factors used are based on theoretical consid­
erations and previous empirical studies. The first set is stock- and bond-market
factors and includes returns on a market portfolio of stocks and mimicking
portfolios for the size, momentunl, book-to-market, and factors related to the
term-structure of interest rates. The second category brings together models
where the factors are macroeconomic variables.

From the set of factors Bayesian techniques are used to rank all possible
factor pricing models based on the posterior model probabilities. Two kinds of
priors are used. The first one is referred to as a reference prior since the prior
for the model parameters is relatively uninformative and the second prior is
based on the ideas of Pastor and Stambaugh (1999, 2000) where we take into
account the prior degree of confidence in an asset pricing model.

In the first set of potential factors we find strong evidence that a multifactor
pricing model should include the market excess return, the size premium, and
the value premium, which is consistent with the famous three factor model of

IThis is a joint work with Sune Karlsson.
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Fama and French (1992, 1993, 1996). The support for the t11ree factor model
of Fama and French is stronger when the test assets are portfolios formed on
size and/or book-to-market and during the first subperiod 196307 - 198212. In
the second set of factors we consider macroeconomic variables and the result
is rather inconsistent over different il1vestmel1t llniverses. Typically, only one
factor shows up with a high probability of inclusion. The growth rates in
real per capita consumption, personal savings rate and yearly growth rate in
industrial production are factors that show up most frequently

Chapter 2. Choosing Factors in a Multifactor Asset
Pricing Model When Returns Are Nonnorrnal2

Most empirical work in the asset pricing literature starts with the assumption
that returns are drawn from a multivariate normal distribution. However,
there is evidence that stock returns do not follow a normal distribution (Fama
(1965), Affieck-Graves and McDonald (1989), Richardson and Smith (1993)).
Still, normality is a con1mon working assumption in most of the empirical work
in finance.

In this chapter we consider the problem of selecting observable factors in a
multifactor asset pricing model when the assumption of normally distributed
returns is relaxed. Instead, we assume tl1at asset returns are multivariate
Student-t distributed. This setup allows us to capture the fat tail property of
asset returns.

From a set of factors we COl1struct all possible linear pricing models and use
Bayesian techniques to rank them based on their posterior model probabili­
ties. The factors il1cluded are based on theoretical considerations and previous
empirical studies. Data from both the US and Swedish stock markets is ex­
amined.

For the US data, using return-based factors, we find evidence that a mul­
tifactor pricing model should include the market excess return, size and value
premium and the momentum factor. The results for the macroeconomic fac­
tors are mixed and depends heavily on the test assets. The results for the
Swedish data show little support for the Fama-French three factor model,
except for when portfolios are based on book-to-market.

Finally, we find strong evidence of deviation from normality, which makes
our approac11 of modelling the data with a Student-t likelihood more appro­
priate.

2This is a joint work with Sune Karlsson.
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Chapter 3. Choosing Factors in a Multifactor Asset
Pricing Model When the Factors Are Unobserved

As an alternative to the CAPM, Ross (1976) developed the Arbitrage Pricing
Theory (APT). However, to make the APT operational, one must specify the
11umber of pervasive factors. Empirically, this has been handled in several
ways. One approach, taken by Lehman11 a11d Modest (1988), is to estimate
and; test the model USi11g different number of factors and examine if the tests
are sensitive to increasing the number of factors. A second approach, adopted
in Connor and Korajczyk (1993) in an approximate factor model, is to test
explicitly for tl1e adequacy of a specific number of factors.

In this chapter, I set up tl1e detern1ination of the number of factors as a
model selection problem. Furthermore, a Bayesian approach is used. Differe1lt
kind of factor structures are considered. In particular, time series dependence
is introduced in the strict and the approximate factor structure.

Using data from the US market, 4 to 6 pervasive factor were generally
found. It seems like that when time series dependence is introduced, the
number of factors decreases. Furthermore, the data speaks ill favor of an
approximate factor structure with time series dependence through a common
AR(l) process across assets.

Chapter 4. Is Momentum due to Data-Snooping?3

In this chapter, we examine if a momentum strategy is superior to a be11ch­
mark model once the effects of data-snoopi1lg have been accounted for. Data
snooping occurs when a given set of data is used n1.ore than once for inference
or model selection. As argued by Lo and MacKinlay (1990), the data-snooping
bias can be substantial in financial studies.

The procedure used is known as tIle "Reality Check" which was devised by
White (2000). A problem associated with White's Reality Check is that the
power of the test is sensitive to the inclusion of a poor model. This issue is
addressed by Hansen (2004) who proposed a modified version of White's test.
In our, paper we also implement Hansen's modification.

Many studies of momentum and weak nlarket efficiency have been con­
ducted on US data. 111 contrast to the US studies, the evidence on the Swedisll
stock market is limited. Therefore, this paper also examines the momentum

3This is a joint work with Andres Gonzalez.
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effect on Swedish stock returns and portfolios formed on size, book-to-market
and industries.

The result shows that data-snooping bias can be very substantial. In this
study, neglecting the problem would lead to very different conclusions. For
the US data there is strong evidence of a momentum effect and we reject the
hypothesis of weak market efficiency. For the Swedish data the results indicates
that momentum strategies based on individual stocks generate positive and
significant profits. Illterestillgly, a very weak or non at all, momentum effect
can be found when stocks are sorted by size, book-to-market and industry.
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CHAPTER 1

1.1 Introduction

15

The capital asset pricing model, (CAPM), developed by Sharpe (1964), Lintner
(1965) and Black (1972), predicts that the expected asset return is a linear
function of the risk, where the risk is measured by the covariance between
its return and that of a market portfolio. The empirical evidence on the
CAPM is mixed. Black, Jensen, and Scholes (1972), Fama and MacBeth
(1973) and Blume and Friend (1973) find support for CAPM whereas Basu
(1977) and Banz (1981), Fama and French (1992, 1993), DeBondt and Thaler
(1985) and Jegadeesh and Titman (1993) find evidence against the CAPM.
The mixed evidence naturally leads to the consideration of multifactor asset
pricing models.

Multifactor pricing models are introduced by Ross (1976) through the Arbi­
trage Prichlg Theory and by Merton (1973) through the Intertemporal CAPM.
The multifactor pricing model implies that the expected return on an asset
is a linear function of factor risk premiunls and their associated factor sen­
sitivities. The underlying theory is, however, not very explicit on tIle exact
nature of these factors. The selection of an appropriate set of factors is thus
largely an empirical issue. There are two strands in the empirical literature
on multifactor asset pricing models. One focusing on unobservable or latent
factors and the second focusillg on observable factors.

The first approach uses latent (unobservable) factors as a source of com­
mon variation. These common factors are themselves extracted from the asset
returns by using statistical techniques like factor analysis and principal com­
ponents. Connor and Korajczyk (1988), who use principal components, find
evidence for one to six latent factors in the cross-section of stock returns.
Lehmann and Modest (1988), who use factor analysis, find weak evidence
in favor of a ten-factor model but they also argue that the tests have little
power to distinguish between models with different numbers of factors. This
approach has the advantage that the model does not make any prior assump­
tions about the number and the nature of the factors. Instead, the drawback
with using this kind of models then comes from the difficulty in interpreting
the factors obtained. Furthermore, these models are not able to explicitly
associate the estimated factors with the underlying state of the economy.

The second approach suggests the use of observable factors. The factors
are assumed to capture wide economic risk associated with asset returns. Un­
fortunately, as in many economic applications, the theory is not very explicit
about the nature of these factors. Chen, Roll, and Ross (1986) find evidence
of five priced macroeconomic factors. Fama and French (1992, 1993, 1996)
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use firm characteristics to form factor portfolios and this resulted in the well
knowll three-factor model. In addition, Carhart (1997) finds evidence for a
fourth momentum factor. Overall, there is thus a lack of consensus about the
number and the identity of the factors.

In this paper we conduct an exhaustive evaluation of multifactor asset
pricing models based on observable factors. From a set of K factors Bayesian
techniques' are used to rank the 2K possible models based on the posterior
model probabilities. Two kinds of priors are considered. The first one is
referred to as a reference prior since the prior for the model parameters is rel­
atively uninformative, which ensures that the posterior results are dominated
by the data. The second prior is based on the ideas of Pastor and Stambaugh
(1999, 2000) where we take into account the prior degree of confidence in an
asset pricing model.

The factors used are based on theoretical considerations and previous em­
pirical studies. The first set is stock- and bond-market factors and includes
returns on a market portfolio of stocks and mimicking portfolios for the size,
momentum, book-to-market, and factors related to the term-structure of in­
terest rates. The second category brings together nlodels wllere the factors
are macroeconomic variables.

The rest of the chapter is organized as follows. In the next section a general
multifactor pricing model is presented. Section 1.3 then describes the Bayesiall
model selection procedure. Sections 1.4 and 1.5 contain the data and empirical
results respectively, and Section 1.6 contains a conclusion.

1.2 The Multifactor Asset Pricing Model

In general, a multifactor pricing model states that tIle returns on different
assets are explained by a set of common factors in a linear model. For the
excess return on N assets, r, we have the general multifactor model

(1.1)

where E(r) is the expected excess return, A.j,j == 1,2 are vectors of factor risk
premia. The empirical counterpart is

(1.2)

where rt is a N x 1 vector of excess returns in time t, a is a N x 1 vector of
intercepts, fIt is a K I x 1 vector of general factors and f2t is a K 2 x 1 vector
of factors that are portfolio returns. The error term ct is a N x 1 normal
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distributed randonl vector with E ret] == 0 and E [etei] ==~. The matrices (31
and (32 are factor sensitivities with dimension N x K I and N x K 2 , respectively.

For convenience (1.2) is rewritten as a multivariate regression model

R == XB + E, (1.3)

where the rows of R, X and E are given by ri, [1 fft f~t] and cia Finally,
B' == [a f3I (32] .

Methods for the estimation and tIle testing of model (1.1) within the clas­
sical framework have been provided by Shanken (1992) and Velu and Zhou
(1999). The testing is usually done by imposing a restriction on a in (1.2)
implied by (1.1). In the case where tIle factors are traded portfolios, i.e, fIt is
absent, this is very straightforward since (1.1) implies a zero intercept. How­
ever, before any estimation and testing can take place the factors have to be
identified.

Generally, asset pricillg theory offers little guidance when selecting the
factors. Theory suggests that assets will have to pay high average returns if
they do poorly in bad times, in which investors would particularly like their
investments not to perform badly and are willing to sacrifice some expected
return in order to ensure that it is the case. Consumption, or more correctly
marginal utility, should provide the pllrest measure of bad times. Investors
consume less when their inconles are low or if they think future returns will
be bad. But, the empirical evidence that relates asset returns to consumption
is weak.1 Therefore, empirical asset pricing models examine more indirect
measures of good or bad times, interest rates, returns on broadbased portfolios,
and growth in consumption, production and other macroeconomic variables
that measure the state of the economy. Fv.rthermore, it is also reasonable to
include variables that signal change in the future, such as term premiums,
credit spreads, etc.

The set of possible factors we consider is based on previous studies. Fama
and French (1992,1993,1996), (hereinafter FF), advocate a model with the
market return, the retllrn of small less big stocks (8MB) and the return of
high less low book-to-market stocks (HML) as factors. Carhart (1997) finds
support for a four-factor model with the three factors of Fama and Frellch and
one additional factor that captures the momentum anomaly. Several authors
have used macroeconomic variables as factors. Jagannathan and Wang (1996)

lSee Cochrane (2001), chapter 2 for more details.
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and Reyfman (1997) use labour income. Chen, Roll, and Ross (1986), (here­
inafter CCR), test whether illnovations in several macroeconomic variables are
risks that are rewarded in the stock market. The variables included are: the
spread between the long and short-interest rate, expected and unexpected in­
flation, industrial production, the spread between high and low-grade bonds,
market portfolio, aggregate consumption and oil price. Other empirical evi­
dence suggests that yields and yield spreads in corporate·' and Treasury bond
markets are important in asset pricing models. 2

1.3 Bayesian Model Selection

The Bayesian approach to model selection offers several advantages. In partic-'
ular, the Bayesian approach is conceptually the same, regardless of the number
of models under consideration, and the interpretation of the Bayes factor and
the posterior model probabilities are straightforward.

From a given set of K factors, we evaluate all 2K different models by
the extent to which they describe the data as given by the posterior model
probabilities. That is, we consider all possible models of the form

where Xi is T x (qi + 1), qi is the number of factors included ill the model,
and the parameter matrix B i is (qi + 1) x N.

Given the prior distribution,

for the parameters ill model i, the marginal likelihood is obtained as

where L(RIBi , :E,Mi) is the likelihood for model Mi. The marginal likelihood
measures how well the model (and the prior) fits the data. A model comparison
can be conducted through the use of Bayes factors. The Bayes factor for M i

versus M j is given by

B .. _ m(RIMi )

2) - m(RIMj )

JL(RIBi , :E,Mi )1f(Bi , :EIMi)dBid:E

JL(RIBj , :E,Mj )1f(Bj , :EIMj)dBjd:E

2Ferson and Harvey (1991,1999), Schwert (1990), Kothari and Shanken (1997), Whitelaw
(1997), Campbell and Shiller (1988), and Campbell (1987).
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and nleasures how much our belief in Mi relative to Mj has changed after
viewing the data. If prior probabilities P(Mi ), i == 1, ... , 2K , for the models
are available, the Bayes factor can be used to compute the posterior model
probabilities

Finally we note that if P (Mi ) == 1/2K the posterior model probabilities
are given by the normalized marginal likelihoods

(1.5)

There are two main problems with the Bayesian model selection. Firstly,
we have to select prior distributions for the parameters of each model. In gen­
eral, these priors must be informative since improper noninformative priors
yield .indeterminate marginal likelihoods. Secondly, to obtain the Bayes fac­
tors and the posterior model probabilities we need to compute the integration
in (1.4). The second problem is addressed by using conjugate priors, which
yield a closed form expressioll for the marginal likelihood. In order to be able
to specify reasonable priors on the parameters of a large number of models
the priors must be "automatic" and depend on a snlall number of hyperpara­
meters. Two variations on the prior structure are considered. One, which is
largely uninformative, is based on the reference prior proposed by Fernandez,
Ley, and Steel (2001) for model selection in univariate regression models. The
second prior structure borrows ideas from Pastor and Stambaugh (1999, 2000)
and explicitly incorporates information from economic theory in the form of
the investor's degree of confidence in asset pricing nl0dels. The second prior
specification is used when only return-based factors are considered in the set
of potential factors.

1.3.1 Reference Prior

In this case, we use the natural conjugate prior for the factor sensitivities, B,
and for the covariance matrix, :E, we follow Berger and Pericchi (1998) and
specify a diffuse prior since :E is common for all models and the indeterminate
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factors cancel in the Bayes factor. The prior for B i given :E is given by the
matrix variate normal distribution3

Bil:E, M i rv M N(qi+1)xN (BiIBi,:E, Z;l)
and the improper prior for :E is given by

Using the above prior settings, the marginal likelihood for model M i can be
derived analytically. Let Bi be the OLS estimator of B i alld let Si == (R ­
XiBi)'(R - XiBi). Then, the Bayes factor for model Mi versus M j is

IZ-I N
/
2 IA-I-N

/
2 C (S~ T N)B-- - 1, 1, IW 1,' ,

'l,J - IZ 'I N/ 2 jA -1-N/ 2 C (S~ TN)
J J IW J"

Choosing the prior hyperparameters can be difficult in the absellce of prior
information. Reflecting the lack of consensus in the finance literature about
the identity of the factors the prior mean of B conditional on a specific model
is Hi == 0 and for the prior covariance matrix we follow Fernandez, Ley and
Steel (2001), Hall, Hwang, and Satchell (2002) and Smith and Kohn (2000)
and use the g-prior of Zellner (1986). Thus,

where 9 > o. The parameter 9 is chosen SUCll that tIle prior variallce is large
relative to the OLS counterpart. Finally, the Bayes factor simplifies to

and we can easily calculate the posterior model probabilities givell by (1.5).

3That is E(vecBi ) == vec(Bi) and Cov(vecBi) == :E@Zi 1
, where @ denotes the Kronecker

product.



1.3. BAYESIAN MODEL SELECTION

1.3.2 Informative Prior
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The prior setup in the previous section is very convenient and comn1011ly used
in Bayesian model selectiol1 problems. However, the prior may not be very
realistic. Firstly, the prior mean of Bj conditional on any specific model is
zero. This is quite unreasonable since this leads to a zero expected return on
all assets. Secondly, the beta for the market excess return has to be close to
one on average. Finally, in the absence of macroeconomic factors, the pricing
model in (1.1) implies that the intercept or misspricing is zero. In this section,
we present a more realistic prior where we take into account the degree of
confidence in an asset pricing model. This is done by following the ideas of
Pastor and Stambaugh (1999, 2000) .

More formally, in Equation (1.3), let X == [IT F] where IT is a vector of
ones, F contains excess returns or zero-investment portfolios and B' == [a ,82].
The prior for the factor sensitivities is

wl1ere the prior n1eans are equal to zero except for the market excess return
where the prior mean is equal to one. The prior for ~ is given by the inverted
Wishart distribution.

~ rv iTvV(Sa, va).

The hyperparameters for ~ are difficult to choose. We follow Kandel and
Stambaugh (1996) and use statistics from the actual sample. The prior is made
relatively unil1formative by settil1g va == N +2 and So == 8

2(va - N -1)IN where
82 is the average of the diagonal elements of the sample covariance matrix,
~ Li=l (rt - r) (rt - r)'. These choices ensure that the prior expectation of ~
exists with E(~) == 8 2I N .

In this setup, we can incorporate a prior degree of cOl1fide~1ce in an asset
pricing model. For a given asset pricing model, asset pricing theory implies
that the intercept is equal to zero. Hence, a natural choice for the prior mean
for the intercept is zero. The prior confidence in the model in1plications that
a == 0 is then expressed through the prior variance for a. Let Z-l be

Then the unconditional variance of each element of a is 0-;. The value of
0-; represents a prior degree of belief tl1at the pricing model11olds. A dogmatic
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belief in asset prici11g is then cllaracterized with a very low value of 0";. Pastor
and Stambaugh (1999) introduced this measure of mispricing uncertainty.

Since we use an informative prior on the covariance matrix, ~, the prior is
in the full natural conjugate framework. The marginal likelihood is given by
the matricvariate Student-t density and the Bayes factor is equal to

II + X·Z~lX~I-0.5NB .. - T ~ ~ ~

~J - lIT + X j Zj1Xjl-0.5N

X ISo + (R - XiBi)'(IT + XiZilXD-l(R - XiBi)I-0.5(T+vo)

180 + (R - XjBj)'(IT + X j Zj1Xj)-1(R - XjBj)l-o.5(T+vo)

and the posterior model probability can easily be calculated by (1.5).

1.4 The Data

(1.7)

The data in this study C011tains monthly observations on US· stock excess
returns and a set of factors spanning from July 1963 through December 2003.
The estimation and the testing of multifactor asset pricing models are typically
done on portfolios of assets, rather than on individual assets. The reason
for this is that the returns must be stationary, in the sense that they have
approximately the same mean and covariance. Individual assets are usually
very volatile, which makes it hard to obtain precise estimates. In this study,
we use eight sets of portfolios4 . The first set contains the six benchmark
portfolios of Fama a11d Frencll sorted 011 size5 a11d book-to-market6 (B/M).
The second set contains the 25 Fama and French (1993) portfolios formed on
size and B/M. The third set contains 10 industry portfolios. The last five sets
contains 10 portfolios formed on size, book-to-market, casllf1.ow, ear11ings and
dividends respectively.7

Based on theoretical considerations and previous empirical studies, two
sets of candidate factors are specified in our evaluation. The first set is stock­
and bond-market factors a11d i11cludes returns on a nlarket portfolio of stocks
and mimicking portfolios for the size, momentum, book-to-market, and factors
related to the term-structure of interest rates. This will be referred to as
return-based factors. The second set contai11S macroecononlic factors.

4The portfolios include all NYSE, AMEX, and NASDAQ stocks
5Market equity (size) is price times shares outstanding
6Book equity to market equity.
7We thank Kenneth R. French for providing the data at http://mba . tuck. dartmouth.

edu/pages/faculty/ken.french/data_library.html.
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1. Market excess returns (MKT-RF), the difference between value-weighted
return on all NYSE, AMEX, and NASDAQ stocks and the one-month
Treasury bill rate, size premium (SMB), value premium (HML) and a
momentum factor (UMD). TIle credit risk spread (RP) is the difference
between yields of Moody's Baa and the yields of Moody's Aaa rated
bonds. This is a state variable that measures changes in the risk of
corporate bonds. Proxies for unexpected change in interest rates are the
difference in the annualized yield of ten-year and one-year Treasuries
(UTS (L)), and the difference between the one-year Treasuries and tIle
three-month Treasury bill rate (VTS(S)).

2. The nlacroeconomic factors are monthly (MP) and yearly (YP) growth
rate in industrial production, unanticipated inflation (VI), the change
in expected inflation (DEI), growth rate in real per capita personal con­
sumption (CG) and monthly change in oil price (OG). The inflation
series was obtained by following the procedures in Fama and Gibbons
(1984). In addition to these CRR factors we add the following, growth
rate in real per capita disposable income (IC), growth rate in personal
savings rate (PSR) and growth rate in unemployment rate (VNR).

Note that in some cases the intercept is treated as one of the factors. The
set of potential factors is summarized in Table 1.1.

1.5 Empirical Results

In this section, we will try to identify the nature of the factors in a multifactor
pricing model. First, we will examine the return-based and non-return-based
factors separately and then we will merge the two. Equations (1.6) alld (1.7)
compute the Bayes factors and by allocating the prior model probabilities
equally to all models (1.5) yields the posterior model probabilities. As a
starting point we will use the reference prior outlined in Section 1.3.1. Hence,
in the prior settings we only need to specify the parameter g, the amount of
prior information relative to the information in the data. The results presented
here are based on 9 == 0.05. That is, the prior information corresponds to 5% of
the sample. The analysis will then be followed by the extended prior described
in Section 1.3.2 and finally we will examine the sensitivity with respect to the
sample period and the prior specification.
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Table 1.1: The set of potential factors

CHAPTER 1

Symbol
MKT-RF
5MB
HML
UMD
RP
UTS(S)
UTS(L)
MP
YP
CG
IC
UI
DEI
OG
PSR
lTNR

Variable
Market excess return
Size premium
Value premium
Momentum premium
The credit risk spread
Term spread (short)
Term spread (long)
Monthly growth rate in industrial production
Yearly growth rate in industrial production
Monthly growth rate in consumption
Monthly growth rate in income
Unanticipated inflation
Change in expected inflation
Monthly growth rate in oil price
Monthly growth rate in private savings
Monthly growth rate in unemployment rate

1.5.1 Return-Based Factors

In the case of only return-based factors, the asset pricing theory implies that
the intercept or misspricing is zero. By including the intercept in the set of
factors we can evaluate the extent of misspricing by the posterior probability
that the intercept should be included in the model. A zero or small posterior
probability indicates that there is no misspricing and a large posterior proba­
bility provides evidence of misspricing. This results in 8 factors and 28 == 256
models where 128 of them are potential pricing models, which is the number
of models without intercept.

In Table 1.2a we report the posterior probability of inclusion for the factors
and the different sets of portfolios. It is computed as the total sum of the
posterior probabilities of all n10dels in which the particular factor is included.

Focusing on what is common among the different portfolios, Table 1.2a
shows that size premium, value premium and n1arket excess return all have a
high probability of inclusion. This indicates that each of these factors has a
high probability of appearing in a pricing model. In addition, the momentum
factor has a high probability of inclusion except when portfolios COl1structed
by size and/or book-to-market are used. It is worth noting that risk factors
related to the bond market do not seem to be very important, except for the 6
size-B/M portfolios where the long term spread has a probability of inclusion
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Table 1.2a: Probability of Inclusion: Reference prior 9 == 0.05

25

Factor 6 Size-B/M 25 Size-B/M B/M Size Industry Dividend Earning Cashflow
INT 0.037 0.035 0.000 0.000 0.424 0.001 0.000 0.000
MKT-RF 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999
5MB 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999
HML 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999
UMD 0.007 0.070 0.025 0.001 0.944 0.999 0.941 0.723
RP 0.049 0.000 0.000 0.000 0.053 0.000 0.000 0.000
UTS(S) 0.001 0.000 0.000 0.000 0.003 0.000 0.000 0.000
UTS(L) 0.924 0.253 0.001 0.000 0.000 0.000 0.000 0.000

B/M == book-to-market;' INT == intercept; MKT-RF == excess return on the market;
5MB == size premium; HML == value premium; UMD == momentum factor; RP == risk
premium; UTS(S) == term spread short; UTS(L) == term spread long.

of 0.92. Except for the industry portfolios we find no evidence of misspricing.

One major advantage of the Bayesian approach is that nlodel uncertainty
is easily quantified. In Table 1.2b attention is paid to the three best models
with the highest posterior model probabilities represented by combinations of
zeros and ones, where one indicates that a specific factor is included in the
model.

Starting with the 25 size-B/M portfolios as the investment universe, tIle
best model has a posterior model probability of 0.65. The factor pricing model
includes size and value premiums, and the market excess return. This is
consistent with the three- factor model of Fama and French (1993). For the
second and the third model the posterior model probabilities are 0.25 and
0.07 respectively. This indicates the inlportance of model uncertainty in asset
pricing models. For the six portfolios also constructed by sorting stocks on
size and book-to-market the result differs from the previous case in several
ways. First, we note that the nlodel with the highest probability contains the
long term-spread in addition to the three FF factors. Secondly, the posterior
model probability for the best model is much higher, namely 0.91. In columns
three alld four we use portfolios formed by book-to-market and size. The best
models clearly dominate with a posterior model probability of 0.97 and 0.99
respectively, and yield strong support for the FF model.

In the set of results for portfolios formed on size and/or book-to-market,
the dependent returns and the two explanatory returns, 5MB and HML, are
portfolios formed on the same firm attribute. Thus, it is possible that the
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Table 1.2b: Three best models: Reference prior 9 == 0.05

Factor 6 Size-B/M 25 Size-B/M BIM Size
INT 0 0 1 0 0 0 0 0 0 0 0 0
MKT-RF 1 1 1 1 1 1 1 1 1 1 1 1
5MB 1 1 1 1 1 1 1 1 1 1 1 1
HML 1 1 1 1 1 1 1 1 1 1 1 1
UMD 0 0 0 0 0 1 0 1 0 0 1 0
RP 0 1 0 0 0 0 0 0 0 0 0 0
UTS(S) 0 0 0 0 0 0 0 0 0 0 0 0
UTS(L) 1 0 0 0 1 0 0 0 1 0 0 1
Prob 0.906 0.041 0.033 0.6440.251 0.068 0.973 0.025 0.001 0.9990.000 0.000
Factor Industry Dividend Earning Cashflow
INT 0 1 0 0 1 0 0 0 0 0 0 0
MKT-RF 1 1 1 1 1 1 1 1 1 1 1 1
5MB 1 1 1 1 1 1 1 1 1 1 1 1
HML 1 1 1 1 1 1 1 1 1 1 1 1
lJMD 1 1 1 1 1 1 1 0 1 1 0 1
RP 0 0 1 0 0 1 0 0 0 0 0 1
UTS(S) 0 0 0 0 0 0 0 0 0 0 0 0
UTS(L) 0 0 0 0 0 0 0 0 1 0 0 0
Prob 0.511 0.3790.051 0.999 0.000 0.000 0.941 0.059 0.000 0.722 0.277 0.000

BIM == book-to-market; INT == intercept; MKT-RF == excess return
on the market; 5MB == size premium; HML == value premium; UMD ==
momentum factor; RP == risk premium; UTS(S) == term spread short;
UTS(L) == term spread long.
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inclusion of these two factors is spurious. To investigate this we examine
whether these factors explain retllrllS on portfolios formed on other variables.
Furthermore, by using different portfolios as the investment universe we alle­
viate data snooping to some extent. As noted by Lo and MacKinlay (1990)
and Ericsson and Gonzalez (2003) the effect of data snooping can in financial
studies be substantial.

The first part in the second panel in Table 1.2b shows the result wIlen
stocks are sorted by industry. The best model illcludes the three FF factors
and monlentum. However, the posterior model probability for the best model
is only 0.51, indicating substantial model uncertainty. Most of the llncertainty
is over the inclusioll of the intercept. The data is rather informative when we
use portfolios formed on dividends, earnings and cashflow. The best model in
all three sets of portfolios contain the same factors. The model includes the
FF factors alld the momelltunl factor with a posterior model probability equal
to 0.99, 0.94 and 0.72 respectively.

The FF three factor model has received a lot of attention over the last tell
years. However, Tables 1.2a alld 1.2b reveal some interesting issues. It seems
like the support for the FF model is strongest when the investment universe
contains portfolios sorted with respect to size and/or book-to-market. Tllis
highlights the data snoopillg problem and the importallce of using different
portfolios as test assets.

The results so far are based on the reference prior, as outlined in Section
1.3.1. This prior setup is convenient but, in some cases, not very realistic. In
the final part of tllis section, we will consider a more realistic prior setup, as
described in Section 1.3.2. The major difference from the reference prior is that
the degree of confidence in an asset pricing model is takell into accoullt. The
prior confidence in tIle model implication that a == a is expressed through the
prior variance for a, given by a;IN. Hence, a dogmatic belief in the asset pric­
ing model is characterized by a very low value of (J"a' Tables 1.3a to 1.3c show
the results whell we use the informative prior with (J"a == {0.01, 0.100, 1.000}.
As (J"a increases the confidence in the pricing model declines.

The effect of increasing aa on the probability of inclusion is mixed, except
for the three Fama and French factors where tIle probabilities are always large.
The risk premium obtains a higher probability for larger (J"a while the other
factors have a lower probability. One exception is the momentum factor for the
cashflow portfolios where the probability illcreases with (J"a' More interestillgly,
our prior belief in asset pricing seems to have an affect on model uncertainty.
When we have a very strong prior belief in asset pricing, the model uncertainty
is low and when our confidence decreases, that is (J"a increases, tIle nlodel
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Table 1.3a: Probability of Inclusion: Informative prior 9 == 0.05.

aa == 0.01
Factor 6 Size-B/M 25 Size-B/M B/M Size Industry Dividend Earning Cashflow
MKT-RF 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999
5MB 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999
HML 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999
UMD 0.006 0.020 0.020 0.000 0.976 0.999 0.904 0.646
RP 0.047 0.000 0.000 0.000 0.076 0.000 0.000 0.000
UTS(S) 0.002 0.000 0.000 0.000 0.004 0.000 0.000 0.000
UTS(L) 0.956 0.125 0.001 0.000 0.000 0.000 0.000 0.000

aD! == 0.100
Factor 6 Size-B/M 25 Size-B/M B/M Size Industry Dividend Earning Cashflow
MKT-RF 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999
5MB 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999
HML 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999
UMD 0.005 0.000 0.022 0.000 0.941 1.000 0.695 0.916
RP 0.057 0.000 0.003 0.001 0.005 0.001 0.001 0.015
UTS(S) 0.003 0.000 0.000 0.001 0.000 0.000 0.001 0.000
UTS(L) 0.523 0.000 0.000 0.000 0.000 0.000 0.000 0.000

aa == 1.000
Factor 6 Size-B/M 25 Size-B/M B/M Size Industry Dividend Earning Cashflow
MKT-RF 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999
5MB 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999
HML 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999
UMD 0.004 0.000 0.022 0.000 0.932 0.999 0.632 0.934
RP 0.338 0.006 0.219 0.025 0.278 0.035 0.047 0.758
UTS(S) 0.005 0.000 0.000 0.005 0.000 0.000 0.006 0.001
UTS(L) 0.224 0.000 0.000 0.000 0.000 0.000 0.000 0.000

B/M == book-to-market; INT == intercept; MKT-RF == excess return
on the market; 5MB == size premium; HML == value pren1ium; UMD ==
momentum factor; RP == risk premium; UTS(S) == term spread short;
UTS(L) == term spread long.
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Table 1.3b: Three best models: Informative prior 9 == 0.05.

aa == 0.01
Factor 6 Size-B/M 25 Size-B/M B/M Size
MKT-RF 1 1 1 1 1 1 1 1 1 1 1 1
5MB 1 1 1 1 1 1 1 1 1 1 1 1
HML 1 1 1 1 1 1 1 1 1 1 1 1
UMD 0 0 1 0 0 1 0 1 0 0 1 0
RP 0 1 0 0 0 0 0 0 0 0 0 0
UTS(S) 0 0 0 0 0 0 0 0 0 0 0 0
UTS(L) 1 0 1 0 1 0 0 0 1 0 0 1
Prob 0.944 0.042 0.006 0.855 0.125 0.020 0.980 0.020 0.001 0.999 0.000 0.000
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Factor Industry Dividend Earning Cashflow
MKT-RF 1 1 1 1 1 1 1 1 1 1 1 1
5MB 1 1 1 1 1 1 1 1 1 1 1 1
HML 1 1 1 1 1 1 1 1 1 1 1 1
UMD 1 1 0 1 1 1 1 0 1 1 0 1
RP 0 1 0 0 1 0 0 0 0 0 0 1
UTS(S) 0 0 0 0 0 1 0 0 0 0 0 0
UTS(L) 0 0 0 0 0 0 a 0 1 0 0 0
Prob 0.899 0.074 0.021 0.999 0.000 0.000 0.904 0.096 0.000 0.715 0.285 0.000

aa == 0.100
Factor 6 Size-RIM 25 Size-B/M B/M Size
MKT-RF 1 1 1 1 1 1 1 1 1 1 1 1
5MB 1 1 1 1 1 1 1 1 1 1 1 1
HML 1 1 1 1 1 1 1 1 1 1 1 1
UMD 0 0 0 0 1 0 0 1 0 0 0 0
RP 0 0 1 0 0 0 0 0 1 0 0 1
UTS(S) 0 0 0 0 0 0 0 0 0 0 1 0
UTS(L) 1 0 0 0 0 1 0 0 0 0 0 0
Prob 0.515 0.420 0.051 1.000 0.000 0.000 0.975 0.021 0.003 0.998 0.000 0.000
Factor Industry Dividend Earning Cashflow
MKT-RF 1 1 1 1 1 1 1 1 1 1 1 1
5MB 1 1 1 1 1 1 1 1 1 1 1 1
HML 1 1 1 1 1 1 1 1 1 1 1 1
UMD 1 0 1 1 1 1 1 0 1 1 0 1
RP 0 0 1 0 1 0 0 0 1 0 0 1
UTS(S) 0 0 0 0 0 1 0 0 0 0 0 0
UTS(L) 0 0 0 0 0 0 0 0 0 0 0 0
Prob 0.936 0.059 0.005 0.999 0.000 0.000 0.694 0.305 0.000 0.902 0.083 0.014

INT == intercept; MKT-RF == excess return on the market; 5MB == size
premium; HML == value premium; UMD == momentum factor; RP ==
risk premium; UTS(S) == term spread short; UTS(L) == term spread
long.
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Table 1.3c: Three best models: Informative prior 9 == 0.05.
a Q == 1.000

Factor 6 Size-B/M 25 Size-B/M B/M Size
MKT-RF 1 1 1 1 1 1 1 1 1 1 1 1
5MB 1 1 1 1 1 1 1 1 1 1 1 1
HML 1 1 1 1 1 1 1 1 1 1 1 1
UMD 0 0 0 0 0 1 0 0 1 0 0 0
RP 0 1 0 0 1 0 0 1 0 0 1 0
UTS(S) 0 0 0 0 0 0 0 0 0 0 0 1
UTS(L) 0 0 1 0 0 0 0 0 0 0 0 0
Prob 0.459 0.310 0.196 0.994 0.006 0.000 0.762 0.215 0.018 0.969 0.025 0.005
Factor Industry Dividend Earning Cashflow
MKT-RF 1 1 1 1 1 1 1 1 1 1 1 1
5MB 1 1 1 1 1 1 1 1 1 1 1 1
HML 1 1 1 1 1 1 1 1 1 1 1 1
UMD 1 1 0 1 1 1 1 0 1 1 1 0
RP 0 1 0 0 1 0 0 0 1 1 0 1
UTS(S) 0 0 0 0 0 1 0 0 0 0 0 0
UTS(L) 0 0 0 0 0 0 0 0 0 0 0 0
Prob 0.676 0.256 0.046 0.965 0.035 0.000 0.601 0.346 0.028 0.706 0.228 0.052

INT == intercept; MKT-RF == excess return on the market; 5MB == size
premium; HML == value premium; UMD == momentum factor; RP ==
risk premium; UTS(S) == term spread short; UTS(L) == term spread
long.



1.5. EMPIRICAL RESULTS 31

uncertainty becomes larger. However, tIle best model does not change for
different values of O'a. The only case where the best model changes is when
the 6 size and book-to-market portfolios are the investment universe and O'a

changes from 0.1 to 1. Again, tIle support for the FF model is highest for
portfolios based 011 size and/or book-to-market.

It is important to note that, even if the choice of O'a does not have a big
impact on the factors selected, it has an impact on asset pricing. In Tables
1.4a and 1.4b we present the posterior mean and standard deviation of a, the
vector of intercepts for the model witll the highest posterior probability. By
lookillg at the posterior mean of a we note that the misspricing increases with
its prior variance. This is something we can expect since when O'a is low, more
weight is allocated to the prior and the posterior mean of a shrinks towards its
prior meall. Note that the post.erior standard deviation also increases with the
misspricing prior variance. The posterior means and standard deviatiolls are
lowest for the size sorted portfolios. For the otller portfolios the misspricing is
approximately the same in magnitude. In summary, the estimated intercepts
show that the best models leave a large unexplained retllrn and that the
unexplained returns are bigger when the investor becomes more uncertain
about establishing an asset pricing model with zero intercept. On the other
hand, a 90% highest posterior density regioll would cover zero in most cases.

1.5.2 Non-Return-Based Factors

A n1ajor criticism of the Fama and French three factor model is the interpre­
tation of the risk factors. In particular, it is not clear what killd of econon1ic
risks these are proxies for. This is a comnlon problem for all asset pricing
models based on fundamental factors. Regarding this issue it is useful and
interesting to examine macroeconomic factors directly in an asset pricing con­
text. The drawback is that the implication of a zero intercept does not hold
any longer. Consequently, we always include the intercept in the model and
select macroeconomic factors. Furthermore, the market factor is also always
included and the selected models call be viewed as an extended CAPM with
n1acroeconomic factors.

In Table 1.5a we report the posterior probability of inclusion for the macro­
econon1ic factors and tIle different sets of portfolios. In this case, the result
is rather inconsistent over different investment universes. Typically, only Olle
factor obtains a high probability of inclusion. The growth rate in real per
capita consumption, growth rate in personal savings rate and yearly growth
rate in industrial production are factors that show up most frequently with a
high posterior probability of inclusion. These factors are also the ones that are
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Table 1.4a: Posterior means and standard deviations for the intercept ill the
model with the highest posterior model probability: Informative prior 9 ==
0.05.

B/M Size
Portfolio G'Q == 0.01 G'a == 0.1 G'Q == 1 G'Q == 0.01 G'Q == 0.1 G'Q == 1
1 0.008 (0.018) 0.154 (0.075) 0.187 (0.083) 0.000 (0.022) 0.004 (0.096) 0.005 (0.106)
2 0.004 (0.017) 0.083 (0.073) 0.100 (0.081) -0.001 (0.017) -0.015 (0.075) -0.018 (0.083)
3 0.001 (0.017) 0.014 (0.076) 0.017 (0.083) -0.001 (0.016) -0.011 (0.069) -0.014 (0.076)
4 -0.002 (0.019) -0.045 (0.083) -0.054 (0.091) 0.000 (0.016) -0.008 (0.070) -0.010 (0.077)
5 -0.001 (0.019) -0.026 (0.080) -0.031 (0.088) 0.002 (0.016) 0.042 (0.068) 0.051 (0.075)
6 0.001 (0.017) 0.027 (0.075) 0.032 (0.082) -0.002 (0.016) -0.033 (0.069) -0.040 (0.076)
7 0.002 (0.017) 0.029 (0.075) 0.035 (0.082) 0.002 (0.016) 0.043 (0.067) 0.052 (0.074)
8 -0.001 (0.015) -0.016 (0.066) -0.019 (0.073) 0.001 (0.015) 0.020 (0.067) 0.025 (0.074)
9 -0.002 (0.017) -0.028 (0.074) -0.034 (0.082) 0.000 (0.014) 0.009 (0.060) 0.011 (0.067)
10 -0.003 (0.022) -0.050 (0.096) -0.060 (0.105) 0.004 (0.011) 0.071 (0.046) 0.086 (0.051)

Industry Dividend
Portfolio G'a == 0.01 G'a == 0.1 G'Q == 1 G'Q == 0.01 G'a == 0.1 G'a == 1
1 0.006 (0.026) 0.125 (0.113) 0.153 (0.125) 0.006 (0.022) 0.122 (0.099) 0.150 (0.109)
2 0.002 (0.030) 0.034 (0.134) 0.042 (0.149) 0.002 (0.020) 0.039 (0.087) 0.047 (0.096)
3 -0.003 (0.019) -0.067 (0.084) -0.082 (0.093) 0.008 (0.021) 0.148 (0.092) 0.182 (0.102)
4 0.001 (0.037) 0.029 (0.163) 0.035 (0.180) -0.002 (0.020) -0.034 (0.090) -0.042 (0.100)
5 0.017 (0.032) 0.327 (0.139) 0.401 (0.154) -0.005 (0.022) -0.107 (0.096) -0.131 (0.106)
6 0.009 (0.034) 0.169 (0.151) 0.207 (0.167) 0.002 (0.020) 0.031 (0.086) 0.038 (0.096)
7 0.007 (0.028) 0.127 (0.124) 0.156 (0.138) 0.002 (0.018) 0.033 (0.082) 0.040 (0.090)
8 0.018 (0.032) 0.355 (0.140) 0.435 (0.155) 0.007 (0.019) 0.138 (0.084) 0.169 (0.093)
9 -0.007 (0.029) -0.144 (0.129) -0.177 (0.143) 0.005 (0.020) 0.107 (0.088) 0.131 (0.097)
10 -0.003 (0.020) -0.060 (0.088) -0.073 (0.098) 0.002 (0.024) 0.037 (0.107) 0.046 (0.118)

Earning Cashflow
Portfolio G'a == 0.01 G'a == 0.1 G'Q == 1 G'Q == 0.01 G'Q == 0.1 G'Q == 1
1 0.007 (0.021) 0.142 (0.094) 0.175 (0.104) 0.007 (0.019) 0.143 (0.085) 0.175 (0.094)
2 0.002 (0.018) 0.030 (0.078) 0.037 (0.087) 0.004 (0.018) 0.088 (0.080) 0.108 (0.088)
3 0.004 (0.020) 0.069 (0.088) 0.084 (0.098) 0.004 (0.018) 0.076 (0.080) 0.093 (0.089)
4 0.003 (0.018) 0.049 (0.078) 0.060 (0.086) 0.002 (0.018) 0.048 (0.081) 0.059 (0.090)
5 -0.001 (0.019) -0.015 (0.083) -0.019 (0.092) 0.005 (0.019) 0.095 (0.082) 0.117 (0.091)
6 0.002 (0.019) 0.032 (0.083) 0.039 (0.092) 0.000 (0.019) 0.003 (0.086) 0.003 (0.095)
7 0.006 (0.018) 0.122 (0.080) 0.150 (0.089) -0.003 (0.019) -0.057 (0.086) -0.070 (0.095)
8 0.004 (0.019) 0.081 (0.084) 0.099 (0.093) -0.002 (0.019) -0.033 (0.086) -0.040 (0.095)
9 0.004 (0.021) 0.082 (0.092) 0.101 (0.102) 0.006 (0.019) 0.119 (0.083) 0.146 (0.092)
10 0.002 (0.022) 0.035 (0.098) 0.043 (0.109) 0.001 (0.021) 0.016 (0.094) 0.020 (0.104)
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Table 1.4b: Posterior means and standard deviations for the intercept in the
model with the highest posterior model probability: Informative prior 9 ==
0.05.

6 Size-B/M
Size BM aa == 0.01 aa == 0.1 aa == 1
Small Low -0.007 (0.018) -0.130 (0.078) -0.158 (0.086)

2 0.005 (0.014) 0.087 (0.062) 0.106 (0.068)
High 0.006 (0.013) 0.112 (0.058) 0.136 (0.063)

Big Low 0.007 (0.013) 0.133 (0.056) 0.162 (0.062)
2 -0.001 (0.015) -0.024 (0.064) -0.029 (0.071)
High -0.004 (0.014) -0.073 (0.061) -0.089 (0.067)

25 Size-B/M
Size BM aa == 0.01 aa == 0.1 aa == 1
Small Low -0.018 (0.029) -0.341 (0.123) -0.415 (0.135)

2 0.003 (0.022) 0.050 (0.097) 0.061 (0.106)
3 0.003 (0.019) 0.063 (0.080) 0.076 (0.089)
4 0.012 (0.018) 0.220 (0.078) 0.268 (0.085)
High 0.009 (0.019) 0.176 (0.081) 0.214 (0.090)

2 Low -0.008 (0.023) -0.144 (0.098) -0.175 (0.108)
2 -0.004 (0.020) -0.071 (0.084) -0.086 (0.093)
3 0.005 (0.018) 0.098 (0.077) 0.119 (0.085)
4 0.005 (0.017) 0.097 (0.073) 0.118 (0.081)
High 0.002 (0.018) 0.037 (0.078) 0.045 (0.086)

3 Low -0.002 (0.021) -0.040 (0.090) -0.049 (0.100)
2 0.001 (0.020) 0.018 (0.088) 0.021 (0.097)
3 -0.002 (0.019) -0.033 (0.081) -0.041 (0.090)
4 0.003 (0.018) 0.049 (0.077) 0.059 (0.085)
High 0.003 (0.020) 0.054 (0.088) 0.066 (0.097)

4 Low 0.007 (0.020) 0.123 (0.086) 0.150 (0.095)
2 -0.006 (0.020) -0.111 (0.088) -0.135 (0.097)
3 0.000 (0.020) 0.007 (0.084) 0.009 (0.093)
4 0.004 (0.018) 0.074 (0.079) 0.090 (0.087)
High -0.001 (0.023) -0.022 (0.098) -0.027 (0.108)

Big Low 0.010 (0.016) 0.187 (0.069) 0.227 (0.076)
2 0.001 (0.017) 0.011 (0.075) 0.013 (0.082)
3 0.000 (0.019) 0.002 (0.082) 0.002 (0.090)
4 -0.003 (0.017) -0.056 (0.074) -0.068 (0.081)
High -0.009 (0.023) -0.163 (0.101) -0.199 (0.111)
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Table 1.5a: Probability of Inclusion, Macro factors: Reference prior 9 == 0.05
Factor 6 Size-B/M 25 Size-B/M B/M Size Industry Dividend Earning Cashflow
MP 0.000 0.000 0.071 0.000 0.000 0.000 0.000 0.056
DEI 0.002 0.000 0.004 0.000 0.014 0.000 0.000 0.000
VI 0.006 0.000 0.018 0.002 0:002 0.061 0.001 0.001
CG 0.998 0.066 0.031 0.977 0.000 0.000 0.000 0.001
IC 0.001 0.000 0.006 0.000 0.000 0.000 0.000 0.000
OG 0.003 0.000 0.196 0.010 0.359 0.937 0.000 0.002
PSR 0.013 0.933 0.147 0.008 0.119 0.001 0.999 0.001
VNR 0.000 0.000 0.002 0.000 0.000 0.000 0.000 0.894
YP 0.008 0.000 0.521 0.001 0.899 0.000 0.000 0.042

B/M == book-to-market; MP == monthly growth rate in industrial production; DEI
== change in expected inflation; VI == unanticipated inflation; CG == growth rate
in real per capita consumption; IC == growth rate in real per capita disposable
income; OG == growth rate in oil prices; PSR == growth rate in personal savings
rate; VNR == growth rate in unemployment rate; YP == yearly growth rate in
industrial production. 1 indicates inclusion and 0 indicates exclusion.

included in the best model for the different test portfolios, as ShOWll in Table
1.5b where the three best models for the different portfolios are presented.
Note that only one factors is illcluded in the model with the highest posterior
model probability. Furthermore, the factor in the best model is generally not
illcluded in tIle second best model. Exceptions are the 6 size-B/M, industry
and earnings portfolios.

1.5.3 All Factors

In this section, we merge the return-based factors and the macroeconomic
factors into one large set of 17 factors. The intercept is one of the factors. We
are aware that by using both return- and non-return based factors, any simple
interpretation of the intercept is lost. Furthermore, we will compare models
based on return-based factors <;Lnd models based on macroeconomic factors.
This is done by comparing tIle marginal likelihoods through the Bayes factor
for the best model based on return-based factors and the best model based on
macroeconomic factors.

The posterior probability of illclusion and the best models are presented
in Tables 1.6a and 1.6b. The return-based factors generally obtain a higher
probability of inclusion than the macroeconomic factors. This is also 11igll­
lighted in Table 1.6b where the best models almost only contain return-based
factors. The best asset pricing model for the four sets of portfolios fornled
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Table 1.5b: Three best models, Macro Factors: Reference prior 9 == 0.05

Factor 6 Size-B/M 25 Size-B/M B/M Size
MP 0 0 0 0 0 0 0 0 0 0 0 0
DEI 0 0 0 0 0 0 0 0 0 0 0 0
tTl 0 0 0 '0 0 0 0 0 0 0 0 0
CG 1 1 1 0 1 0 0 0 0 1 0 0
IC 0 0 0 0 0 0 0 0 0 0 0 0
OG 0 0 0 0 0 0 0 1 0 0 1 0
PSR 0 1 0 1 0 0 0 0 1 0 0 1
VNR 0 0 0 0 0 0 0 0 0 0 0 0
YP 0 0 1 0 0 1 1 0 0 0 0 0
Prob 0.964 0.012 0.933 0.933 0.066 0.001 0.521 0.196 0.976 0.783 0.010 0.008
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Factor Industry Dividend Earning Cashflow
MP 0 0 0 0 0 0 0 0 0 0 1 0
DEI 0 0 0 0 0 0 0 0 0 0 0 0
VI 0 0 0 0 1 0 0 1 1 0 0 0
CG 0 0 0 0 0 0 0 0 0 0 0 0
IC 0 0 0 0 0 0 0 0 0 0 0 0
OG 0 1 1 1 0 0 0 0 0 0 0 0
PSR 0 0 0 0 0 1 1 1 0 0 0 0
VNR 0 0 0 0 0 0 0 0 0 1 0 0
YP 1 1 0 0 0 0 0 0 0 0 0 1
Prob 0.557 0.242 0.066 0.937 0.061 0.001 0.998 0.001 0.001 0.894 0.057 0.042

B/M == book-to-market; MP == monthly growth rate in industrial production; DEI
== change in expected inflation; VI == unanticipated inflation; CG == growth rate
in real per capita consumption; IC == growth rate in real per capita disposable
income; OG == growth rate in oil prices; PSR == growth rate in personal savings
rate; UNR == growth rate in unemployment rate; YP == yearly growth rate in
industrial production.
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Table 1.6a: Probability of Inclusion, All Factors: Reference prior 9 == 0.05
Factor 6 Size-B/M 25 Size-B/M B/M Size Industry Dividend Earning Cashflow
INT 0.036 0.035 0.000 0.000 0.193 0.000 0.000 0.000
MKT-RF 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999
5MB 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999
HML 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999
VMD 0.007 0.070 0.025 0.001 0.918 0.999 0.936 0.709
RP 0.049 0.000 0.000 0.000 0.051 0.000 0.000 0.000
VTS(S) 0.001 0.000 0.000 0.000 0.001 0.000 0.000 0.000
UTS(L) 0.924 0.253 0.001 0.000 0.000 0.000 0.000 0.000
MP 0.000 0.000 0.000 0.000 0.001 0.000 0.000 0.001
DEI 0.001 0.000 0.000 0.000 0.014 0.000 0.000 0.000
VI 0.003 0.000 0.000 0.000 0.002 0.014 0.001 0.000
CG 0.006 0.000 0.001 0.000 0.000 0.000 0.000 0.000
IC 0.006 0.000 0.000 0.000 0.000 0.000 0.000 0.000
OG 0.001 0.000 0.000 0.001 0.216 0.653 0.000 0.000
PSR 0.003 0.000 0.002 0.001 0.280 0.000 0.776 0.000
VNR 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.081
YP 0.001 0.000 0.003 0.000 0.935 0.007 0.000 0.001

B/M == book-to-market; MKT-RF == excess return on the market; 5MB == size
premium; HML == value premium; UMD == momentum factor; RP == risk pre­
mium; VTS(S) == term spread short; UTS(L) == term spread long. MP == monthly
growth rate in industrial production; DEI == change in expected inflation; VI ==
unanticipated inflation; CG == growth rate in real per capita consumption; IC ==
growth rate in real per capita disposable income; OG == growth rate in oil prices;
PSR == growth rate in personal savings rate; VNR == growth rate in unemployment
rate; YP == yearly growth rate in industrial production. 1 indicates inclusion and
a indicates exclusion.

on size and/or book-to-market and the cashflow portfolios does not contain
any macroeconomic factors. In the case where stocks are sorted by industry,
dividend and earning, the best model includes one macroeconomic factor in
addition to the FF factor and the momentum factor.

Table 1.7 presents the comparison between return-based factor prIcIng
models and macroeconomic factor pricing models. The marginal likelihoods
are expressed in log format. The natural log of the Bayes factor is the differ­
ence between the log marginal likelihood for the best model using return-based
factors and the log marginal likelihood for the best nl0del based on macro­
eCOIlomic factors. The results provide clear evidence in favor of a pricing
model based on return-based factors. All log Bayes factors are positive and
very large. The lowest Bayes factor is obtained for tIle industry portfolios
where the difference between the log marginal likelihoods is 253. However,
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Table 1.6b: Three best models, All Factors: Reference prior 9 == 0.05
Factor 6 Size-B/M 25 Size-B/M B/M Size
INT 0 0 1 0 0 0 0 0 0 0 0 0
MKT-RF 1 1 1 1 1 1 1 1 1 1 1 1
5MB 1 1 1 1 1 1 1 1 1 1 1 1
HML 1 1 1 1 1 1 1 1 1 1 1 1
VMD 0 0 0 0 0 1 0 1 0 0 0 0
RP 0 1 0 0 0 0 0 0 0 0 0 0
VTS(S) 0 0 0 0 0 0 0 0 0 0 0 0
VTS(L) 1 0 0 0 1 0 0 0 0 0 0 0
MP 0 0 0 0 0 0 0 0 0 0 0 0
DEI 0 0 0 0 0 0 0 0 0 0 0 0
VI 0 0 0 0 0 0 0 0 0 0 0 0
CG 0 0 0 0 0 0 0 0 0 0 0 0
IC 0 0 0 0 0 0 0 0 0 0 0 0
OG 0 0 0 0 0 0 0 0 0 0 1 0
PSR 0 0 0 0 0 0 0 0 0 0 0 1
VNR 0 0 0 0 0 0 0 0 0 0 0 0
YP 0 0 0 0 0 0 0 0 1 0 0 0
Prob 0.887 0.041 0.032 0.644 0.251 0.068 0.962 0.025 0.003 0.997 0.010 0.000
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Factor Industry Dividend Earning Cashflow
INT 0 0 0 0 0 0 0 0 0 0 0 0
MKT-RF 1 1 1 1 1 1 1 1 1 1 1 1
8MB 1 1 1 1 1 1 1 1 1 1 1 1
HML 1 1 1 1 1 1 1 1 1 1 1 1
VMD 1 1 1 1 1 1 1 1 0 1 0 1
RP 0 0 0 0 0 0 0 0 0 0 0 0
UTS(S) 0 0 0 0 0 0 0 0 0 0 0 0
VT8(L) 0 0 0 0 0 0 0 0 0 0 0 0
MP 0 0 0 0 0 0 0 0 0 0 0 0
DEI 0 0 0 0 0 0 0 0 0 0 0 0
VI 0 0 0 0 0 1 0 0 0 0 0 0
CG 0 0 0 0 0 0 0 0 0 0 0 0
IC 0 0 0 0 0 0 0 0 0 0 0 0
OG 0 0 1 1 0 0 0 0 0 0 0 0
PSR 0 1 0 0 0 0 1 0 1 0 0 0
VNR 0 0 0 0 0 0 0 0 0 0 0 1
YP 1 1 1 0 0 0 0 0 0 0 0 0
Prob 0.338 0.137 0.083 0.647 0.331 0.013 0.724 0.211 0.050 0.662 0.254 0.045

B/M == book-to-market; MKT-RF == excess return on the market; 8MB == size
premium; HML == value premium; VMD == momentum factor; RP == risk pre­
mium; VT8(S) == term spread short; VTS(L) == term spread long. MP == monthly
growth rate in industrial production; DEI == change in expected inflation; VI ==
unanticipated inflation; CG == growth rate in real per capita consumption; IC ==
growth rate in real per capita disposable income; OG == growth rate in oil prices;
PSR == growth rate in personal savings rate; VNR == growth rate in unemployment
rate; YP == yearly growth rate in industrial production. 1 indicates inclusion and
o indicates exclusion.
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Table 1.7: Return-Based Factors vs Macroecol1omic Factors: Reference prior
9 == 0.05--------------------------

Portfolio
6 Size-B/M
25 Size-B/M
B/M
Size
Industry
Dividend
Earning
Cashflow

Macroeconomic Factors
-5829.95
-23879.40
-9659.72
-7950.46

-11930.60
-10123.20
-9948.64
-9863.08

Return-Based Factors
-4390.45

-22579.60
-9169.24
-7317.35

-11722.30
-9870.11
-9628.36
-9653.52

log(BF)
1439.50
1299.80
490.48
633.11
208.30
253.09
320.28
209.56

it is important to remember that the return-based factors can be viewed as
factor-mimicking portfolios. As argued by Cochrane (2001), a model with
factor-mimicking portfolios will almost always outperform a model with real
economic factors. Hence, the result in Table 1.7 is something we can expect.

1.5.4 Sensitivity Analysis

The exact results obtained are dependent on a l1umber of choices such as the
composition of the portfolios, the sample used and the prior specification. The
preceding section gave some results on the sensitivity to portfolio composition.
In this section we address the latter two issues.

First, we consider two subsamples, 196307 - 198212 al1d 198301 - 200312.
The results for the return-based factors are displayed in Tables 1.8a and 1.8b
and the results for the macroeconomic factors are presented in Tables 1.9a and
1.9b.

For the return-based factors we note several differences between the sub­
samples. Firstly, the model probabilities for the best model are gener~lly

higher for the first subsample except for the book-to-market and cashflow
portfolios. Secondly, the probability of inclusion is higher for more factors
during the second periods. The momentum factor obtains a substantially
larger probability of inclusion in the later period. Finally, the evidence in
favor of the FF three-factor model seems to be strongest over the first period.
Using the informative prior does not change the results and they are therefore
not reported.

When we-consider the set of macroeconomic factors we note that the dif­
ference betweel1 the two periods is substantial. The selected factors for the
two time periods are very different. In none of the portfolios are the selected
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Table 1.8a: Probability of Inclusion, Return-Based Factors: Reference prior
9 == 0.05

Factor
INT
MKT-RF
5MB
HML
UMD
RP
UTS(S)
UTS(L)

Factor
INT
MKT-RF
5MB
HML
UMD
RP
UTS(S)
UTS(L)

Sample Period: 196307-198212
6 Size-B/M 25 Size-B/M B/M Size Industry Dividend Earning Cashflow

0.001 0.000 0.000 0.000 0.005 0.000 0.000 0.000
0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999
0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999
0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999
0.058 0.002 0.027 0.024 0.999 0.999 0.000 0.598
0.003 0.000 0.000 0.000 0.013 0.000 0.000 0.001
0.001 0.000 0.000 0.000 0.001 0.000 0.000 0.000
0.004 0.000 0.000 0.000 0.000 0.000 0.000 0.000

Sample Period: 198301-200312
6 Size-B/M 25 Size-B/M B/M Size Industry Dividend Earning Cashflow

0.362 0.700 0.000 0.000 0.001 0.000 0.000 0.000
0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999
0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999
0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999
0.941 0.999 0.004 0.286 0.821 0.826 0.988 0.637
0.323 0.079 0.000 0.000 0.000 0.000 0.000 0.000
0.088 0.004 0.000 0.000 0.000 0.000 0.000 0.000
0.185 0.157 0.000 0.000 0.000 0.000 0.000 0.000

INT == intercept; MKT-RF == excess return on the market; 5MB == size premium;
HML == value premium; lTMD == momentum factor; RP == risk premium; UTS(S)
== term spread short; UTS(L) == term spread long.
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Table 1.8b: The Best Model, Return-Based Factors: Reference prior 9 == 0.05

6 Size-B/M 25 Size-B/M B/M Size
Factor PI P2 PI P2 PI P2 PI P2
INT 0 1 0 0 0 0 0 0
MKT-RF 1 1 1 1 1 1 1 1
5MB 1 1 1 1 1 1 1 1
HML 1 1 1 1 1 1 1 1
UMD 0 1 0 1 0 0 0 0
RP 0 0 0 0 0 0 0 0
UTS(S) 0 0 0 0 0 0 0 0
UTS(L) 0 0 0 1 0 0 0 0
Prob 0.935 0.322 0.998 0.7 0.973 0.995 0.976 0.714

Industry Dividend Earning Cashflow
Factor PI P2 PI P2 PI P2 PI P2
INT 0 0 0 0 0 0 0 0
MKT-RF 1 1 1 1 1 1 1 1
8MB 1 1 0 1 1 1 1 1
HML 1 1 1 1 1 1 1 1
UMD 1 1 1 1 0 1 1 1
RP 0 0 0 0 0 0 0 0
UTS(S) 0 0 0 0 0 0 0 0
UT8(L) 0 0 0 0 0 0 0 0
Prob 0.981 0.820 0.820 0.826 0.999 0.988 0.597 0.637

PI is 196307-198212 and P2 is 198301-200312. INT == intercept; MKT­
RF == excess return on the market; 5MB == size premium; HML == value
premium; UMD == momentum factor; RP == risk premium; UTS(S) ==
term spread short; UTS(L) == term spread long.
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Table 1.9a: Probability of Inclusion, Macroeconomic Factors: Reference prior
9 == 0.05

Sample Period: 196307-198212
Factor 6 Size-B/M 25 Size-B/M B/M Size Industry Dividend Earning Cashflow
MP 0.006 0.000 0.009 0.095 0.004 0.046 0.018 0.000
DEI 0.011 0.000 0.001 0.010 0.656 0.054 0.016 0.000
UI 0.043 0.000 0.001 0.020 0.003 0.338 0.179 0.000
CG 0.695 0.000 0.001 0.548 0.000 0.188 0.055 0.000
IC 0.031 0.000 0.003 0.003 0.000 0.046 0.025 0.000
OG 0.015 0.000 0.169 0.002 0.000 0.063 0.029 0.139
PSR 0.194 0.000 0.002 0.138 0.007 0.108 0.151 0.005
UNR 0.006 0.009 0.002 0.128 0.047 0.078 0.164 0.010
YP 0.004 0.990 0.807 0.053 0.392 0.074 0.360 0.881

Sample Period: 198301-200312
Factor 6 Size-B/M 25 Size-B/M B/M Size Industry Dividend Earning Cashflow
MP 0.003 0.000 0.010 0.001 0.000 0.000 0.000 0.055
DEI 0.020 0.000 0.006 0.014 0.000 0.000 0.000 0.004
UI 0.004 0.000 0.002 0.024 0.000 0.222 0.001 0.187
CG 0.376 0.081 0.010 0.251 0.003 0.002 0.002 0.362
IC 0.009 0.000 0.000 0.000 0.000 0.000 0.000 0.001
OG 0.281 0.000 0.907 0.021 0.990 0.772 0.000 0.370
PSR 0.304 0.918 0.062 0.049 0.067 0.001 0.994 0.007
UNR 0.011 0.000 0.000 0.001 0.000 0.002 0.000 0.012
YP 0.071 0.000 0.000 0.638 0.008 0.000 0.000 0.002

PI is 196307-198212 and P2 is 198301-200312. B/M == book-to-market; MP ==
monthly growth rate in industrial production; DEI == change in expected inflation;
VI == unanticipated inflation; CG == growth rate in real per capita consumption;
IC == growth rate in real per capita disposable income; OG == growth rate in
oil prices; PSR == growth rate in personal savings rate; UNR == growth rate in
unemployment rate; YP == yearly growth rate in industrial production.
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Table 1.9b: The Best Model, Macroeco11omic Factors: Reference prior 9 == 0.05

6 Size-B/M 25 Size-B/M B/M Size
Factor PI P2 PI P2 PI P2 PI P2
MP 0 0 0 0 0 0 0 0
DEI 0 0 0 0 0 0 0 0
UI 0 0 0 0 0 0 0 0
CG 1 1 0 0 0 0 1 0
IC 0 0 0 0 0 0 0 0
OG 0 0 fOO 0 0 1 0 0
PSR 0 0 0 1 0 0 0 0
UNR 0 0 0 0 0 0 0 0
YP 0 0 1 0 1 0 0 1
Prob 0.69 0.33 0.99 0.91 0.808 0.91 0.548 0.63

Industry Dividend Earning Cashflow
Factor PI P2 PI P2 PI P2 PI P2
MP 0 0 0 0 0 0 0 0
DEI 1 0 0 0 0 0 0 0
VI 0 0 1 0 0 0 0 0
CG 0 0 0 0 0 0 0 0
IC 0 0 0 0 0 0 0 0
OG 0 1 0 1 0 0 0 1
PSR 0 0 0 0 0 1 0 0
VNR 0 0 0 0 0 0 0 0
YP 0 0 0 0 1 00 1 0
Prob 0.546 0.92 0.33 0.77 0.36 0.99 0.84 0.36

PI is 196307-198212 and P2 is 198301-200312. B/M == book-to-market;
MP == monthly growth rate in industrial production; DEI == change in
expected inflation; VI == unanticipated inflation; CG == growth rate
in real per capita consumption; IC == growth rate in real per capita
disposable income; OG == growth rate in oil prices; PSR == growth rate
in personal savings rate; VNR == growth rate in unemployment rate;
YP == yearly growth rate in industrial production.
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factors found to be important in tIle first period, also included in the set of fac­
tors for the second period. One exception is the 6-size-B/M portfolios where
the growth rate in real per capita consumption is selected in both periods.
Hence, the selected factors seem to be very sensitive to the sample period
under investigation.

Addressing the issue of prior sensitivity we first consider the choice of g,
measuring the tightness or information content of the prior. Letting 9 take
the values {l/T, 1/K 2 , 0.05, 0.5}, we find some sensitivity to g. Tables 1.10a
and 1.lOb show the results for the return-based factor and Tables 1.10c and
1.10d show the results for the macroeconomic factors.

In general, as 9 increases, the prior is made more informative, the proba­
bility of inclusion increases and becomes substantial for several factors. This
holds for both return-based and macroeconomic factors. One additional fac­
tor is usually selected when the prior is very informative, corresponding to
9 == 0.5. Furthermore, the model uncertainty increases with the value of 9 as
shown in Tables 1.lOb and 1.10d. The result that a more informative prior
increases the probability of inclusion and the number of factors may seem
counterintuitive. H'owever, when the prior becomes more informative the pos­
terior for the factor sensitivities will shrink to zero. Since this seems to be
true for many of the factors when looking at the data, more factors will be
found to be important. Overall, it seems like the selected factors are fairly
insensitive to different values for g.

Finally, we consider the prior for the innovation variance, ~, in the refer­
ence prior setup. Specifying a proper inverse Wishart prior as in Section 1.3.2
for the variances instead of the improper Jeffrey's prior leads to a well defined
marginal likelihood and might thus be preferable. The results are, however,
not affected in any substantial way by this change in the prior specification
and are therefore not reported. The results are available from the authors 011

request.
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Table 1.IOa: Probability of Inclusion, Return-Based Factors: Reference prior with different 9

Factor 6 Size-B/M 25 Size-B/M B/M Size
9 l/T 1/](2 0.05 0.5- f/T 17j{2 0.05 0.5 1-/T-17j(2 0.05 0.5- 17T-1!K2 0.05 0.5
INT 0.01 0.03 0.04 0.22 0.00 0.00 0.03 0.01 0.00 0.00 0.00 0.05 0.00 0.00 0.00 0.04
MKT-RF 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99
5MB 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99
HML 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99
UMD 0.00 0.00 0.00 0.26 0.00 0.00 0.07 0.99 0.00 0.00 0.02 0.76 0.00 0.00 0.00 0.43
RP 0.00 0.03 0.04 0.33 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.07 0.00 0.00 0.00 0.03
UTS(S) 0.00 0.00 0.00 0.07 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.06
UTS(L) 0.33 0.93 0.92 0.89 0.00 0.00 0.25 0.98 0.00 0.00 0.00 0.04 0.00 0.00 0.00 0.14
Factor Industry Dividend Earning Cashflow
9 l/T 1/K 2 0.05 0.5 l/T 1/K 2 0.05 0.5 l/T 1/K 2 0.05 0.5 l/T 1/K 2 0.05 0.5
INT 0.00 0.00 0.42 0.79 0.00 0.00 0.00 0.31 0.00 0.00 0.00 0.02 0.00 0.00 0.00 0.11
MKT-RF 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99
5MB 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99
HML 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99
UMD 0.93 0.99 0.94 0.96 0.87 0.12 0.99 0.99 0.00 0.12 0.94 0.99 0.00 0.01 0.72 0.99
RP 0.00 0.00 0.05 0.62 0.00 0.00 0.00 0.18 0.00 0.00 0.00 0.03 0.00 0.00 0.00 0.31
UTS(S) 0.00 0.00 0.00 0.06 0.00 0.00 0.00 0.09 0.00 0.00 0.00 0.04 0.00 0.00 0.00 0.07
UTS(L) 0.00 0.00 0.00 0.05 0.00 0.00 0.00 0.02 0.00 0.00 0.00 0.16 0.00 0.00 0.00 0.03

INT == intercept; MKT-RF == excess return on the market; 5MB == size premium;
HML == value premium; UMD == momentum factor; RP == risk premium; UTS(S)
== term spread short; UTS(L) == term spread long.



Table l.l0b: The best model, Return-Based Factors: Reference prior with different 9

Factor 6 Size-B/M 25 Size-B/M B/M Size

9 l/T 1/K'2 0.05 0.5 l/T 1/K'2 0.05 0.5 l/T 1/K'2 0.05 0.5 l/T 1/K'2 0.05 0.5
INT 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
MKT-RF 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
5MB 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
HML 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
UMD 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0
RP 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
UTS(S) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
UTS(L) 0 1 1 1 0 0 0 1 0 0 0 0 0 0 0 0
Prob 0.657 0.929 0.906 0.293 0.999 0.999 0.644 0.984 0.999 0.999 0.973 0.618 0.999 0.999 0.999 0.415

N

s.n

~
~
~
'-I

~
t-t

~
~
~

Factor Industry Dividend Earning Cashflow

9 I/T 1/K'2 0.05 0.5 l/T 1/K'2 0.05 0.5 l/T 1/K"L. 0.05 0.5 l/T 1/K"L. 0.05 0.5
INT 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 1
MKT-RF 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
5MB 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
HML 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
UMD 1 1 0 1 1 1 1 1 0 0 1 1 0 0 1 0
RP 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
UTS(S) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
UTS(L) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Prob 0.933 0.973 0.511 0.400 0.871 0.999 0.999 0.433 0.999 0.878 0.941 0.741 0.999 0.982 0.902 0.559

INT == intercept; MKT-RF == excess return on the market; 5MB == size premium;
HML == value premium; UMD == momentum factor; RP == risk premium; UTS(S)
== term spread short; UTS(L) == term spread long.
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Table 1.IDc: Probability of Inclusion, Macroeconomic Factors: Reference prior with different 9

Factor 6 Size-E/M 25 Size-E/M E/M Size
9 l/T 1/K 2

- 0.05 -0.5 f/T- 1//(2 0.05 0.5 l/T 1/ j(2 0.05 0.5 1/T-1TK2 0.05 0.5
MP 0.000 0.000 0.000 0.082 0.000 0.000 0.000 0.000 0.021 0.042 0.071 0.154 0.000 0.053 0.000 0.081
DEI 0.000 0.000 0.002 0.202 0.000 0.000 0.000 0.000 0.001 0.002 0.004 0.042 0.000 0.016 0.000 0.084
VI 0.000 0.000 0.006 0.290 0.000 0.000 0.000 0.013 0.020 0.021 0.018 0.079 0.002 0.792 0.002 0.162
CG 0.998 0.998 0.998 0.993 0.058 0.059 0.066 0.837 0.010 0.019 0.031 0.205 0.958 0.024 0.977 0.945
IC 0.000 0.000 0.001 0.245 0.000 0.000 0.000 0.568 0.002 0.003 0.006 0.087 0.000 0.007 0.000 0.020
DG 0.000 0.000 0.003 0.178 0.000 0.000 0.000 0.197 0.602 0.385 0.196 0.342 0.030 0.024 0.010 0.408
PSR 0.000 0.001 0.013 0.503 0.941 0.939 0.933 0.972 0.140 0.159 0.147 0.374 0.007 0.060 0.008 0.179
VNR 0.000 0.000 0.000 0.124 0.000 0.000 0.000 0.019 0.000 0.001 0.002 0.040 0.000 0.010 0.000 0.082
YP 0.000 0.000 0.008 0.340 0.000 0.000 0.000 0.903 0.200 0.363 0.521 0.586 0.000 0.009 0.001 0.258
Factor Industry Dividend Earning Cashflow
9 l/T 1/K"L 0.05 0.5 l/T 1/K"L 0.05 0.5 l/T 1/K"L 0.05 0.5 l/T 1/K 0.05 0.5
MP 0.000 0.000 0.000 0.400 0.000 0.000 0.000 0.121 0.000 0.000 0.000 0.024 0.040 0.046 0.056 0.253
DEI 0.002 0.003 0.014 0.902 0.000 0.000 0.000 0.062 0.000 0.000 0.000 0.012 0.000 0.000 0.000 0.060
VI 0.002 0.001 0.002 0.160 0.016 0.026 0.061 0.387 0.000 0.000 0.001 0.540 0.002 0.001 0.001 0.169
CG 0.000 0.000 0.000 0.078 0.000 0.000 0.000 0.115 0.000 0.000 0.000 0.026 0.000 0.000 0.001 0.144
IC 0.000 0.000 0.000 0.451 0.000 0.000 0.000 0.058 0.000 0.000 0.000 0.007 0.000 0.000 0.000 0.085
DG 0.071 0.084 0.359 0.989 0.983 0.973 0.937 0.802 0.000 0.000 0.000 0.038 0.009 0.004 0.002 0.199
PSR 0.035 0.031 0.119 0.982 0.000 0.000 0.001 0.275 0.999 0.999 0.999 0.994 0.000 0.001 0.001 0.207
VNR 0.000 0.000 0.000 0.152 0.000 0.000 0.000 0.046 0.000 0.000 0.000 0.075 0.913 0.909 0.894 0.831
YP 0.887 0.880 0.899 0.997 0.000 0.000 0.000 0.080 0.000 0.000 0.000 0.038 0.033 0.036 0.042 0.281

E/M == book-to-market; MP == monthly growth rate in industrial production; DEI == change in
expected inflation; VI == unanticipated inflation; CG == growth rate in real per capita consumption;
IC == growth rate in real per capita disposable income; DG == growth rate in oil prices; PSR ==
growth rate in personal savings rate; VNR == growth rate in unemployment rate; YP == yearly
growth rate in industrial production.



Table 1.IOd: The best model, Macroeconomic Factors: Reference prior with different 9

Factor 6 Size-B/M 25 Size-B/M B/M Size

9 l/T 1/K~ 0.05 0.5 l/T 1/K~ 0.05 0.5 l/T 1/K~ 0.05 0.5 l/T 1/K~ 0.05 0.5
MP 0 0 0 0 0 0 0 0 0 0 0 a 0 0 0 0
DEI 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
VI 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
CG 1 1 1 1 0 0 0 1 0 0 0 0 1 1 1 1
IC 0 0 a 0 0 0 0 1 0 0 0 0 0 0 0 0
OG 0 0 0 a 0 0 0 0 1 1 0 0 0 0 0 0
PSR 0 0 0 0 1 1 1 1 0 a 0 0 0 0 a 0
VNR 0 a 0 0 0 0 0 0 0 0 a 0 0 0 0 0
YP 0 0 0 0 0 0 0 1 0 0 1 1 0 0 0 0
Prob 0.998 0.998 0.964 0.090 0.941 0.939 0.933 0.358 0.603 0.385 0.681 0.521 0.178 0.978 0.976 0.212
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Factor Industry Dividend Earning Cashflow

9 l/T 1/K~ 0.05 0.5 l/T 1/K~ 0.05 0.5 l/T 1/K~ 0.05 0.5 l/T 1/K~ 0.05 0.5
MP 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
DEI 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
VI 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
CG 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
IC 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
OG 0 0 0 1 1 1 1 1 0 0 0 0 0 0 0 0
PSR 0 0 0 1 0 0 0 0 1 1 1 1 0 0 0 0
VNR 0 0 a 0 0 0 0 0 0 0 0 0 1 1 1 1
YP 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0
Prob 0.888 0.880 0.577 0.174 0.983 0.973 0.937 0.269 0.999 0.998 0.998 0.425 0.913 0.909 0.894 0.178

B/M == book-to-market; MP == monthly growth rate in industrial production; DEI == change in
expected inflation; VI == unanticipated inflation; CG == growth rate in real per capita consumption;
Ie == growth rate in real per capita disposable income; OG == growth rate in oi,l prices; PSR ==
growth rate in personal savings rate; VNR == growth rate in unemployment rate; YP == yearly
growth rate in industrial production.

~
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1.6 SUlllrnary and Conclusions

In this paper we use Bayesian techniques to select the factors in a general
multifactor asset pricing model. From a given set of K factors we evaluate
and rank all 2K different pricing models by their posterior model probabilities.
Two sets of factors are considered; the first set includes returns on a market
portfolio of stocks and mimicking portfolios for the size, momentum, book­
to-market, and factors related to the term-structure of interest rates and the
second set of factors contains macroeconomic variables. The resulting pricing
models are evaluated using eight different sets of portfolios.

In the first set of potential factors we find strong evidence that a general
multifactor pricing model should include the market excess return, the size
premium, and the value premium. TIle evidence in favor of the momentum
factor is more sensitive to the sample used and to the selection of the test asset.
Risk factors related to the bond market do not seem to be very important. It
seems like the support for the three factor model of Fama and French (1992,
1993, 1996) is stronger when the test assets are portfolios formed on size and/or
book-to-market. Furthermore, the evidence in favor of the three factor models
is stronger during the first subperiod 196307 - 198212 and the evidence for the
additional momentum factor can be traced to the later subperiod. Introducing
a prior where we take illtO account the prior degree of confidence in an asset
pricing model does not affect the selection of factors in any substantial way.

The interpretation of the momentum and the three factors of Fama and
French as risk factors have caused a large debate in the finance literature. In
the second set of factors we therefore consider macroeconomic variables. The
model tlncertainty is substantial and the factors selected depends on tIle test
assets and the sample period. In gelleral, only one factor is selected and we
find some support that the growth rate ill real per capita consumption, growth
rate in personal savings rate and yearly growth rate in illdustrial production
are important factors.

The identified factors are consistent with what others have found. However,
we believe this study adds some illteresting aspects concerning the evaluation
of asset pricing models. Most importantly, by using a Bayesian approach we
can easily address model tlllcertainty, which we fOtlnd to be substantial.
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2.1 Introduction
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Ever since the work by Fama (1965) there is evidence that stock returns do not
follow a normal distribution. Similar results have been presented by Affieck­
Graves, and McDonald (1989) and Richardson and Smith (1993). However,
normality is still the working assumption in much of the empirical work in
finance. The main reason for this is probably due to tractability witll respect
to estimation and for making statistical inference. Hence, many important
findings in empirical finance are based on the normality assllmption.

Most empirical work in the asset pricing literature starts with the assump­
tion that returns are drawn from a multivariate normal distribution. There
are however a few exceptions. Groenewold and Fraser (2002) use Australian
data and examiIle whether standard tests of asset pricing models are sensitive
to deviations from the assumptions that returns are identically, independently
and normally distributed. TIley find that the test outcomes are generally
robust. Tu and Zhou (2004) incorporate the uncertainty about the data gen­
erating process into the portfolio analysis using a Bayesian approach. The
result shows that accounting for fat tails leads to nontrivial changes in both
parameter estimates and optimal portfolio weights but that the normality as­
sumption works well in evaluating portfolio performance for a mean-variance
investor. In a capital asset pricing model in an international setting Har­
vey and Zhou (1993) adjust the multivariate test of efficiency to account for
alternative distributional specifications: multivariate t and multivariate mix­
ture Ilormal. Although the p-values are generally lower, the basic inference is
unchanged.

Recent papers that have addressed the normality assumption in asset pric­
ing models have focused on tIle estimation and the testing of pricing models.
However, none of the recent papers have examined the problem of selecting
relevant factors in an asset priciIlg model when normality is relaxed. For ex­
ample, Tu aild Zl10U (2004) assume that the investor has knowledge of a set
of probability distributions for the returns that are possible candidates for the
true data generatiIlg process but the factors in the asset pricing nl0del are
assumed to be known.

In this paper we consider the problem of selecting observable factors in a
multifactor asset pricing model when the assumption of normally distributed
returns is relaxed. More precisely, we assume that asset returns are multi­
variate Student-t distributed. Even if the Student-t distribution 0Illy adds
one more paranleter, this setup allows us to capture the well known fat tail
property of asset returns. Furthermore, multivariate Student-t is a return dis-
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tribution for which mean-variance analysis is consistent with expected utility
maximization, making the choice theoretically appealing. From a set of K
factors, Bayesian techniques are used to rank the 2K possible models based
on the posterior model probabilities. The factors used are based on theoret­
ical considerations and previous empirical studies. The first set consists of
stock- al1d bond-market factors and includes returns on a market portfolio of
stocks and mimicking portfolios for the size, momentum, book-to-market, and
term-structllre factors in returns. The second category brings together models
where the factors are macroeconomic variables.

The rest of the paper is organized as follows, in the next section we present
the model. Section 2.3 introduces the prior and the posterior, and in Section
2.4 the Bayesian model selection procedure is described. Sections 2.5 and
2.6 contain the data and empirical results respectively and in Section 2.7 a
conclusion is given.

2.2 The Model

In general, a multifactor pricing model states that the returns on different
assets are explained by a set of common factors in a linear model. For the
excess return on N assets, r, we have the following model

E(r) == (314'1 + (324'2 (2.1)

where E (r) is the expected excess return, 4'j ,j == 1, 2 are vectors of factor risk
premia and

(2.2)

where rt is a N x 1 vector of excess returns at time t, a is a N x 1 vector of
intercepts, fIt is a K 1 x 1 vector of general factors and f 2t is a K 2 x 1 vector
of factors that are portfolio returl1S and ct is a N x 1 random error vector.
The matrices (31 and (32 are factor sensitivities with dimension N x K 1 and
N x K 2 , respectively.

In many applicatiol1s of the normal linear asset pricing model there is evi­
dence that the probability of an unusually large or small value of the outcome
rt is substantially greater than indicated by a Gaussian distribution. This is a
well documented phenomenon in the case of financial asset returns. Therefore,
we assume that the errors in (2.2) are multivariate Student-t distributed with
the density function

r(V~N) [1 1I~-l ]-CV +N
)/2

p(ctI V
, E) = r (~) (1rv)N/2I E I1/ 2 + -;;ct lOt .
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Since the Student-likelihood is difficult to work with, we note that by data
augmentation we can express the model in (2.2) with multivariate-t errors in
a more convenient form (Geweke (1993))

where At is Gamma distributed with unitary mean l , B == [a' fJ~ fJ~ J' and

ft == [1 f{t f~t ] '. By $tacking rt, ft and ct row-wise, (2.2) can be written
as

R==fB+E

where EI'I1 rv M NTXN(O,~, 'It-I), 'It == diag {AI, ... , AT} and M N denotes the
matrix variate normal distribution. The conditional likelihood is then given
by

( )

TN/2
L(RIB,~, A) = 2~ 1~I-T/21q,IN/2

x exp { -~tr [~-1 (R - fB)' q, (R - fB)] }

= (2~) TN/21~I_T/21q,IN/2 exp { -~ (y - Z(3)' «1»-1 (y - Z(3)}

where y == vec(R), Z == IN ® f, fJ == vec(B), ~ == ~ ® 'It-I and ® denotes
the Kronecker product.

2.3 The Prior and the Posterior

In principle, we can choose any prior for the parameters si11ce we need to ap­
proximate the posterior numerically or analytically anyway. However, these
priors must be informative since improper noninformative priors yield inde­
terminate marginal likelihoods and Bayes factors. A natural choice is the
following

BrvMNKxN (Bo,I,Mol
)

~rviW(So, vo)

v rv Ga(l, 0)

IThat is, At rv Ga(v/2, 2/v) for t == 1, ... , T.
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where iW and Ga denote the inverse Wishart alld the Gamma distribution
respectively.

Choosing the prior hyperparanleters can be difficult ill the absence of sub­
stantive prior information. Reflecting the lack of consensus in the finance
literature about the identity of the factors the prior mean of B conditional on
specific model is zero and for the prior covariallce nlatrix we follow the ideas
of Fernalldez, Ley, and Steel (2001), Hall, Hwang, and Satchell (2002) and
Smith and Kohn (2000) and use the g-prior of Zellner (1986). Thus,

M o == gf'f

where 9 > O. The parameter 9 is chosen SUCll that the prior is made relatively
1111informative. Note that the prior for B with the g-prior is equivalent to
(3 r'V NKN((3o, (Z'Z)-l/g), where (30 == vec(Bo) and Z == IN ® f.

The g-prior is particularly suitable for a variable selection exercise. Let M J

be the model with all potential regressors included and for model j partition
(3 == (13j,(3-j) and Z == (Zj,Z_j) conformably where Zj are the variables
included in model j. It is then easy to show that conditioning on (3-j == (3o,-j
in the prior for the full model yields the prior for (3j in the subset nl0del. That
is, 1r((3j 113-j == 13o,-j, M J ) == 1r((3j IMj ). Recalling that 130 == 0 it is clear that
this provides a consistent set of prior distributions.

The hyperparameters for ~ are more difficult to choose. We follow Kandel
and Stambaugh (1996) and use statistics from the actual sample, which are
given by

1 T

r =T 2: rt
t==l

A 1~ _ _I
V =T L)rt - r)(rt - r) .

t==l

Then the hyperparameters in the illverted Wisllart distribution are specified
as

So ==s2IN

vo ==N + 2.

where where s2 is the average of the cliagollal elements of the sample covariallce
matrix V and E(~) == s2IN.
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The gamma prior for the degrees of freedom is specified with () 25,
which allocates substantial probability to both fat tailed error distributions
with va < 10 and approximate normal error distributions with Vo > 40.

The posterior is proportional to the likelihood times the priors,

1r({3,~, A, vIR)cxL(RIB, ~, A)1r({3)1r(~)1r(A)1r(v)

where A == {AI, ... , AT} . It is clear that the joint posterior density does not have
the fornl of any known density and therefore, cannot be used in a simple way
for posterior inference. However, some of the conditionals of the posterior are
simple. It can be verified tllat the full conditionals are given by the following
distributions.

1. The conditional posterior distribution of {3 is multivariate normal,

(2.3)

2. The conditional posterior distribution of ~ is an inverse Wishart,

~1{3, A, v, R rviW (E''ltE + So, T + va) .

3. The conditional density of At, t == 1, ... ,T is Gamma

(
N + v 2 )

Atl{3,~,v,RrvGa --, '~-I .
2 Ct ct + v

(2.4)

(2.5)

4. The con9itional for v does not take the form of a known density, but the
kernel of the conditional posterior density for v is

(V) Tv (V)-T1f(vl,B, L;, A, R ex: 2 2 r 2 exp {-V1]} (2.6)

where 1] = [~L-'i=1 At - In At] + t· To generate draws from (2.6) a

Metropolis-Hastings algorithm can be used.

The posterior simulator is a Metropolis-within-Gibbs algorithnl with draws
of {3 and ~ taken from (2.3) and (2.4) respectively and draws from A are taken
using (2.5). The degrees of freedom, v, is updated in a Metropolis-Hastings
step with a normal random walk proposal. Candidate draws of v, which are
less or equal to zero, have the acceptance probability set to zero.
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2.4 Bayesian Model Selection

Consider the problenl of comparing a collection of models {Mz, l == 1, ... , L}
that reflect competing hypotheses about the data, y. The basis for hypothesis
testing and model selection in the Bayesian framework is the marginallikeli­
hood, which nleasures 110W well the model (and the prior) fits the data. Given
the prior distribution for the parameters, p(() IMz), the marginal likelihood is

m(yIMz) = JL(yIO, Mz)p(OIMz)dO

where L(yl(), Mz) is the likelillood. Model comparison can be conducted
through the use of Bayes factors. The Bayes factor for M i versus M j is given
by

B-. - m(yIMi ) _ JL(yIO, Mi)p(OIMi)dO
~J - m(yIMj ) - JL(yl(), Mj)p(()IMj)d()·

and measures how much our belief in M i relative to M j has changed after
viewing the data. If prior probabilities P(Mz), l == 1, ... , L, of tIle nlodels
are available, the Bayes factor can be used to compute the posterior model
probabilities

The nlarginallikelihood call only be calculated analytically in special cases.
In other cases, numerical or asymptotic methods are needed. One possibility
is to approximate m(yIMz) by Laplace's method (Kass, Tierney, and Kadane
(1988); Tierney, Kass, and Kadane (1989)). In the case where the models con­
tain a relative small number of parameters, the Laplace approach can provide
an excellent approximation. In our case, we have a rather large number of pa­
rameters and nunlerical optimizatioll is needed to obtaill the posterior mode (j
of In L(yl(), Mz) +Inp(()IMz) and its inverse Hessian, which can be difficult even
if the first and second derivatives are used in the optimization routine. Instead
we will rely on the Markov Chain Monte Carlo (MCMC) methods. Tllere are
at least two methods that are straightforward to implement. The first method
for marginal likelihood estimation is outlined in Chib (1995) and extended in
Chib and Jeliazkov (2001). The secolld approach is the Savage-Dickey density
ratio proposed by Dickey (1971) or the generalized Savage-Dickey density ra­
tio proposed by Verdinelli and Wasserman (1995). Since Chib's method needs
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several MCMC runs for each competing model where the Savage-Dickey den­
sity ratio only needs one, we will use the latter method, which is presented
below.

2.4.1 The Savage-Dickey Density Ratio

The Savage-Dickey density ratio is a simple method for calculating the Bayes
factor for nested models. Suppose for instance, that the unrestricted model,
M 2 , has the parameters () == (w, ~) with the likelihood L(yl(), M2 ) and prior
1r(()IM2). The restricted model, M 1 , has the restriction w == Wo with L(yl~,M 1 )

and 1r(~ IM 1) as the corresponding likelihood and prior. Restrictions of the
form Rw == r are a simple extension. Dickey (1971) showed that if the priors
in the two models satisfy

(2.7)

(2.8)

then the Bayes factor comparillg M 1 to M2 has the following form

B
1r(w == woly, M2)

12 ==
1r(w == wolM2 )

where 1r(w == woly, M 2 ) alld 1r(w == wolM2) are the marginal posterior and
prior, i.e.

7f(wly, M2) = J7f(w, 'ljJIY, M2)d'IjJ.

Note that the condition given by (2.7) on the prior is sensible in practice. For
example, in most cases, it is reasonable to use the same prior for parameters
which are common in competing models. For such a prior, the condition in
(2.7) is fulfilled. However, (2.7) is a mucll weaker condition since tIle prior for ~
in the restricted and the unrestricted model must be the same only at w == woo
In the case where the condition on the prior is not satisfied the generalized
Savage-Dickey density ratio proposed by Verdinelli and Wasserman (1995) can
be used.

In our setup w corresponds to {3-j and ~ corresponds to ({3j,~,'x,v). The
different models we want to compare contain a different number of factors,
which can be imposed by restricting the elements corresponding to {3-j to
zero in the model containing all factors. That is, the restricted model imposes
R{3 == 0 to M 2 where R is a N K x Nl matrix of zeros and Olles with l number
of coefficients restricted to be equal to zero. For example, if the restricted
models exclude the first factor then R is given by
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where e' is a k x 1 vector with the first element equal to one.

The denominator of (2.8), 1f(R{3 == 0IM2 ) is easily calculated since the
marginal prior for (3 is normal. The numerator is nlore difficult to evalu­
ate. However, using the output from the sampler 1f(R{3 == Diy, M 2 ) can be

estimated. Assume that we have generated a sample {{3Ci) ~Ci) ACi) vCi)}S, , , 8=1

from the posterior. Since 1f({3ly,~, A, v, M 2 ) is ill a closed form we estimate
the marginal posterior by averaging the full conditionals posterior over the
MCMC output, 1f(R{3 == Diy, M 2 ) by

1 s
fr(R{3 = Oly, M 2) = S L 1f(R{3 = Oly,2;(s), A(s), v(s), M 2 ).

8=1

2.5 The Data

Much of the enlpirical work on asset pricing has been conducted on US data.
In this paper data from both the US and Sweden will be considered.

2.5.1 US Data

The US data in this study contains monthly observations on stock excess
returns and a set of factors spanning the period July 1963 to December 2003.
Asset pricing models are generally evaluated USillg portfolio returns and tllis
paper is no exception. Retllrns on portfolios, market return, size premium,
value premium and momentum were kindly provided by Kenneth French.2

Test Assets

The test asset consists of ten size-sorted portfolios, ten book-to-market sorted
portfolios alld ten industry portfolios. Furthermore, we COllsider ten portfolios
sorted by cashflow, dividend and earnings respectively. The portfolios include
all NYSE, AMEX, and NASDAQ stocks. Tables A.1a and A.1b in Appendix
A contain summary statistics for the different portfolios. The results shows a
widespread departure from normality in the returns.

Factors

The factors can be divided illtO two groups. The first set is stock- and bond­
nlarket factors and includes returns on a market portfolio of stocks and mim-

2 A description of the data obtained from Kenneth French can be found at http://mba .
tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html.
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icking portfolios for the size, momentum, book-to-nlarket and term-structure
factors in returns. The second set contains macroeconomic factors.

The stock-market factors included are the market excess return (MKT­
RF), size premium (SMB), value premium (HML) and a momentum factor
(UMD). The first three factors correspond to the three factor model of Fama
and French (1993). Adding the momentum factor corresponds to the model
of Carhart (1997).

The bond-market factors consist of the Credit risk spread (RP), the dif­
ference betweell the yields of Moody's Baa alld the yields of Moddy's Aaa
rated bonds. This is a state variable that measures changes in the risk of
corporate bonds. Proxies for unexpected change in illterest rates are the dif­
ference in the annualized yield of ten-year and one-year Treasuries (UTS(L)),
and the difference between the one-year Treasuries and the Federal Funds rate
(UTS(S)).

The macroeconomic factors are monthly (MP) and yearly (YP) growth rate
in industrial production, unanticipated inflation (VI), the change in expected
inflation3 (DEI), growth rate in real per capita personal consumption (CG)
and the monthly change in the oil price (OG). In additioll to these factors
tIle followillg were added: growth rate in real per capita disposable income
(IC), growth rate in the personal savings rate (PSR) and growth rate in the
unemployment rate (VNR).

2.5.2 Swedish Data

TIle data covers the period January 1979 to June 2003 and consist of all
stocks listed on the Stockholm Stock Exchange. The data is collected from
the database "Trust". Information on accounting data is collected from the
firm's anllual statenlents and the data for macroeconomic variables are from
the database Ecowin and Reuters. Due to data availability the test assets and
the set of factors differ from the VS data.

Test Assets

The test assets are portfolios formed on book value to market value, size,
cashflow and dividends. Size is measured by the market value, price per share
times shares outstanding, and the book value is the total value of stockholders
equity. The book value, dividend and cashflow used to form a portfolio in June
of year t are from the fiscal year elldillg in calender year t-l. The market value

3The inflation variables are constructed by the procedure in Fama and Gibbons (1984).
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Symbol

MKT-RF
5MB
HML
UMD
RP
UTS(S)
UTS(L)

MP
YP
CG
IC
UI
DEI
OG
PSR
UNR

Table 2.1: The set of potential factors: US data

Variable

Market excess returns
Size premium
Value premium
Momentum premium
The credit risk spread
Term spread (short)
Term spread (long)

Monthly growth rate in industrial production
Yearly growth rate in industrial production
Monthly growth rate in consumption
Monthly growth rate in income
Unanticipated inflation
Change in expected inflation
Monthly growth rate in oil price
Monthly growth rate in private savings
Monthly growth rate in unemployment rate

CHAPTER 2

used to form size portfolios in June of year t is the market value at the end of
June of year t. The summary statistics in Tables A.lc and A.ld in Appendix
A show that deviation from normality in the returns is very substantial.

Factors

Many of tIle factors for Sweden are the same as for the US data. However,
some specific factors 11ave been added that should be important for Sweden
as a small open economy. More specifically, the movement in the exchange
rate is added which is a proxy for the relative competitive strength of the
Swedish econon1Y. Furthermore, we take the opportunity to calculate factor
mimicking portfolios for all non-return based factors since we have access to
all individual stocks. First, we present the potential factors and in the next
section we describe how the mimicking portfolios are constructed.

Firstly, there is the market excess return, which is the difference between
the value-weighted retur11 on all stocks and the three nlo1lth Treasury bill rate.
Fundamental factors are represented by two commonly used firm character­
istics. The first one is the ratio of book value to market value (BM) and
the second one is size (SIZE). The technical factor, (UMD), is the past stock
return beginning seven months before the formation period and ending one
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month before it. This factor is supposed to capture the momentum anomaly.
The factor related to the term structure is the difference between the five-year
Treasuries alld the three month Treasury bill (SLOPE).

The macroeconomic factors included are the monthly growth rates in in­
dustrial production (MP), consumption (CON), disposable income (INC) and
unemployment rate (VNR). The consumption and illcome data was disaggre­
gated from quarterly to monthly frequency by the method of Boot, Feibes,
and Lisman (1967). The change in the VSD/SEK exchange rate is a proxy for
the overall variation in the currency market. Finally, we include the monthly
change in expected inflation (DEI) and unanticipated inflation (VI) as poten­
tial factors. We fit an ARMA model to the mont:hly change in the CPI and
the forecast from the model serves as expected inflation and the unanticipated
is the forecast error.

Constructing Factor Mimicking Portfolios

We generally follow Chan, Karceski, and Lakonishok (1998) ill constructing
the portfolios. A factor mimicking portfolio is constructed by taking a long
position in the portfolio with high loading and a short position in the portfolio
with low loading on the factor.

For the accounting-based factors, book-to-market (EM), and size (ME),
the procedure is as follows. At the end of June of eacll year t, stocks are
sorted by a particular attribute (BM or ME) and allocated to a portfolio
based on their ranks. Five portfolios are formed so stocks with the lowest and
highest value of the attribute are assigned to portfolio 1 and 5 respectively.
Equally weighted returns are then calculated from July to the following June.
The mimickillg portfolio return for the factor is then calculated each month as
the difference between the return on the highest-ranked and the lowest-ranked
portfolio. The BM ratio in the fornlation period of year t is the book value for
the fiscal year ending in the calendar year t - 1 divided by the market value at
the end of December of year t - 1. The ME in the formation period of year t is
the market value at the end of December of year t -1. The momentum factor
is constructed in a similar way except that we reform the portfolios every six
months.

The macroeconomic factors are not expressed in returns and since a model
with factor-mimicking portfolios will almost always outperform a model with
real economic factors it is useful to construct factor mimicking portfolios for
tllese factors as well. In this case, the relevant attribute is a stocks loading on
the factor. To estimate the loadillg for each firm we regress the excess returns
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Symbol

RM-RF
SIZE
BM
UMD
SLOPE
MP
CON
INC
UI
DEI
USD
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Table 2.2: The set of potential factors: Swedish data

Variable

Market excess returns
Size premium
Book-to-market ratio
Momentum premium
Slope of the yield curve
Monthly growth rate in industrial production
Monthly growth rate in consumption
Monthly growth rate in income
Unanticipated inflation
Change in expected inflation
Change in exchange rate SEK/USD

of the stocks on the factor using the most recent past 24 months of data before
the portfolio fornlation period. The regression coefficient is then the attribute
on which stocks are ranked and assigned to portfolios. The procedure to form
portfolios is then the same as for the accounting based factors.

2.6 Empirical Results

In the prior settings we still need to specify tIle paranleter g. The results pre­
sented here are based on 9 == 0.05. The variance of the proposal density in the
MCMC is calibrated Ulltil a value is found which yields reasonable acceptance
probability. In our case, the acceptance probabilities are around 0.45. Then a
fillallong run of 60000 replications, with 30000 burn-in replications discarded,
is taken.

First, we will examine the US data where the return-based alld non-return­
based factors are analyzed separately and, thereafter, we will analysis the
Swedish data.

2.6.1 US Data

In the case of only return-based factors, the asset pricing theory implies that
the intercept or misspricing is zero. Illcluding the intercept in the set of
potential factors leads to a simple test of this aspect of the pricing model.
This results in 8 factors and 28 == 256 models where 128 of them are potential
factor pricing models whicll is the number of models without intercept.
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One major advantage of the Bayesian approach is that model uncertainty
is easily quantified. In Table 2.3 we present the three best models with the
highest posterior model probabilities, represented by combinations of zeros
and ones, where one indicates that a specific factor is included in the model.

Starting with the size and book-to-market portfolios the best model has
a posterior model probability of 0.90 and 0.66 respectively. The factor model
includes the size and value premiums, and the market excess return. Tl1is
is consistent with the three factor model of Fama and French (1993). The
best n10del for the book-to-market portfolios also includes a term spread as
one additional factor. Note that the best model for the size portfolios has
a higher posterior model probability than the best model for the book-to­
market portfolios. Hence, the model uncertainty is higher for the book-to­
market sorted portfolios. Furthermore, it seen1S like the uncertainty is over
the inclusion of the intercept.

Next we consider the case when the investment universe consists of industry
portfolios. The best model has a posterior model probability of 0.82 and
all factors are included except the two term spreads. The major difference
from the results when stocks are sorted by size and book-to-market portfolios
concerns the intercept. In the industry portfolios, the intercept is included in
all top three models. Hence, the theoretical property of an asset pricing model
is 110t fulfilled for the selected model when the industry portfolios are used as
the investment universe. In addition, we found support for the momentum
factor, which is included in tl1e two best models.

Finally, we turn to the results when portfolios are formed on cashflow,
dividel1ds and earnings. The best model in all three sets of portfolios contains
the three-factor model of Fama and French and the momentum factor. The
posterior model probabilities are 0.72, 0.67 and 0.98 respectively.

So far, we have only considered return-based factors. A major criticism of
these type of factors, such as the size, value and momentum factor, is their
interpretation. It is not clear what kind of econon1ic risk these are proxies for.
Therefore, it is interesting to investigate macroeconomic factors directly in an
asset pricing context. The drawback is that the implication of a zero il1tercept
does not hold any more. Consequently, we always include the intercept in the
model wl1en selecting macroeconomic factors. Furthermore, the market excess
return is also always included.

Table 2.4 reports the result for tl1e macroeconomic factors. The results
indicate that tl1e model uncertainty is generally higher than for the return­
based factors and the selected factors differ widely for the test assets under
investigation. Typically only 011e factor shows up in the best models. The
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Table 2.3: Three best models: Retllrn-based factors US Data

Factors Size Book-to-Market Industry

INT 0 0 1 0 1 0 1 1 1
MKT-RF 1 1 1 1 1 1 1 1 1
5MB 1 1 1 1 1 1 1 1 1
HML 1 1 1 1 1 1 1 1 1
UMD 0 0 0 0 0 0 1 1 0
RP 0 0 0 0 0 0 1 1 1
UTS(S) 0 1 0 0 0 0 0 1 0
UTS(L) 0 0 0 1 0 0 0 0 0

Prob 0.898 0.058 0.029 0.661 0.113 0.088 0.819 0.059 0.046

Factors Cashflow Dividend Earning

INT 0 0 0 0 1 0 0 0 0
MKT-RF 1 1 1 1 1 1 1 1 1
8MB 1 1 1 1 1 1 1 1 1
HML 1 1 1 1 1 1 1 1 1
UMD 1 1 0 1 1 1 1 1 1
RP 0 1 0 0 0 1 0 0 0
UTS(S) 0 0 0 0 0 0 0 0 1
UTS(L) 0 0 0 0 0 0 0 1 0

Prob 0.723 0.118 0.106 0.670 0.261 0.050 0.979 0.010 0.007

INT == intercept; MKT-RF == excess return on the market; 8MB == size premium;
HML == value premium; UMD == momentum factor; RP == risk premium; UT8(8)
== term spread short; UT8 (L) == tern1 spread long. 1 indicates inclusion and 0
indicates exclusion.
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Table 2.4: Three best models:Macroeconomic factors US Data

Factors Size Book-to-Market Industry

MP 0 0 0 0 0 0 1 1 0
DEI 0 0 0 0 1 0 1 1 1
UI 0 0 1 0 0 0 0 0 0
CG 1 0 0 0 0 1 0 0 0
IC 0 0 0 0 0 0 0 1 1
OG 0 0 0 0 0 0 1 1 1
PSR 0 1 0 0 0 0 1 1 1
UNR 0 0 0 0 0 0 0 0 0
YP 0 0 0 1 0 0 1 1 1

Prob 0.839 0.087 0.042 0.91 0.017 0.01 0.169 0.166 0.135

Factors Cashflow Dividend Earning

MP 0 0 0 0 0 0 0 0 0
DEI 0 0 0 0 0 1 0 0 0
UI 0 0 0 1 0 1 0 1 0
CG 0 0 0 0 0 0 0 0 0
IC 0 0 0 0 0 0 0 0 0
OG 0 0 a 0 1 0 0 0 0
PSR a 0 0 0 a 0 1 1 1
UNR 1 0 1 0 a 0 0 0 1
YP 0 1 1 0 0 0 0 0 0

Prob 0.442 0.366 0.068 0.59 0.295 0.029 0.675 0.287 0.009

MP == monthly growth rate in industrial production; DEI == change in expected
inflation; VI == unanticipated inflation; CG == growth rate in real per capita
consumption; IC == growth rate in real per capita disposable income; OG == growth
rate in oil prices; PSR == growth rate in personal savings rate; UNR == growth
rate in unemployment rate; YP == yearly growth rate in industrial production. 1
indicates inclusion and 0 indicates exclusion.

69
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best model for the size portfolios only contains the growth rate in real per
capita consumption and the best nl0del for the book-to-market portfolios only
contaillS the yearly growth rate in industrial production. The posterior model
probability for tIle best model is 0.83 and 0.91 for the size and book-to-market
portfolios respectively. When the industry portfolios are considered, more
factors are illcluded. However, the model uncertainty is very substantial since
the posterior probability is eveilly spread among the top three models. TIle
results are also very mixed when we consider portfolios formed on cashflow,
dividends and earnings.

Overall, tIle selection of macroeconomic factors depend heavily on the
choice of test assets. All six test portfolios generate different asset pricing
nlodels.

Until now we have focused on the selection of factors. Another important
issue is related to normality. Table 2.5 contains posterior results for the de­
grees of freedom, v, for the full model. The posterior mean when retllrn-based
factors are considered lies between 6.4-9.0 and the standard deviations are
around 0.6-1.0. Hence, the result indicates a substantial deviation from nor­
mality. The posterior mean for the degrees of freedom wIlen macroeconomic
factors are selected is higher. TIle mean is around 14 for all portfolios except
for the dividend portfolios where the mean is 8.1. The corresponding standard
deviations lie between 0.92 and 1.35. Even if the posterior means are higher,
we still find deviatioll from nornlality.

In Figures A.l and A.2, in tIle Appendix, the estimated posterior density
for v is shown. The Figures indicate that 7r(viR) has a shape which is slightly
skewed and it confirms tllat all of the posterior probability is allocated to small
values for the degrees of freedom parameter.

An important practical issue involves the assessment of the convergence
of the sampling process used to estimate parameters. The property of the
Markov chain for the degrees of freedom parameter is shown in Table 2.5
alld Figllre A.l and A.2.4 Estimates of the numerical standard error and
relative numerical efficiency (RNE) using the spectral estimator are presented
in the two last columns in Table 2.5. The RNEs for the return-based factors
indicate tllat we need almost 10 times as many draws from the sampler as when
sampling directly from the posterior. The high RNEs can be explained by the
sample autocorrelation functions displayed in Figllre A.l. The autocorrelation
dies out first after 25 lags which leads to a reduction in efficiency. The first
graph in the Figures displays Geweke diagnostics. Convergence implies that

4The diagnostics for the other parameters indicate speedy convergence and are not re­
ported but are available on request.



2.6. EMPIRICAL RESULTS 71

Table 2.5: Posterior simulation results for the degrees of freedom US Data

Return-based factors
Spectral

Portfolio Mean St.dev NSE RNE

Size 7.3321 0.7428 0.0099 10.5948
Book-to-Market 9.0411 1.0072 0.0145 12.4305
Industry 6.4244 0.613 0.0077 9.5812
Cashflow 6.7753 0.6691 0.0087 10.1933
Dividend 6.9665 0.6805 0.0089 10.2521
Earnillg 7.0921 0.6986 0.0091 10.2651

Macroeconomic factors
Spectral

Portfolio Mean St.dev NSE RNE

Size 14.5431 1.3386 0.0068 1.5443
Book-to-Market 13.1017 1.2355 0.0067 1.7784
Industry 14.0983 1.1403 0.0067 2.0763
Cashflow 14.3115 1.2632 0.0069 1.7787
Dividend 8.0792 0.917 0.0047 1.5435
Earning 14.8865 1.3459 0.0073 1.7736
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the calculated statistics should be within the two lines. A few more significant
test statistics that we would like, especially for the cashflow portfolios, but
the overall judgment is that the chains seem to have converged.

The Markov chain property for the degrees of freedom when macroeco­
llomic factors are considered is different from the return-based factors. Firstly,
the RNEs are much lower. All of them are around 1.54-2.08. Secondly, the
autocorrelation dies out much faster. Finally, the Geweke diagnostics indicate
that tIle chains have converged.

Sensitivity Analysis

As in any empirical study, the results call be sensitive to the assumptions and
choices we make. The preceding section gave some results on the sensitivity to
portfolio composition. In tllis section we address the sensitivity with respect to
the sample period by considering two subsamples, 196307 - 198212 and 198301
- 200312. Furthermore, the robustness regarding the prior configuration is
investigated.

The result of tIle model selection result is displayed in Tables 2.6a and 2.6b.
The results for the return-based factors in Table 2.6a indicate that the model
uncertainty is higher for the second period. However, the factors selected in
the first period are also included in the best model during the secolld period.
Hence, the results for the returll-based factors are rather insensitive to the
selected time period under investigation. It seems to be the other way around
for the macroeconomic factors. Table 2.6b shows that different factors are
selected for the two time periods. Agaill, usually only one factor is found to
be important, except for the industry portfolios.

The posterior results for the degrees of freedom, v, for the two subperiods
are reported in Table 2.6c. In gelleral, the posterior mean for the degrees
of freedom is alnl0st twice as high in the first period, compared with the
second period. Hence, the deviatioll from normality is more substantial during
tIle later period, 198301-200312. Estimates of the numerical standard error
and relative numerical efficiency (RNE) using the spectral estimator are also
presented in the two last columns. TIle RNEs for the return-based factors are
again higher than for the macroeconomic factors. Figures of the estimated
posterior densities for v and the convergence diagnostics are not reported but
are available from the authors on request.

Addressing the issue of prior sensitivity we first consider the choice of
g, measuring the tightness or information content of the prior for the factor
sensitivities. Letting 9 take the values {1/T,1/K2 ,0.05}, we find that tIle
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Table 2.6a: Three best models: Return-based factors US Data

Factors Size Book-to-Market Industry

PI P2 PI P2 PI P2
INT 0 0 0 1 1 1
MKT-RF 1 1 1 1 1 1
5MB 1 1 1 1 1 1
HML 1 1 1 1 1 1
UMD 0 0 1 0 1 1
RP 0 0 0 0 1 0
UTS(8) 0 1 0 0 0 1
UTS(L) 0 0 0 0 0 0

Prob 0.862 0.552 0.67 0.589 0.812 0.376

Factors Cashflow Divide11d Earning

PI P2 PI P2 PI P2
INT 1 0 0 0 0 0
MKT-RF 1 1 1 1 1 1
8MB 1 1 1 1 1 1
HML 1 1 1 1 1 1
UMD 1 1 1 1 0 1
RP 1 0 0 0 0 0
UTS(S) 0 0 0 0 0 0
UT8(L) 0 0 0 0 0 0

Prob 0.813 0.766 0.837 0.744 0.6 0.981

PI is 196307-198212 and P2 is 198301-200312. INT == intercept; MKT-RF ==
excess return on the market; 8MB == size premium; HML == value premium;
UMD == momentum factor; RP == risk premium; UT8(8) == term spread short;
UTS(L) == term spread long. 1 indicates inclusion and 0 indicates exclusion.
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Table 2.6b: Three best models:Macroeconomic factors US Data

Factors Size Book-to-Market Industry

PI P2 PI P2 PI P2
MP 0 0 0 0 1 0

DEI 0 0 0 0 1 0
UI 0 0 0 0 0 0

CG 0 1 0 0 0 0
IC 0 0 0 0 0 0
OG 0 0 0 1 1 1
PSR 0 0 0 0 1 1
UNR 1 0 0 0 0 0
YP 0 0 1 0 1 1

Prob 0.356 0.536 0.971 0.56 0.103 0.516

Factors Cashflow Dividend Earning

PI P2 PI P2 PI P2
MP 0 0 0 0 0 0
DEI 0 0 1 0 0 0
VI 0 0 0 0 0 0
CG 0 0 0 0 0 0
Ie 0 1 0 0 0 0
OG 1 0 0 1 0 0

PSR 0 0 0 0 0 1
VNR 0 0 0 0 0 0
YP 1 0 0 0 1 0

Prob 0.574 0.236 0.368 0.905 0.728 0.928

PI is 196307-198212 and P2 is 198301-200312. MP == monthly growth
rate in industrial production; DEI == change in expected inflation; DI
== unanticipated inflation; CG == growth rate in real per capita con-
sumption; IC == growth rate in real per capita disposable income; OG
== growth rate in oil prices; PSR == growth rate in personal savings rate;
UNR == growth rate in unemployment rate; YP == yearly growth rate in
industrial production. 1 indicates inclusion and 0 indicates exclusion.
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Table 2.6c: Posterior simulation results for the degrees of freedom US Data

196307-198212

Return-based factors
Spectral

Portfolio Mean St.dev NSE RNE

Size 14.055 3.865 0.016 9.787
Book-to-Market 9.942 1.520 0.006 8.893
Industry 11.182 2.116 0.008 9.201
Cashflow 8.551 1.374 0.011 8.809
Divide11d 8.567 1.288 0.005 8.673
Earning 7.706 1.163 0.004 8.407

Macroeconomic factors
Spectral

Portfolio Mean St.dev NSE RNE

Size 14.543 1.339 0.007 1.544
Book-to-Market 13.102 1.236 0.007 1.778
Industry 14.098 1.140 0.007 2.076
CaslTflow 14.312 1.263 0.007 1.779
Dividend 8.079 0.917 0.005 1.544
Earning 14.887 1.346 0.007 1.774

198301-200312

Return-based factors
Spectral

Portfolio Mean St.dev NSE RNE

Size 6.067 0.815 0.002 7.649
Book-to-Market 9.322 1.475 0.006 8.865
Industry 6.169 0.786 0.005 7.424
Cashflow 6.025 0.819 0.002 7.665
Dividend 6.265 0.852 0.005 7.735
Earning 6.471 0.822 0.007 5.715

Macroeconomic factors
Spectral

Portfolio Mean St.dev NSE RNE

Size 7.448 1.302 0.003 3.953
Book-to-Market 6.358 1.357 0.004 4.267
Industry 6.735 1.253 0.003 3.954
Cashflow 7.048 1.359 0.004 4.076
Dividend 6.002 1.227 0.003 3.581
Earning 7.818 1.504 0.003 4.925
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selection of factors is very robust. The results are presented in Tables 2.7a
2.7b. We also investigate the prior sensitivity for the degrees of freedom.
It might be of interest to consider a noninformative prior for v. However,
a flat prior on v 011 (0,00) yields a posterior that is not integrable. As an
alternative, Bauwens and Lubrano (1998) make use of the following proper,
but rather uninformative prior

if v > 1. This is the half-right side of a Cauchy centred at O. Implementing this
prior into the Markov Chain does not change the results in any substantial
way. More specifically, tl1e posterior mean and standard deviation for the
degrees of freedom are about the same with the above prior compared with
the exponential prior. Detailed results for the half-Cauchy prior is available
from the authors on request.

2.6.2 Swedish Data

As explained earlier, the set of potential factors for the Swedish data is all
expressed in returns by factor mimicking. Hence, the stock- and bond-market
factors and the macroeconon1ic factors do not have to be treated separately.
Furthermore, the intercept is included in the set of factors since asset pricing
theory implies that misspricing is zero. This results in 12 factors.

111 Table 2.8 the three best models with the highest posterior model prob­
abilities are presented. Focusing on what is common amo11g the different
portfolios, Table 2.8 shows that the market excess return and the momentum
factor seem to be important. In the book-to-market portfolios and the cash­
flow portfolios we find support for the size factor. Hence, we found no support
for the three factor model of Fama and French. Taking a closer look at the
posterior probabilities we note that the data is very informative about one sin­
gle model. The posterior model probability for the best model is over 0.90 in
all test assets except for the book-to-market portfolios where the probability
for the best model is equal to 0.45. Furtl1ermore, we note that the intercept
is not included in any of the top models.

In Table 2.9 and in Figure A.3 in the Appendix, we summarize the poste­
rior results for the degrees of freedom parameter, v, for the model containing
all factors. The posterior means are low in all cases, which indicates substan­
tial deviation from normality. The posterior mean is between 2.8 and 3.7.
Furthermore, the standard deviations are all low. The estimated densities
show that all of the posterior probability is allocated to small values for the
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Table 2.7a: The best model using different values for ,g: Return-based factors
US Data

Size Book-to-Market Industry

9 liT 11K2 0.05 liT 11K2 0.05 liT 11K2 0.05
INT 0 0 0 0 0 0 1 1 1
MKT-RF 1 1 1 1 1 1 1 1 1
5MB 1 1 1 1 1 1 1 1 1
HML 1 1 1 1 1 1 1 1 1
UMD 0 0 0 0 ° 0 1 1 1
RP 0 ° ° 0 0 0 1 1 1
UTS(S) 0 0 0 0 ° 0 0 ° 0
UTS(L) 0 0 0 1 1 1 0 0 0

Prob 0.893 0.931 0.89910.385 0.75 0.66610.663 0.854 0.819

Cashflow Dividend Earning

9 liT 11K2 0.05 liT l1K2 0.05 liT l1K2 0.05
INT 1 1 0 1 0 0 0 0 0
MKT-RF 1 1 1 1 1 1 1 1 1
5MB 1 1 1 1 1 1 1 1 1
HML 1 1 1 1 1 1 1 1 1
UMD 1 1 1 1 1 1 1 1 1
RP 1 1 0 0 0 0 0 0 0
UTS(S) 0 0 0 0 0 0 0 0 0
UTS(L) 0 0 0 0 0 0 0 0 0

Prob 0.929 0.862 0.731°.491 0.543 0.6661 0.96 0.982 0.981

TNT == intercept; MKT-RF == excess return on the market; 8MB == size pren1iuill;
HML == value premium; UMD == momentum factor; RP == risk premium; UTS(S)
== term spread short; UTS(L) == term spread long. 1 indicates inclusion and 0
indicates exclusion.
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Table 2.7b: The best model using different values for g:Macroeconomic factors
US Data

Size Book-to-Market Industry

9 liT 11K2 0.05 liT 11K2 0.05 liT llK2 0.05
MP 0 0 0 0 0 0 1 1 1
DEI 0 0 0 0 0 0 1 1 1
UI 0 0 0 0 0 0 1 0 0
CG 1 1 1 0 0 0 0 0 0
IC 0 0 0 0 0 0 1 1 0
OG 0 0 0 0 0 0 1 1 1
PSR 0 0 0 0 0 0 1 1 1
UNR 0 0 0 0 0 0 0 0 0
YP 0 0 0 1 1 1 1 1 1

Prob 0.975 0.576 0.88710.496 0.67 0.92 \0.264 0.304 0.204

Cashflow Dividend Earning

9 liT 11K2 0.05 liT 11K2 0.05 liT 11K2 0.05
MP 0 0 0 0 0 0 0 0 0
DEI 0 0 0 0 0 0 0 0 0
VI 0 0 0 0 0 0 0 0 0
CG 0 0 0 0 0 0 0 0 0
Ie 0 0 0 0 0 0 0 0 0
OG 0 0 0 1 1 1 0 0 0
PSR 0 0 0 1 0 0 1 1 1
UNR 0 0 1 0 0 0 0 0 0
YP 1 1 0 0 0 0 0 0 0

Prob 0.442 0.573 0.47510.151 0.305 0.50110.839 0.86 0.956

MP == monthly growth rate in industrial production; DEI == change in expected
inflation; VI == unanticipated inflation; CG == growth rate in real per capita
consumption; IC == growth rate in real per capita disposable income; OG == growth
rate in oil prices; PSR == growth rate in personal savings rate; VNR == growth
rate in unemployment rate; YP == yearly growth rate in industrial production. 1
indicates inclusion and 0 indicates exclusion.
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Table 2.8: Three best models Swedish Data

Factors Size Book-to-Market

INT 0 0 0 0 0 0
RM-RF 1 1 1 1 1 1
SIZE 0 0 0 1 0 1
BM 0 0 0 1 1 1
VMD 0 1 0 1 1 1
MP 0 0 0 0 0 0
CON 0 0 0 0 0 0
INC 0 0 0 0 1 1
VSD 0 0 0 0 0 0
DEI 0 0 1 0 0 0
VI 0 0 0 0 0 0
SLOPE 1 0 0 0 0 0

Prob 0.921 0.05 0.016 I 0.447 0.258 0.102

Factors Cashflow Dividend

INT 0 0 0 0 0 0
RM-RF 1 1 1 1 1 1
SIZE 1 1 1 0 0 0
BM 0 0 0 0 0 0
UMD 1 1 1 1 1 1
MP 0 0 0 0 0 0
CON 0 1 0 1 0 1
INC 1 0 0 0 1 0
USD 0 0 0 0 0 0
DEI 0 0 0 0 0 0
VI 0 0 1 0 0 0
SLOPE 0 0 0 0 0 1

Prob 0.999 0.001 0 1 0.967 0.033 0

INT == intercept; RM-RF == :I\1arket excess return; SIZE == size premium;
BM == book-to-market ratio; UMD == momentum premium; VI == unan-
ticipated inflation; DEI == change in expected inflation; VSD == change
in USDjSEK exchange rate; SLOPE == slope of the yield curve; MP ==
monthly growth rate in industrial production; CON == growth rate in per-
sonal consumption; INC == growth rate in disposable income. 1 indicates
inclusion and 0 indicates exclusion.
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Table 2.9: Posterior simulation results for the degrees of freedom Swedish Data

Returll-based factors

Portfolio Mean St.dev
Spectral

NSE RNE

Size 3.6988 0.4132
Book-to-Market 2.7673 0.2770
Cashflow 3.3016 0.3488
Dividend 3.0173 0.3142

0.0047 13.6807
0.0032 7.8188
0.0045 9.9769
0.0032 8.4750

degrees of freedom parameter. The degrees of freedom parameters are lower
for the Swedish data compared with tIle US data. One possible explanation is
diversification. The US portfolios contain many more stocks than the Swedish
portfolios.

Table 2.9 and Figure A.3 also show the property of the Markov chain for the
degrees of freedom parameter.5 The numerical standard errors are qllite low.
Due to the autocorrelation, displayed in the graphs, the RNEs are high. They
indicate that we need almost 8 to 13 times as many draws from the samples
as when sampling directly from the posterior. However, Geweke diagnostics
indicate that the chains seem to have converged.

Next, the robustness of the result with respect to the prior specification is
examined.

Sensitivity Analysis

In this section we address the sensitivity with respect to the prior configura­
tion. Due to the small sample period we will not consider any subsamples.

Table 2.10 shows the included factors in the best models when 9 is equal to
{l/T, 1/K 2 , 0.05} respectively. We find some sensitivity to g. This is especially
the case for the book-to-market portfolios. The best model for the book-to­
market portfolios includes the market excess return and consunlption when
9 == l/T. When 9 is equal to 1/K 2 and 0.05 four factors are selected, the
market excess return, size, book-to-market and the momentunl factor. As in
the case of the US data, we also examined the prior sensitivity for the degrees of

5The diagnostics for the other parameters indicates convergence and are not reported but
are available on request.
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freedom by using the prior proposed by Bauwens alld Lubrano (1998). Again,
the results do not change in any significant way and the results are available
fronl the authors on request.
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Table 2.10: The best model using different values for 9 Swedish Data

Size Book-to-Market

9 liT 11K2 0.05 liT 11K2 0.05
INT 0 0 0 0 0 0
RM-RF 1 1 1 1 1 1
SIZE 0 0 0 0 1 1
BM 0 0 0 0 1 1
UMD 1 1 0 0 1 1
MP 0 0 0 0 0 0
CON 0 0 0 1 0 0
INC 0 0 0 0 0 0
USD 0 0 0 0 0 0
DEI 0 0 0 0 0 0
UI 0 0 0 0 0 0
SLOPE 0 0 1 0 0 0

Prob 0.675 0.708 0.921 I 0.877 0.373 0.447

Cashflow Dividend

9 liT llK2 0.05 liT 11K2 0.05
INT 0 0 0 0 0 0
RM-RF 1 1 1 1 1 1
SIZE 1 1 1 0 0 0
BM 0 0 0 0 0 0
UMD 1 1 1 1 1 1
MP 0 0 0 0 0 0
CON 0 0 0 1 1 1
INC 1 1 1 0 0 0
USD 0 0 0 0 0 0
DEI 0 0 0 0 0 0
UI 0 0 0 0 0 0
SLOPE 0 0 0 0 0 0

Prob 0.986 0.999 0.999 I 0.969 0.972 0.967

INT == intercept; RM-RF == Market excess return; SIZE == size pre-
mium; BM == book-to-market ratio; VMD == momentum premium; VI
== unanticipated inflation; DEI == change in expected inflation; VSD ==
change in VSDjSEK exchange rate; SLOPE == slope of the yield curve;
MP == monthly growth rate in industrial production; CON == growth
rate in personal consumption; INC == growth rate in disposable income.
1 indicates inclusion and 0 indicates exclusion.
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In this chapter, Bayesian techniques are used to select the factors in a multifac­
tor asset pricing model when the assumption of normally distributed returns
is relaxed. More precisely, we assume that asset returns are multivariate t­
distributed. This setup allows us to capture the well known fat tail property
of asset returns. Interest rates, premiums, returns on broadbased portfolios
and macroeconomic variables are included in the set of factors considered.
Furthermore, we examine data from the US and Swedish stock markets.

For the US data, using return-based factors, we filld evidence that a general
multifactor pricing model should include the market excess return, size and
value premiunl and the momentum factor. It is however problematic that the
intercept is included when the industry portfolios are the investment universe.
Asset pricing theory inlplies a zero intercept and, hence, the intercept sh~ould

not be selected. The results for the macroeCOll0mic factors are mixed. The
factor selection depend heavily on the test assets. The model uncertainty is
substantial, at least for the industry sorted portfolios.

The results for the Swedish data show little support for the Fama-French
three factor model except for when portfolios are based on book-to-market.
However, tIle model ullcertainty is also higher than for the other investment
universes. The results are mixed and the model uncertainty is, in some cases,
substantial. The important factors are the market excess return and the factor
related to the momentum anomaly. Furthermore, none of the best models
include the intercept which indicates that we have foulld factors that do price
the assets under investigation.

The estimated densities for tIle degrees of freedom parameter have a shape,
which is slightly skewed an.d illdicates that all of the posterior probability is
allocated to small values for the degrees of freedom parameter. Hence, we find
a strong indication of deviation from normality, which makes our approach to
modellillg the data with a Student-t likelihood more appropriate.
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Tables and Figures

Table A.1a: Descriptive statistics: US test assets
Size

Portfolio Average Return Std.dev Skewness Kurtosis JB

Small 0.8021 6.493 -0.1082 5.4987 125.0951
2 0.7456 6.365 -0.2325 5.603 139.1364
3 0.7362 6.0603 -0.4365 5.2044 111.8377
4 0.7025 5.8611 -0.5278 5.2923 126.8194
5 0.729 5.6115 -0.5429 5.3703 135.3918
6 0.6059 5.3037 -0.5452 5.0774 109.5744
7 0.6541 5.1902 -0.4207 5.3119 120.4514
8 0.6101 5.0672 -0.3816 4.6543 65.8639
9 0.5216 4.6178 -0.3378 4.5541 56.9227
Large 0.4117 4.3334 -0.2968 4.6786 62.8531

Book-to-market
Portfolio Average Return Std.dev Skewness Kurtosis JB

Small 0.356 5.3138 -0.1867 4.2934 35.7654
2 0.4991 4.8426 -0.4075 4.779 76.0479
3 0.5006 4.7956 -0.5277 5.4732 144.0394
4 0.4986 4.7499 -0.3668 5.1047 98.7515
5 0.5191 4.4306 -0.4093 5.9709 189.2795
6 0.6237 4.4199 -0.4207 5.5558 144.1708
7 0.7026 4.3709 0.0322 4.9575 76.071
8 0.7209 4.3502 -0.0764 5.226 98.8848
9 0.7661 4.71 -0.1614 4.9854 80.2803
Large 0.9056 5.4473 0.0045 6.3081 218.1534

Industry
Portfolio Average Return Std.dev Skewness Kurtosis JB

NonDurables 0.6366 4.5454 -0.2744 5.0098 86.1882
Durabless 0.527 5.6042 -0.0978 4.5534 48.4663
Oil 0.435 4.8461 -0.4154 5.7421 163.544
Chemicals 0.5566 5.2206 0.0871 4.6327 53.3377
Manufacturing 0.5454 6.7692 -0.1483 4.1127 26.0868
Telecom 0.3871 4.9952 -0.1017 4.8611 69.4781
Utilities 0.5947 5.4504 -0.2305 5.4907 127.637
Shops 0.6885 5.1238 0.0728 5.4345 118.2521
Money 0.3207 4.139 0.1481 4.0193 22.13
Other 0.5637 5.1614 -0.3518 4.4789 53.1542

JP is the Jarque-Bera test for normality and is X~ distributed with a
critical value of 5.9915.
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Table A.lb: Descriptive statistics: US test assets
Cashflow

Portfolio Average Return Std.dev Skewness Kurtosis JB

Sn1all 0.3853 5.7095 -0.3081 4.6142 59.1774
2 0.4271 4.8222 -0.0558 4.723 59.0194
3 0.492 4.6045 -0.332 4.7761 71.3519
4 0.4875 4.7176 -0.3754 5.0996 98.8341
5 0.6098 4.5712 -0.5439 5.6643 165.0645
6 0.5374 4.4791 -0.514 4.9992 100.5442
7 0.593 4.4345 -0.3289 5.5119 134.1828
8 0.614 4.4057 0.0115 5.2357 99.2873
9 0.8408 4.4775 0.2413 5.7365 153.7281
Large 0.8273 5.0856 -0.256 5.4899 128.5567

Dividend
Portfolio Average Return Std.dev Skewness Kurtosis JB

Small 0.5406 5.7364 -0.3838 4.7244 70.7227
2 0.474 5.1286 -0.4145 4.6908 70.4072
3 0.5572 4.9849 -0.2049 5.0095 83.487
4 0.4996 4.8011 -0.3253 4.8233 74.3842
5 0.4013 4.6726 -0.1468 5.5372 129.7611
6 0.5358 4.5252 -0.3489 5.0942 96.8411
7 0.5623 4.4176 -0.388 4.8458 79.6297
8 0.6663 4.3288 -0.1914 5.0709 88.0529
9 0.6448 4.1167 0.0239 4.3517 36.0718
Large 0.5822 4.0292 0.7392 7.6139 469.2517

Earnings
Portfolio Average Return Std.dev Skewness Kurtosis JB

Sn1all 0.3522 5.868 -0.1921 4.3479 38.7939
2 0.3649 4.8278 -0.2745 4.8597 74.6034
3 0.5008 4.6815 -0.2443 4.9058 76.8082
4 0.5011 4.4323 -0.3199 5.2217 106.2684
5 0.4423 4.6218 -0.3459 5.001 89.0596
6 0.5986 4.4107 -0.3268 5.3162 115.1956
7 0.7717 4.4372 -0.2234 5.1238 93.547
8 0.7713 4.4663 -0.0653 5.0539 84.0469
9 0.7755 4.7658 -0.0245 5.4608 120.4455
Large 0.9331 5.3647 -0.1094 5.9315 172.1043

JP is the Jarque-Bera test for normality and is X~ distributed with a
critical value of 5.9915.
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Table A.Ic: Descriptive statistics: Swedish test assets
Size

Portfolio Average Return Std.dev Skewness Kurtosis JB

Small 2.0888 8.4467 0.456 5.7887 90.39021275
2 1.8907 12.8862 0.9647 7.957 297.0915503
3 2.0594 8.9464 0.4351 5.0382 51.57082644
4 1.8843 8.6901 0.2009 4.216 17.22104202
5 1.2436 8.8469 0.4141 6.5295 138.0044976
6 1.2701 7.687 0.2053 4.1196 14.93201346
7 1.5485 9.4242 0.4345 9.2343 416.0274036
8 1.077 8.3751 0.7366 5.166 72.04967952
9 1.3107 7.7446 0.2218 4.1004 14.78044176
Large 1.6815 7.1161 0.1867 4.6901 31.45658849

Book-to-market
Portfolio Average Return Std.dev Skewness Kurtosis JB

Small 1.9085 4.268 0.8912 6.8979 192.8910288
2 0.8017 11.891 0.6347 7.8523 264.1400123
3 1.5189 8.7566 0.5298 5.6516 85.61421456
4 0.7918 8.3465 0.8385 6.7398 176.3835469
5 1.3122 10.8046 0.8531 5.8 112.8867436
6 2.0131 8.9531 0.9324 6.5808 171.1458806
7 1.7535 7.5837 0.9851 6.2079 148.8092597
8 2.1183 10.8308 0.8734 5.8478 117.1933883
9 1.5105 13.9326 0.8734 6.0947 132.5990225
Large 4.0467 7.2982 0.6808 4.9875 60.94316351

JP is the Jarque-Bera test for normality and is X~ distributed with a
critical value of 5.9915.
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Table A.ld: Descriptive statistics: Swedish test assets
Cashflow

Portfolio Average Return Std.dev Skewness Kurtosis JB

Small 2.164 9.8434 0.3456 8 123.9823
2 1.9922 8.2567 0.4284 4.728 39.4848
3 1.7433 7.3163 0.6932 6.113 124.3605
4 1.3971 7.4346 0.4152 4.899 45.6334
5 1.7661 6.7845 0.3874 5.5029 73.1633
6 1.5901 7.402 0.7549 7.1033 205.1844
7 1.8426 7.4836 0.5479 5.0371 57.0143
8 1.5583 7.7181 0.1979 4.5557 27.1611
9 1.9518 10.9093 0.4939 5.9834 128.3423
Large 1.1719 8.3821 0.3917 4.7536 39.1288

Dividend
Portfolio Average Return Std.dev Skewness Kurtosis JB

Small 1.1123 8.3997 -0.0212 5.0287 43.6122
2 1.5036 7.2492 0.4054 6.0803 108.43
3 1.3432 6.3779 0.2912 4.7119 34.5997
4 1.4757 6.6624 0.2238 4.7516 34.5575
5 1.9125 6.1123 -0.0223 5.4528 63.9917
6 1.4737 6.3229 0.0872 4.4577 22.6371
7 1.9008 6.4272 -0.1558 4.1941 15.9184
8 1.6963 6.8235 0.0747 5.1783 50.5793
9 2.2472 10.5355 -0.3454 6.3454 34.3423
Large 2.4721 10.6271 0.2342 4.3468 54.6286

JP is the Jarque-Bera test for normality and is X~ distributed with a
critical value of 5.9915.
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CHAPTER 3

3.1 Introduction
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The Arbitrage Pricing Theory (APT) was introduced by Ross (1976) as an
alternative to the Capital Asset Pricing Model (CAPM). In contrast to the
CAPM, the APT allows for multiple risk factors and the model implies that
the expected return on an asset is a linear function of factor risk premiums
and their associated factor sensitivities.

The estimation and testing of multifactor pricing models assumes that the
identity of the factors is known. However, economic theory is not very explicit
on the number and nature of these factors. The selection of the number of
factors and an appropriate set of factors are therefore an empirical issue. Two
approaches are common in the literature. One focusing on unobservable or
latent factors and the second focusing on observable factors. In this paper,
attention is paid to the first approach where the factors are unobserved, which
is the framework for the APT model.

In the APT framework, the systematic, unobservable factors are usually
extracted by using statistical techniques like factor analysis and principal com­
ponents. The original derivation of the APT model in Ross (1976) is based
on a strict factor structllre where the idiosyncratic returns are uncorrelated
across assets. Chamberlain and Rothschild (1983) and Ingersoll (1984) gen­
eralize the results of the APT in the case of an approximate factor structure.
In an approximate factor structure, the idiosyncratic returns are allowed to
be correlated across assets, at least to some extent. The approximate factor
structure is more general and may therefore be more attractive than the strict
version. Furthermore, the approximate version is more realistic. For example,
we can expect that a few firms or industries might have specific components
of their return which are not pervasive sources of uncertainty for the whole
economy.

The problem of determining the number of factors in the APT framework
llas been analyzed in both the classical and the Bayesian framework. Bai
and Ng (2002) present several model selection criteria which hold under weak
serial and cross-section dependence. In an application to the US market they
fOUIld support for two pervasive factors. Connor and Korajczyk (1988) who
use principal components find evidence for one to six latent factors in the
cross-section of stock returns and Lehmann and Modest (1988) who use factor
analysis find weak evidence in favor of a ten-factor model. Geweke and Zhou
(1996) provide a Bayesian approach for analyzing the pricing error in the APT.
They find that there is little improvement in reducing the pricing errors by
including more factors than one. Inference on the number of factors itself has
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received relatively little attention in the Bayesian literature. Recently, Lopes
and West (2004) explore several Bayesian techniques regarding the uncertainty
abollt the llumber of latent factors in a strict factor model. They fOllnd that
the Bayesian approach is just as successful as classical selection criteria.

In the strict and the approximate factor structure the idiosyncratic re­
turns and tIle factors are assumed to be serially independent. Hence, so are
the returns. Nevertheless, empirical results indicate that returns are autocor­
related to some extent. For example, Geweke and Zhou (1996) argue that the
autocorrelation does ll0t seem to be severe and therefore, adopt the workillg
assumption that the returns are indepelldent and identically distributed. In
contrast to tIle standard working assumption, two factor structllres are intro­
duced in this chapter where the returns are allowed to be serially correlated.

I set up the determination of the number of factors as a model selection
problenl. A Bayesian approach is used and the selection of tIle nllmber of
factors is based on posterior nl0del probabilities. In using a Bayesian approach
I also have the opportunity to quantify the uncertainty about the number of
factors. Furthermore, I relax the assumption of a strict factor structure and
in addition, by letting the error term follow an AR(l) process, I also allow for
some tinle series dependence.

The rest of the chapter is organized as follows. In the next section we
present the model. Section 3.3 describes the prior and the algorithm for mak­
illg posterior inference and Section 3.4 describes the Bayesian model selection
procedure. Section 3.5 contains tIle empirical results and Section 3.6 provides
a conclusion.

3.2 The Model

Let rt denote a N x 1 vector of excess returns on N assets in period t. The
APT assumes that the returll generating process is

(3.1)

where /-l is a N x 1 vector of constants, it is a m x 1 vector of pervasive factors,
A is a N x m matrix of factor betas or loadings and ct is a N x 1 vector of
idiosyncratic returns. In what follows, it will be COllvenient to work with the
matrix form of the model,

R == e 0 /-l + F A' + E (3.2)
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where e is the N-vector of ones alld the rows of R, F and E are given by r~,

fI and c~. The vec version of (3.2) will also be useful

r == vec(e 0 j1) + Z A+ c

==vec(e0j1)+Yf+c
(3.3)

where r == vec(R), Z == (IN @ F), A == vec(A'), Y == (A 0 IT), f == vec(F), and
finally, c == vec(E).

The standard assumptions on the factor model are

and that the idiosyncratic component is normally distributed. A strict factor
structure imposes the condition that the covariance matrix of idiosyncratic
returns ~ is a diagonal matrix. Ross (1976) assumes a strict factor structure
in his original development of the APT.

Chamberlain and Rothschild (1983) and Ingersoll (1984) generalize tIle
results of the APT to the case of an approximate factor structure. In an
approximate factor structure the idiosyncratic components of the returns may
be correlated across assets alld hence, the idiosyncratic covariance matrix is
not restricted to be diagonal.

In this paper, I will consider four specifications regarding the idiosyncratic
component.

1. The first specification follows from the strict factor structure where ~ is
assumed to be diagonal.

2. Tile second follows from the approximate factor model where the as­
sumption of a diagonal covariallce matrix is relaxed.

3. In the third specification, time series dependence is introduced in the
approximate factor model by letting the error term follow an AR(I)
process

4. In the final specification we return to the strict factor model where the
time series dependence call differ across assets.

For simplicity, but without losing any generality, we assume tllat the re­
turns have been demeaned.
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3.3 The Prior and the Posterior

In general, we need to be informative in the prior setting since 'improper non­
informative priors yield illdetermillate marginal likelihoods. In the next sub­
sections the prior distributions are discussed and the posterior distributions
are derived.

3.3.1 Strict Factor Structure

Assuming a strict factor structure it follows that the distribution of the idio­
syncratic retllrns is given by,

where MN denotes the matrix variate normal distribution and :E
diag{arl' ... , (Y'JvN }. The likelihood is given by

Diffuse but proper priors are used to represent the uncertainty about the
parameters. To complete the model specification we make use of the following
priors

ftlm Nm(O, 1m )

Aim MNNm(Ao,Ho, IN)

(Y~ IG2(sa, va)

where Ao, H o, So and Vo are hyperparameters to be assessed and IG2 denotes
the inverse Gamma-2 distribution given in Bauwens, Lubrano, and Richard
(2000).

The assessment of the hyperparameters is usually a difficult task and this
case is no exception. Following the recommendation in Lopes and West (2004)
we take Ao to be equal to zero and H o == holm with ho a large value. For
each of the elements in :E we assume a common inverse Gamma-2 prior. The
degrees of freedom parameter va is taken to be a low value to produce a diffuse
but still proper prior alld So is cll0sen in such a way that the prior mean is
equal to one.

Using Bayes rule, the posterior distribution for the ullknown paranleters
is obtained by combining the likelihood and the priors

P(F, A, :EIR, m) ex L(RIF, A,:E, m)1r(Flm)1r(Alm)1r(:E).
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TIle marginal posteriors cannot be derived analytically but the conditional
posterior distributions can be obtained and Gibbs sampling can be used for
posterior inference.

The conditional posterior of tIle factor score at time t is

(3.5)

where

That is, the conditional posterior distribution of the factor scores is normal.

In deriving the conditional posterior distribution for the factor loadings it
is convenient to use the vec form of the model given by (3.3). In addition, let
AO == vec(A~). The conditional posterior of the factor loadings is

P(AIF,~, R, m) ex L(RIF, A,~,m)1r(Alm)

ex exp { -~[(r - Z>')'(~ 18> IT)-l(r - Z>.)]}

x exp { -~[(>. - >'O)'(IN 18> HO)-l(>. - >'0)] }

ex exp { -~(>' - X)'(Z'(~ 18> IT)-lZ + (IN 18> HO)-l)(>. - X)}

(3.6)

where

Using the fact that the covariance matrix is diagonal I obtain

P(A(i)IF,~,R,m)ex L(RIF,A,~,m)1r(A(i)lm)

ex exp { _~(>.i _ XCi))'(F'Fj0-Ti + HO)-l(>.i _ XU))} (3.7)
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where ,X(i) is column (i) in A',
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~(i) == (F'F/a~ + H ( 1)-I(F'r(i) /aTi + HOl)A~i)),

,rei) is column (i) in R and finally, ,X~i) is column (i) in A~. TIle conditional
posterior distribution of the factor loadings is normal.

The conditional posterior of tIle diagonal element ari in L:, the covariance
matrix, is

where Ei is column i in E == [El, ... , EN]. That is, the conditional posterior
distribution of the elenlent a~ of I: is inverse Gamma-2.

Given the number of factors m, a Gibbs algorithm can be implemented as
follows for posterior estimation and inference.

1. draw Fj +1 by sampling from P(ftIAj , ~j, R, m), t == 1, ... ,T

2. draw 1\.j+l by samplillg from P(AIFj+1 , ~j, R, m)

v 2 v v

3. draw L:j+1 by sampling from P(aiiIFj+l, Aj+1 , R, m), i == 1, ... , N.

Cycling through these steps a large number of times will generate a sample
from the posterior.

3.3.2 Approximate Factor Structure

In this section, the assumption of a diagonal covariance matrix is relaxed alld
the distribution of the idiosyncratic term is now given by

where I: is not restricted to be diagollal. Still, the prior will be based on tradi­
tional beliefs of a strict factor structure containing pervasive and idiosyncratic
components.
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The prior setup is the same as for the strict factor structure, except that
the prior for the covariance matrix is an Inverse Wishart density

~ rv IW(So, vo)

where So and v are hyperparameters to be assessed. The degrees of freedom
parameter Vo is set to a low value to make the prior diffuse but proper, and So
is cl10sen to be a diagonal matrix in such a way that the prior mean is equal
to the identity matrix.

Combining the likelihood and the priors yields non-standard marginal pos­
terior distributions bilt the full conditionals can be obtail1ed. It turns out that
the conditional posterior distribution for the factor scores and the conditional
posterior distribution for the factor loadings follow from the strict factor struc­
ture in (3.5) and (3.6). The conditional posterior of ~ is, however, different
and is given by

P(~IF,A, R, m) ex L(RIF, A,~, m)1f(~)

T+vO+N+l {I }
ex: IL:l 2 exp -2"trL:-1 [E'E + So]

which takes the form of an Inverse Wishart density.

Given the number of factors m a Gibbs algorithm can again be imple­
mented as follows:

1. draw Fj +1 by sampling from P(ftIAj , ~j, R, m), t == 1, ... ,T

2. draw 1\j+1 by sampling from P(AjFj+1' ~j, R, m)

3. draw i:j -i-1 by sampling from P(~IFj+1'1\j+1, R, m).

3.3.3 Approximate Factor Structure with Time Series and
Cross-Sectional Dependence

This section introduces the possibility of time dependence in the errors. More
specifically, the distribution of the idiosyncratic component is given by

where ~ is not restricted to be diagonal and q, is a TxT matrix given by



pT-l pT-2 pT-3 1

where Ipl < 1. Hence, St follows the process
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<I- == _I_
I- p2

1
p

P
1
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St == PSt-l + Ut

where Ut is nlultivariate normal, N(O, ~). This yields the following likelihood

L(RIF, A,~, <1-, m) ex 1~I-T/21tPl-N/2

x exp {-~tr~-l(R- FA')'~-l(R - FA')}.

Except for p, the prior follows the same setup as for the approximate factor
structure and combining the likelihood and the prior yields non-analytical
marginal posterior distriblltions. However, conditioning on ~, the posterior
conditionals are very similar to the ones in the previous section.

The conditional posterior of the factor scores is

P(fIA,~, tP, R, m) ex L(RIF, A,~,~,m)1r(Flm)

ex exp {-~[(r - Tf)'(~ @ cI»-l(r - Tf) + f'f]}

ex exp { -~(f - f)[T'(~ @ ~)-lT + ITm](f - f)}

where

The conditional posterior distribution of the factor scores is normal.

The conditional posterior of the factor loadings is derived in a similar way
as for the strict factor structure by replacing IT with q, in (3.6). This yields

P(AIF,~,~,R, m) ex L(RIF, A,~, tP, m)1r(Alm)

ex exp { -~(,X - ).)'(z'(~ @ cI»-lZ

+ (IN @ HO)-l ) (,X' - ).') }
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where
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leading to a normal conditional posterior.

The conditional posterior of the covariance matrix again takes the form of
an Inverse Wishart density,

Next we turn to tIle prior and the conditional posterior for til, whicll de­
pends on the single parameter p. A common prior for p in the Bayesian
literature is the truncated normal density

7r(p) ex iN(plpo, a~)l(p E !1)

where iN is the density of the normal distributioll and l(p E !1) is the indicator
function, which equals 1 for the stationary region and zero otherwise. TIle
resulting conditional posterior is

P(pIF,~, A, R, m) ex L(RIF, A,~, til, m)1r(p)

ex: 71"(p)I~I-(N)/2 exp { -~tr~-lE~-lE'}

The following results concerning the determinallt and tIle inverse of til are
useful

ItIll == (1 - p2)-1

1 -p
-p (1 + p2) -p

tIl-1 ==

o
== IT - pM1 + p2 M2

where M 1 and M 2 are

010
1 0 1

o

o
o 1
1 0
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and
o 0
o 1

o

o

1 0
o 0
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(3.8)

The conditional posterior can then be written as

P(pIF,~,A, R, m) ex (1 _ p2)N/2

exp { - 2~~ (p - PO)2

- ~tr(Ir - pM1 + p2M2)E~-lE'} l(p E 0)

2 N/2 {I 2 C2 ( C1 ) 2 }ex(l- p) exp --(p - Po) - - P - -
2a~ 2 2C2

ex(l _ p2)N/2 exp {_ (j~C2 + 1 (p _ p?}
2a2

p

where Cl = tr(~-lE'MIE), Cl = tr(~-lE'M2E) and p = 2a~+1 (p~ + Cj).
O'pC2 O'p

The conditional posterior for p does 110t take the form of a known distribution.
However, the exp{.} term in the last row in (3.8) is recognized as the kernel of
a univariate 11orn1al density. Using this fact and making draws from a normal
proposal in a Metropolis-Hastings step is straig11tforward.

Given the number of factors, m, a Metropolis-within-Gibbs algorithm can
be implemented as follows:

1. draw Fj +1 by sampling from P(FIAj , r!j, Pj, R, m)

2. draw 1\.j+1 by sampling from P(AIFj+1, r!j, Pj, R, m)

3. draw ~j+1 by sampling from P(~IFj+1'1\.j+1' Pj, R, m)

4. draw Pj+1 with a Metropolis-Hastings step from

P(pIFj+1,1\.j+1' ~j+1' R, m)

3.3.4 Strict Factor Structure, Allowing for Different Time Se­
ries Dependence Across Assets

In this section, we return to the strict factor structure but we will make use of
the time dependel1ce from the previous section. However, the time dependence



3.3. THE PRIOR AND THE POSTERIOR

is not necessarily the same across assets. Consider the model in vec form

111

r == (IN 0 F)vec(A') + c

r==ZA+c

where c rv N(O,!1) and!1 is a TN x TN covariance matrix given by

o

!1==

o O"YvNipN

and the T by T matrices ipi, i == 1, ... ,N are given by

1 Pi P;
T-l

Pi
1 Pi 1 Pi T-2

ip.---
Pi

'l - 1 2- Pi
T-l T-2 T-3 1Pi Pi Pi

(3.9)

where Ipil < 1.

The prior structure is the same as ill the strict factor structure and the
prior for Pi, i == 1, ... ,N is the truncated normal density

The conditional posterior for the factor score and the factor loadings follows
from the previous section by replacing (~ 0 ip) with !1. This yields

P(fIA,~,0, R, m) ex L(RIF, A, 0, m)1T(Flm)

ex: exp {-~(f - f)[(A 0 IT)'O-l(A 0 IT) + ITm](f - f)}

where

and

P(AIF, 0, R, m) ex L(RIF, A, 0, m)1T(Alm)

ex: exp { -~(A - j)'(Z'O-lZ + (IN 0 HO)-l)(A - j)}

(3.10)
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That is, the factor scores and factor loadings have normal conditional posterior
distributions.

The conditional posterior of ali is

where Ei column i in E == [EI, ... , EN]. This is the form of an inverse Gamma-2.

Finally, we derive the conditionals for Pi, i == 1, ... , N. Note that the likeli­
hood viewed as a function of Pi can be writte11 as

Combining the likelihood with the prior and using the special structure of -Pi
yields the following conditional posterior density

As in the previous section, this can be written as a factor times the kernel of a
normal density. A Metropolis-Hastings step can then be used in a similar way
as in the previous section to generate draws from the conditional posterior
distribution of Pi.

Given the number of factors, m, a Metropolis-within-Gibbs algorithm is
implen1ented as follows:

1. draw Fj +I by sampling from P(FIAj , OJ, R, m)
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2. draw 1\j+1 by sampling from P(AIFj+1,nj , R, m)
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2 2 v v v

3. draw aii ,j+1 by sampling from P(aii IFj +1 , Aj +1 , tPj, R, m), i == 1, ... ,N.

4. draw Pi,j+1 with a Metropolis-Hasting step from

P(PiIFj+1, 1\j+1' aii,j+1, R, m), i == 1, ... ,N.

3.3.5 Identification

Nothing 11as been said about the well-known identification problem in the
factor model. That is, that the model is invariant under transformation of
the form A* == AP' and it == Pit, where P is any orthogonal matrix. As in
Geweke and Zhou (1996) and Lopes and West (2004), identification is obtained
by restricting Am, the upper m x m submatrix of A, to be lower triangular
with positive elements on the diagonal.

Under the identification condition, all parameters, except for A, have the
same posterior distributions as before. Imposing the restriction on Am implies
that the free elemellts of A are multivariate normal conditional on the zero
elenlents. In the cases where L is diagonal it turns out that the rows of A
are independent and conditioning on the zero elements in the same row is
sufficient. Using that H o == holm, the full conditional for the free elements in
the first m rows is given by

p(,Xi* l,Xi+, F,~, R, m) <X exp { _~(,Xi* - ).(i*))' (F~Fi/a~ + HOI)(,Xi* - ).(i*)) }

where A(i*) == (Ai,l, ... , Ai,i)' i == 1, ... , m,

~(i*) == (F~Fi/a;i + Ih(1)-1(F~r(i) /a;i + Ih( 1)A6i*)),

F i is column (i) in R, Ai + contains the element in row i in A equal to zero,

and finally, A6i*) is formed in a similar way as A(i*). The posterior distribution
for the factor loadings in the other cases where ~ is diagonal can be derived
in a similar way.

In an approximate factor structure it is slightly more complicated. The
reason is that the posterior covariance matrix for the conditional distribution
for the factor loadings does not take tIle form of a block diagonal matrix.
Instead, to generate the factor loadings from the distribution in (3.6) llnder the
identification conditions we have to sample from the conditional distribution
of A(i*), conditioning not only on the elements restricted to be zero in row
i in A, but also on the previous i-I rows. Since the conditional posterior
distribution of A is normal the draws are straightforward to generate.
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3.4 Bayesian Model Selection

Let us assume that there are L competing models {Mz, l == 1, ... , L} under
consideration. For model Mz, the posterior distribution takes the form

7r(BzID, Mz) ex L(BzID, MZ)7r(BzIMz) (3.12)

where L(BzID, Mz) is the likelihood, D denotes the data, and 7r(BzIMz) is the
prior distribution. Then the marginal likelihood is given by

m(Dlmz) = JL(()IID, MI)1r(()z1Mz)d()zo (3.13)

To compare different models, we calculate the marginal likelihood m(Dlmz)
for l == 1, ... , L and choose the model, which yields the largest marginal like­
lihood. Alternatively, a nl0del comparison can be conducted through the use
of Bayes factors. The Bayes factor for Mi versus M j is given by

B
ij

= m(DIMi ) = JL(DI()i, Mi)p(()iIMi)d()i 0

m(DIMj ) f L(DIBj ,Mj)p(BjIMj)dBj

and measures how much our belief in M i relative M j has changed after viewing
the data. If prior probabilities P(Mz), l == 1, ... , L, of the models are available,
the Bayes factor can be used to compute the posterior nl0del probabilities

TIle marginal likelihood m(Dlmz) in (3.13) is the inverse normalizing constant
of the posterior distriblltion 7r(BkID, Mz) in (3.12). Using (3.12) and (3.13),
Chib (1995) obtains the following identity

m(DIMz) = L(()z1D, MZ)1r(()zIMz) 0

7r(BzID, Mz)
(3.14)

Let B7 denote tIle posterior mean or the posterior mode with respect to the
posterior distribution 7r(BzID, MZ).l Since the identity in (3.14) holds for any
Bz we have

m(DIM
z
) = L(()iID ,MZ)1r(()iIM z) 0

7r(B7I D, Mz)
(3.15)

1In principal, any 0i can be chosen but the posterior mean or the posterior mode is often
used to ensure numerical stability.
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Computationally, it is more efficient to compute In[m(DIMz)] instead of di­
rectly computing m(DIMz),

l11[m(DIMz)] == In[L(BtID, Mz)] + In[1r(BtIMz)] -In[1r(BtID, Mz)]. (3.16)

It is usually straightforward to compute L(BtID,Mz) and 1r(Bt!Mz) whereas
the difficulty in computing In[m(DIMz)] is In[1r(BtID ,Mz)]. There are several
ways to calculate this posterior density ordinate. However, Chib (1995) and
Chib and Jeliazkov (2001) present a method where In[1r(BtID, Mz)] is estimated
using the output from a Gibbs sampler and a Metropolis-Hastings sampler,
respectively.

In our case the posterior inference, conditioning on the number of fac­
tors, m, is made through Gibbs san1pling and a Metropolis-within-Gibbs
sampler, which makes Chib's method very suitable for estimating the mar­
ginal likeli1100d. In the first two cases, where the Gibbs san1pler is used for
making draws from the posterior, the posterior ordinate is 1r(A*, ~* 1m, R) ==
1r(A*1m, R)1r(~* 1m, A, R). The first term in the right hand side is estimated
by using draws from the full Gibbs sampler and averagi11g over the full con­
ditionals of F and ~. The second term is estimated by running an additional
reduced Gibbs sampler, with A fixed at its posterior mean.

In case 3 and 4 where I allow for some time series dependence, the
Metropolis-within-Gibbs is used for n1aking draws from the posterior. The
posterior ordi11ate is

1r(A*, ~*, P* 1m, R) == 1r(P* 1m, R)7T(A*1m, P, R)7T(~* 1m, P, A, R).

Since the normalizing C011stant of 7T(plm, R) is not known it is estimated by
using the output from the MCMC sampler as outlined in Chib and Jeliazkov
(2001). The other two posterior ordinates are estin1ated in a similar way as in
case 1 and 2. However, note that by placing P first in the decomposition of the
posterior ordinate the reduced runs does not involve any Metropolis Hastings
steps. Finally, in case 4, where the time series depe11dence can differ across
assets, the Pi, i == 1, ... ,N are sampled in one block.

3.5 Empirical Results

The data in this study contains monthly observations on US stock excess
returns from July 1963 through May 2005. The test asset consists of 17 and
30 industry portfolios a11d the 25 Fama and French (1993) portfolios formed
011 size and book-to-market. The portfolios include all NYSE, AMEX, and
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NASDAQ stocks.2 Each asset has been standardized with respect to its sample
mean and standard deviation. This does not alter the factor structure analysis.

Before any analysis can be done the hyperparameters must be assessed.
More specifically, llyperparameters in the inverse Gamma-2 prior are chosen
to be Vo == 3 and So == 1 and in the inverse Wishart prior Vo == N + 2 and
So == In. This implies that the prior mean of (j2 and ~ are equal to 1 and
In respectively. The factor loadings are assumed to be normal independent
distributed with mean zero and variance ho == 1. The prior distribution for
the P and Pi i == 1, ... ,N is given by the normal distribution with zero mean
and variance 0.09.3 Finally, all the models are equally probable before we have
seen any data. For the MCMC algorithm we take 10 000 iterations as burn-in
and save 30 000 replications for inference.

Tables 3.1a to 3.1c summarize the results for the three portfolios. We also
address the sensitivity with respect to the sample period by COllsiderillg two
subsamples, 196307 - 198312 and 198401 - 200412.

Table 3.1a shows the results for the 17 industry portfolios. The number of
factors varies both between the subsanlples and the underlying assumptions
regarding the idiosyncratic returns. In general, the number of factors is higher
in the strict factor structure where 5 to 6 pervasive factors are found. Intro­
ducing time series dependence seems to reduce tIle number of factors. In both
case 3 and 4, 4 to 5 common factors are found. The difference between the
the two subsample is most substantial for Case 4, where 4 factor is found in
the first period while only 2 factors is found in the second.

The results for tIle 30 illdustry portfolios are displayed in Table 3.1b. Gen­
erally six to seven commOll factors are found, which is one more than for the
17 industry portfolios. The results for Case 4, the strict factor model, where
tIle time series dependence can differ across assets, are very mixed. In the first
sample period, 5 factors are found wllereas seven and four factors are found
in the second period and the whole sample respectively.

Finally, Table 3.1c shows the results for the 25 size and book-to-market
portfolios. The difference between the sample periods and the four cases is
larger than for the industry portfolios. Firstly, the nllmber of factors is gen­
erally higher in the second period. Secondly, there is substantial difference in
the number of factors between the four cases. Again, introducing time series
dependence seems to reduce the llunlber of factors.

2We thank Kenneth R. French for providing the data at http://mba . tuck. dartmouth.
edu/pages/faculty/ken.french/data_library.html.

3The results seen1S to be insensitive to the chosen values.
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Table 3.1a: Posterior Model Probabilities: 17 Industry portfolios

196307 - 200412
Factors (m) Case 1 Case 2 Case 3 Case 4

1 0.00 0.00 0.00 0.00
2 0.00 0.00 0.00 0.00
3 0.00 0.00 0.00 0.00
4 0.00 0.00 0.90 0.66
5 0.40 0.00 0.00 0.32
6 0.00 1.00 0.00 0.01
7 0.39 0.00 0.00 0.00
8 0.13 0.00 0.09 0.01
9 0.08 0.00 0.00 0.00
10 0.00 0.00 0.00 0.00

196307 - 198312
Factors (m) Case 1 Case 2 Case 3 Case 4

1 0.00 0.00 0.00 0.00
2 0.00 0.00 0.00 0.00
3 0.00 0.00 0.00 0.00
4 0.00 0.00 0.30 1.00
5 0.00 0.55 0.68 0.00
6 0.85 0.42 0.01 0.00
7 0.05 0.01 0.01 0.00
8 0.06 0.01 0.00 0.00
9 0.00 0.00 0.00 0.00
10 0.04 0.01 0.00 0.00

198401 - 200412
Factors (nl) Case 1 Case 2 Case 3 Case 4

1 0.00 0.00 0.00 0.00
2 0.00 0.00 0.00 1.00
3 0.00 0.00 0.00 0.00
4 0.00 0.00 0.34 0.00
5 0.74 0.93 0.66 0.00
6 0.00 0.06 0.00 0.00
7 0.00 0.00 0.00 0.00
8 0.24 0.00 0.00 0.00
9 0.00 0.00 0.00 0.00
10 0.00 0.00 0.00 0.00

Case 1: The first specification follows from the strict factor structure
where ~ is assumed to be diagonal. Case 2: The second follows from
the approximate factor model where the assumption of a diagonal co-
variance matrix is relaxed. Case 3: In the third specification, time
series dependence is introduced to the approximate factor model. Case
4: In the final specification we return to the strict factor model where
the time series dependence can differ across assets.
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Table 3.1b: Posterior Model Probabilities: 30 Industry portfolios
196307 - 200412

Factors (m) Case 1 Case 2 Case 3 Case 4

1 0.00 0.00 0.00 0.00
2 0.00 0.00 0.00 0.00
3 0.01 0.00 0.00 0.01
4 0.00 0.00 0.00 0.68
5 0.00 0.00 1.00 0.00
6 0.01 0.64 0.00 0.02
7 0.97 0.31 0.00 0.05
8 0.00 0.04 0.00 0.02
9 0.00 0.00 0.00 0.00
10 0.00 0.00 0.00 0.23

196307 - 198312
Factors (m) Case 1 Case 2 Case 3 Case 4

1 0.00 0.00 0.00 0.00
2 0.00 0.00 0.00 0.00
3 0.00 0.00 0.00 0.01
4 0.00 0.00 0.00 0.00
5 0.00 0.00 0.00 0.97
6 1.00 0.54 0.97 0.00
7 0.00 0.44 0.01 0.00
8 0.00 0.01 0.01 0.01
9 0.00 0.00 0.00 0.00
10 0.00 0.00 0.00 0.00

198401 - 200412
Factors (m) Case 1 Case 2 Case 3 Case 4

1 0.00 0.00 0.00 0.00
2 0.00 0.00 0.00 0.00
3 0.00 0.00 0.01 0.00
4 0.00 0.00 0.99 0.00
5 0.00 0.01 0.00 0.00
6 0.00 0.97 0.00 0.00
7 0.70 0.02 0.00 0.97
8 0.00 0.00 0.00 0.03
9 0.21 0.00 0.00 0.00
10 0.08 0.00 0.00 0.00

Case 1: The first specification follows from the strict factor structure
where ~ is assumed to be diagonal. Case 2: The second follows from
the approximate factor model where the assumption of a diagonal co-
variance matrix is relaxed. Case 3: In the third specification, time
series dependence is introduced to the approximate factor model. Case
4: In the final specification we return to the strict factor model where
the time series dependence can differ across assets.
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Table 3.1c: Posterior Model Probabilities: 25 Size and Book-to-Market port-
folios

196307 - 200412
Factors (m) Case 1 Case 2 Case 3 Case 4

1 0.00 0.00 0.00 0.00
2 0.00 0.00 0.00 0.00
3 0.00 0.00 0.99 0.00
4 0.00 0.81 0.00 1.00
5 0.15 0.18 0.01 0.00
6 0.38 0.00 0.00 0.00
7 0.42 0.00 0.00 0.00
8 0.05 0.00 0.00 0.00
9 0.00 0.00 0.00 0.00
10 0.00 0.00 0.00 0.00

196307 - 198312
Factors (m) Case 1 Case 2 Case 3 Case 4

1 0.00 0.00 0.00 0.00
2 0.00 0.00 0.00 1.00
3 0.00 0.00 0.00 0.00
4 0.00 0.00 0.94 0.00
5 0.00 0.00 0.06 0.00
6 0.00 1.00 0.00 0.00
7 0.42 0.00 0.00 0.00
8 0.58 0.00 0.00 0.00
9 0.00 0.00 0.00 0.00
10 0.00 0.00 0.00 0.00

198401 - 200412
Factors (m) Case 1 Case 2 Case 3 Case 4

1 0.00 0.00 0.00 0.00
2 0.00 0.00 0.00 0.00
3 0.00 0.00 0.00 0.00
4 0.00 0.00 0.00 0.00
5 0.00 0.00 0.00 1.00
6 0.98 0.03 1.00 0.00
7 0.01 0.97 0.00 0.00
8 0.00 0.00 0.00 0.00
9 0.00 0.00 0.00 0.00
10 0.00 0.00 0.00 0.00

Case 1: The first specification follows from the strict factor structure
where ~ is assumed to be diagonal. Case 2: The second follows from
the approximate factor model where the assumption of a diagonal co-
variance matrix is relaxed. Case 3: In the third specification, time
series dependence is introduced to the approximate factor model. Case
4: In the final specification we return to the strict factor model where
the time series dependence can differ across assets.
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Table 3.2: Posterior simulation results for p, Case 3

17 Industry portolios
Spectral

Time period Mean St.dev NSE RNE

196307-200412 0.0169 0.0178 0.0002 2.1723
196307-198312 0.0384 0.0188 0.0002 2.7037
198401-200412 -0.0100 0.0182 0.0002 2.5499

30 Industry portfolios
Spectral

Time period Mean St.dev NSE RNE

196307-200412 -0.0052 0.0097 0.0001 2.8851
196307-198312 0.0108 0.0142 0.0001 2.6574
198401-200412 -0.0321 0.0137 0.0001 2.7488

25 size and book-to-market portfolios
Spectral

Time period Mean St.dev NSE RNE

196307-200412
196307-198312
198401-200412

-0.0083
-0.0295
0.0015

0.0100
0.0148
0.0154

0.0001
0.0001
0.0001

1.6481
1.9498
2.2081

One major advantage of the Bayesian approach is that model uncertainty
is easily quantified. For example, in the strict factor structure in Table 3.1a,
the best model contains 5 factors with a posterior probability of 0.4 whereas
the second best model contains 7 pervasive factors with a posterior probabil­
ity of 0.39. Hence, the model uncertainty is very substantial. In contrast, the
posterior model probability for the best model in case 2 and 3 is 1.0 and 0.9
respectively, which indicates that the data is informative about the nun1ber
of factors. The model uncertainty seems to be higher for the industry port­
folios than for the 25 size a11d book-to-market portfolios except for the strict
factor structllre where the uncertainty about the number of factors is more
substantial for all portfolios.

In Case 3, time series dependence is introduced in the approximate factor
model by letting the error term follow an AR(l) process. Table 3.2 contains
posterior results for the parameter p. The tin1e series depe11dence seems to be
more substantial during the first subsample. Note that the posterior means
are sometimes l1egative and sometimes positive. For the 17 industry portfolios
the posterior mean of the AR(l) coefficient is negative in the later subperiod
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whereas tl~ey are negative for the whole sample and the second period when the
30 industry portfolios is examined. Finally, the posterior means are negative
in the first and the whole sample period when the 25 size and book-to-market
portfolios is considered. On the other hand, a 90% highest posterior density
region would cover zero in most cases.

The property of the Markov chains for P is also shown in Table 3.2 and
Figures A.l to A.3.4 The two last columns in Table 3.2 contains estimates
of the numerical standard error and the relative numerical efficiency (RNE)
using the spectral estimator. The RNEs for the il~dustry portfolios indicate
that we need 2-3 tin~es as many draws from the sampler as when sampling
directly from the posterior. The higher RNEs for the industry portfolios can
be explained by the sample autocorrelation functions displayed in Figure A.l
and A.2. The autocorrelation is low but slowly decaying. The first graph in the
figures displays Geweke diagnostics. Convergellce implies that tIle calculated
statistics sllould be within tl~e two lilles. The overall assessment is that the
cllains seem to have converged.

In the final specification, , Case 4, a strict factor model is assumed where
the time series dependence can differ across assets. Figure 3.1 displays the
posterior means of Pi, i == 1, ... , N. The posterior means are very different
across assets. Especially for the 30 industry portfolios. However, the posterior
standard deviations, not reported but available from the author on request,
indicates that a 90% highest posterior density region would again cover zero
in most cases.

In a Bayesian approach it is easy to make comparisons between t,he dif­
ferent assumptions regarding the idiosyncratic term. Table 3.3 presents the
comparison between the four cases. The marginal likelihoods are expressed in
log format. The natural log of the Bayes factor is the difference between the
log marginal likelihood for the best model in Case 2, 3 and 4 respectively and
the log marginal likelihood for the best model assun~ing a strict factor struc­
ture, Case 1. TIle results provide clear evidence in favor of an approximate
factor structure with time series dependence through a common AR(I) process

. across assets since the log Bayes factors are higllest for case 3. Exceptions are
fOUlld in the 30 industry portfolios during the second subperiod and in the 25
size and book-to-market portfolios in the first subperiod where the data favors
the strict factor structure.

4Due to the large number of parameters the diagnostics for the other parameters are not
reported but are available on request.
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Figure 3.1: Posterior means of Pi, i == 1, ... , N, Case 4.
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Table 3.3: Bayes factors: Case 2, 3 and 4 vs Case 1

123

17 Industry portolios
Time period Case 2 Case 3

196307-200412 74.30 1081.70
196307-198312 109.10 464.57
198401-200412 288.17 438.17

30 Industry portfolios

Tin1e period Case 2 Case 3

196307-200412 129.60 911.50
196307-198312 69.60 1143.12
198401-200412 396.50 316.10

Case 4

6.40
203.27
29.60

Case 4

23.00
1087.67

96.00

25 size and book-to-market portfolios

Time period

196307-200412
196307-198312
198401-200412

Case 2

659.10
375.70
176.30

Case 3

1514.40
311.32
274.30

Case 4

206.90
104.83
200.40

The table shows the natural log of the Bayes factor of
Case 2 to 4 versus Case 1. Case 1: The first specification
follows from the strict factor structure where ~ is as­
sumed to be diagonal. Case 2: The second follows from
the approxin1ate factor model where the assumption of
a diagonal covariance matrix is relaxed. Case 3: In the
third specification, tin1e series dependence is introduced
to the approximate factor model. Case 4: In the final
specification we return to the strict factor model where
the time series dependence can differ across assets.
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3.6 SUlllIllary and Conclusions

In this chapter a Bayesian framework is presented for examining the number
of factors in a multifactor pricing when the factors are unobserved. The de­
termillation of the number of factors is viewed as a model selection problem.
Furthermore, the assumption of a strict factor structure is relaxed and by let­
ting the error term follow an AR(l) process some time series dependence has
been allowed for.

Using industry portfolios and portfolios formed 011 size and book-to-market
4 to 6 pervasive factor were generally found. It seems like that when time series
dependence is introduced, the number of factors decreases. The data points
to an approximate factor structure with time series dependence through a
common AR(l) process across assets.

The 11l1mber of factors found is consistent with what other has found.
Connor and Korajczyk (1993) argue for a 3 to 6 factor model using monthly
returns NYSE and AMEX stocks over the period 1967 to 1991. In contrast
to other studies, this study does not only select the number of factor, but
also address model uncertainty. In particular, the model uncertainty is quite
substantial when a strict factor structure is assumed.
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4.1 Introduction
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In efficient markets, asset prices are assumed to fully reflect all available in­
formation in the market. Consequently, it should be impossible to earn risk
adjusted abnormal returns by exploiting investment strategies based on past
informatioll. However, several empirical studies suggest that past retllrns are
powerful predictors of future stock returns. For exanlple, Jegadeesh and Tit­
man (1993) documellt that over a span of three to 12 months, past winners
continue to outperform past losers by about 1%per month on average, showing
that there is "momentum" in stock prices. They state that one explanation
could be that investors, who follow a momentum strategy temporarily, move
prices away from their long run values. Conrad and Kaul (1998) find simi­
lar results as Jegadeesh and Titman (1993). Tllese papers are all based on
US stocks. Similar evidence in favor of the momentum effect has been doc­
umented for the European market by Rouwenhorst (1998) who shows that
abnormal returns to momentum strategies could be found in twelve European
markets. Evidellce on momentum has been found for emerging markets by
Rouwenhorst (1999) and van der Hart, Slagter, and vall Dijk (2001). Re­
cently, several authors have tried to link momentum to other factors than firm
specific ones. Moskowitz and Grinblatt (1999) ague that momelltunl can be
traced to industry factors and Lewellen (2002) extends the analysis to size and
book-to-market sorted portfolios.

While the momentum effect has been well documented, the cause of mo­
melltunl is still an open issue. Some have argued that the results provide
strong evidence of market inefficiency and otllers have argued that returns
from momentum strategies are compensation for risk. Finally, some claim
that tIle profit obtained from momentum strategies is the product of data­
snooping. The effect of data-snooping is probably the hardest to address since
empirical research is limited by data availability.

An important issue when evaluating a large set of trading rules is data­
snooping. As argued by Lo and MacKilllay (1990), the data-snooping bias can
be substantial in financial studies. Data-snooping occurs wIlen the same set
of data is used more than once for inference or nlodel selection. The problem
of data-snooping 11as been melltioned in several papers. Savin (1984) and
Lakonishok and Smidt (1984) have remarked that the actual size of at-test
that follows a search for tIle largest possible t-statistics can be very different
from its nominal size. To address the question of data mining in momentum
strategies Jegadeesh and Titman (2001) test for monlentllm using an extended
data set. They find that momentum strategies continue to be profitable at
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about the same magnitude as in the earlier period.

The main purpose of our paper is to extend and enrich the existing re­
search on momentum strategies by applying a procedure that permits us to
ascertain whether momentum is a product of data-snooping or a result of mar­
ket inefficiency. Hence, we investigate if a momentum strategy is superior to a
benchnlark model once the effects of data-snooping have been accounted for.
This procedure is known as the "Reality Check" which was devised by White
(2000) and utilized in Timmermann, White, and Sullivan (1998) to evalu­
ate simple technical tradi11g rules. A problenl associated with Wllite's Reality
Check is that the power of the test is sensitive to the inclusion of a poor model.
Tllis issue is addressed by Hansen (2004) who proposed a modified version of
White's test. In our paper we also implement Hansen's modification.

As noted above, many studies of monlentllm and weak nlarket efficiency
have been conducted on US data. Since the momentum effect is well doc­
umellted on US stock returns we will follow the recent trends and instead
consider portfolios formed on industries, size, book-to-nlarket and size/book­
to-market. In contrast to the US studies, the evidence on the Swedish stock
market is limited.! Therefore, this paper also examines the momentum effect
on Swedish stock returns and portfolios formed on size, book-to-market alld
industries. To our knowledge, this is the first time the momentum effect is
investigated USillg all stocks listed 011 the Stockholnl Stock Exchange.

This chapter is set out as follows. III Section 4.2, the data is presented and
Section 4.3 describes the momentum strategies tllat we follow in formulating
trading rules. In Section 4.4, White's Reality Check and the Hansen's modifi­
cation are explained. In Section 4.5, our results are discussed and, in Section
4.6, a conclusion is given.

4.2 Data

4.2.1 US Data

The US data consists of all NYSE, AMEX, a11d NASDAQ stocks ill the
"CRSP" database. The analysis considers the period July 1963 to Decem­
ber 2004. Furthermore, the tests are performed on portfolios formed 011 in­
dustry, size, book-to-market and size/book-to-market. Returns on portfolios

IThe only study we are aware of is Rouwenhorst (1998). However, Rouwenhorst (1998)
uses a limited set of stocks from the Stockholm Stock Exchange.
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were kindly provided by Kenneth French.2

Table A.la in the Appendix reports summary statistics for 17 industry
portfolios, 10 size and 10 book-to-market portfolios a11d the 25 size/book-to­
market portfolios. The average returns for the industry portfolios range from
0.699% to 1.153% resulting in a annualized spread of 5.448%. An F-test of
equal returns across industries is not rejected, suggesting there is little cross­
sectional variation in the industry sample means. The average returns for
the book-to-market and the size portfolios ra11ge from 0.815% to 1.299% and
0.867% to 1.180%, which result in annualized spreads of 5.808% and 3.756%,
respectively. Again, the null hypothesis of equal returns are not rejected.

The cross-sectional variation is larger in the size/book-to-market portfolios.
The annualized spread is 11.208%. However, the F-test of equal mean returns
is not rejected.

4.2.2 Swedish Data

The Swedish data consists of m011thly observatio11s on Swedish stock returns
over the period January 1979 to December 2003. The data is collected from the
"Trust" database and the sample includes all stocks listed on the Stockholm
Stock Exchange. The returns are corrected for dividends and capital changes
such as splits. However, a stock must have been traded for at least a period of
24 months to be eligible. To avoid double cOllnting in cases where companies
listed both voting and limited voting shares, the one that is most actively
traded is taken. The long time period covered and the large proportion of
listed companies and the explicit inclusion of delisted companies should make
the results robust to possible sample bias.

The portfolios are formed on book value to market value (BM), size (ME)
and industries. Size is measured by the market value, price per share times
shares outstanding, and the book value is the total value of stockholder's
equity. The book value used to form portfolios in June of year t is from the
fiscal year ending in the calender year t - 1 divided by the market value at the
end of December of t-l. The market value used to form size portfolios in June
of year t is the market value at the end of June of year t. Ten portfolios are
formed so stocks with the lowest and highest 10 percent value of the attribute
(BM or ME) are assigned to the portfolios Low and High respectively. Equally
weighted returns are then calculated from July to the following June.3 The

2A description of the data obtained from Kenneth French can be found at http://mba .
tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html.

3Using value-weighted portfolios yields the same results
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industry portfolios are value-weighted and cover the period 1977-1997 and
include all shares from the so-called" Al-listan" excluding banks and financial
firms. 4

Table A.2 in the Appendix shows the descriptive statistics for the Swedish
data. Starting with the size portfolios, we can see the common size effect, that
is, the Low size portfolio generates a higher return than the High size portfolio.
The annualized spread between the High and Low portfolio is 13.140 percent.
Performing an F-test results in a p-value equal to 0.72 and the null of equal
average returns is not rejected. TIle returns for the book-to-market and the
industry portfolios are lower. The annualized spreads are 10.176 percent and
10.476 percent respectively. The null of equal average returns is once again
not rejected.

4.3 Momentum Strategies

As in most of the literature on monlentum Ollr research is based on the method­
ology of the original work of Jegadeesh and Titman (1993). This consists of
identifying "Winner" and "Loser" portfolios according to their past perfor­
mance.

To form the momelltllnl strategies we have to specify the length of the
period over which we rank the assets k, the proportion of willners and losers
to include q, and the length of the period for holding the selected assets l.
Letting k == ki , i == 1, ... , K, l == li' i == 1, ... , L alld q == qi, i == 1, ... , Q
yields K QL different strategies. Let Rit be the net return for asset i in period
t, thell the return of each momentum strategy is calculated as follows.

1. Calculate the geometrically compounded return for asset i as

k

Rit(k) == II (1 + Ri,t-j) - 1,
j=l

t> k.

2. To construct the portfolios of winners and losers the assets according
to the returns calculated in Step 1 are sorted. TIle winner portfolio is
then formed by giving equal weight to the q percent assets with the
highest geometrically compounded return. Similarly, the loser portfolio
is formed by giving equal weight to the q percent assets with the lowest

4Data on industrial portfolios were kindly provided by B, Asgharian. More details about
the industrial portfolios can be found in Asgharian and Hansson (2003).
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geometrically conlpounded return. The momentum strategy generates
a zero-cost portfolio that buys the winners and sells the losers. This
position is held for the next l nl0nths.

3. Every month a new momeI1tunl portfolio is formed and the oldest mo­
mentum portfolio is retired. After an initial ranking period of length
K +L there are L different momentum portfolios. The return of the
strategy is the average return from all L portfolios that are held simul­
taneously during period t.

4. Working through the T periods there is a time series of monlenttlm
returns for each of the KLQ momentum strategies.

In the case where the assets are individual stocks, firms must have k mOllths
of past returns. Hence, if a firm is delisted during a ranking period, it is
excluded. No restriction is placed on survival going forward. If a stock is
delisted during the holding period, the liquidation proceeds are assumed to be
reinvested in the remaining stocks within the same portfolio until the end of
the period.

4.4 The Reality Check

Inlagille a large set of momentum trading rules. Our interest is to compare the
return of each strategy to that of the benchmark return. A null hypothesis
is formulated, where the momentum strategy with the largest return is not
any better than the benchmark return. If the null hypothesis is rejected,
there is at least one strategy that produces a significantly higher return tilall
the bellchnlark. Sillce the momentun1 portfolios are by construction zero-cost
portfolios tIle appropriate benchmark return is zero.

Formally, the testing proceeds as follows. Assume that there are returI1S
from N momentum strategies over T periods. Let a == [dl , ... , dNJ' be an
N x 1 vector of momentum average returns

A hypothesis about a N x 1 vector of moments J-l == [E(d l ), . .. ,E(dN)]' is
tested. An appropriate null hypothesis is that the strategy with tl1e highest
average return is no better thaI1 the benchmark. Hence, the null hypothesis is

Ho : max {E(dn ):::; O}.
n==-l, ... ,N
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The alterllative hypothesis is that the best strategy is superior to the
benchmark and if the null hypothesis is rejected, there must be at least one
strategy for which E(dn ) is positive.

White (2000) proposed the following test statistic for testing the null hy­
potllesis

RC ~ -Vmax == max {vT(dn )}.
n=l, ... ,N

(4.1)

Since the asymptotic distribution of V:;~ under the null hypothesis is non­
standard, White (2000) shows that this null hypothesis can be evaluated by
applying the stationary bootstrap of Politis and Romano (1994).5

The stationary bootstrap of Politis and Romano (1994) is based on
pseudo time-series of the original data, i.e, tIle momentum returns. Let ~b,

b == 1, ... ,B be T x 1 vectors of indexes constructed by combining blocks of
{I, ... ,T} with a random length. The block length follows a geometric distri­
bution with parameter p E (0,1] and all expected block length equal to 1/p.

The bootstrap samples are given by db,t == d~b,t' t == 1, ... ,T, which leads to
the sample averages db' b == 1, ... , B.

The bootstrap sample averages are used to construct the statistic

RC* ~ -* -Vmax b == max {v T (dn b - dn )},
, n=l, ... ,N '

b == 1, ... , B (4.2)

and White's Reality Check p-value is obtained as the fraction of times that
V:;~*b is larger than V~ for b == 1, ... , B. By USillg the maximum values
over ~ll N strategies, the estimated p-value is corrected for the effect of data­
snooping.

TIle inclusion of dn in (4.2) guarantees that the statistic satisfies the null
hypothesis for all n == 1, ... , N. However, this makes the null hypothesis the
least favorable to the alternative and a very conservative test.6 Consequently,
White's test may lack power. Hansen (2004) considers several adjustment to
White's test and proposes a test that is supposed to be more powerful and

5The bootstrap samples can also be generated by the block bootstrap of Kiinsch (1989).
The stationary bootstrap is used for two reasons. First, it generates stationary samples and
second it does not require the determination of an optimal block-length. Instead of using the
bootstrap, it is possible to use Monte Carlo simulation. In this case, one needs to estimate
n consistently, the covariance matrix of the returns. Then one samples returns from N(O, 0)
and the desired p-value can be obtained from the distribution of the extremes of N(O, 0).
In our case, the number of strategies exceeds the number of observations so the only feasible
implementation is the bootstrap. In addition, drawing from the empirical distribution has
the advantage that it does not rely on restrictive distributional assumptions.

6Note that all negative values of E(dn ) also conform with the null hypothesis
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less sensitive to poor and irrelevant alternatives. Based on Hansen's recom­
mendations, the statistic in (4.1) is modified as

v:SPA == max [ max vT(dn) 0]
max n==1, ... ,N Wn '

(4.3)

i == 0, ... ,T - 1

where w; is a consistent estimator of w; == Var(vTdn). The estimates of
w;, n == 1, ... , N, can be obtained from the bootstrap samples or from the
bootstrap population. Since the former usually reqllires a large number of
bootstrap samples Hansen's reconlmelldation has beell followed and the es­
timates based on the bootstrap population have been used, which is given
by

T-1

w~ = i'o,n + 2 L K,(T, t)i't,n
t==1

where
T-i

1~ - -
i't,n = T L..-J(dn,j - dn)(dn,j+i - dn),

j==1

are the empirical covariallces and the kerllel ullder the stationary bootstrap is
given by

T-i . iT·
K,(T, t) = ----r-(l- p)t + T(l - p) -to

Furthermore, Equation (4.2) is nl0dified as

SPA* _ [ ~ (d~'b - 9(dn )) ]
Vmax,b -max ~ax vT A ,0 ,

n-1, ... ,N Wn
b==l, ... ,B

where different functions g(.) will produce different bootstrap distributions
that are compatible with the null hypothesis. Hansen suggests three functions
that generate a consistent estimate of the p-value as well as an upper and a
lower bound. If g(dn ) == max{dn , O}, the null hypothesis is the nlore favorable
to the alternative and the corresponding p-value will be a lower bound for
the true value. If g(dn ) == dn as in Equation (4.2) a standardized version of
White's test is obtained witll a corresponding p-value, whicll can be viewed
as an upper bound for the true value. Finally, Hansen recommends the use

of g(dn ) = dn ' 1{dn2':-J(w~/T)21og1ogT} which leads to a consistent estimate of
the p-value.
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In our empirical section, four reality check p-values are reported: the White
Reality Check p-value, and the lower, the consistent and the upper bound p­
value of Hansen.

4.5 Empirical Results

This section evaluates tIle profitability of momentum investment strategies
described in the previous sections. In Section 4.5.1 we investigate the US data
and in section 4.5.2 the data from the Swedisll stock market is considered.

4.5.1 US Data

Tables 4.1a and 4.1b present the average returns on winner, loser and mo­
mentum portfolios between June 1965 and Decenlber 2004. Two years are
lost due to tIle initial ranking period. The ranking period is 6 months and 12
months and the holding period ranges from 3 to 12 months. The proportion
of winners/losers is 20 percent. In tIle 17 industry portfolios this corresponds
to 3. The portfolios ill Table 4.1a are formed at the end of the ranking pe­
riod. Because the bid-ask bounce can attenuate the continuatioll effect the
momentum returns are also calculated when the portfolio fornlation is delayed
relative to the ranking by one month. They are reported in Table 4.1b.

Table 4.1a reports the average returns for the loser and winner portfolios
and the momentum profits using different sets of portfolios. All momelltunl
profits are positive. The nlost successful zero-cost strategy selects assets based
on their returns over the past 12 months and then holds the portfolio for 3
months. Applying this strategy yields a profit equal to 0.62% for tIle size and
book-to-market portfolios and around 0.52% considering portfolios formed on
size and industry. The difference between losers and winners is smaller for
the book-to-market portfolios. Furthermore, the magnitude of tIle momelltunl
profits is consistellt with Moskowitz alld Grinblatt (1999) and Lewellen (2002)
except that they find a reversal in the industry portfolios for 9 or more montlls
after the formation. Finally, it seenlS that the monlentum portfolios based on
a 6-month ranking are more profitable than the momentum portfolios based
on a 12-month ranking for longer holding periods. An exception is the size
portfolios where the 12-month rallking always outperforms the shorter ranking
period.

Table 4.1b shows the average returns wIlen the portfolio formation is de­
layed relative to the ranking by one month. The average returns show the
same pattern as in the previous table. In general, the monlentum returns are
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Table 4.1a: US Data: Returns of Relative Strength Portfolios
Momentum portfolios are formed immediately after the ranking.

Industry Portfolios
Month after formation

Rank 3 4 5 6 7 8 9 10 11 12

Loser 0.91 0.94 0.95 0.89 0.85 0.81 0.80 0.81 0.82 0.83
6 Winner 1.12 1.16 1.17 1.20 1.23 1.24 1.22 1.12 1.19 1.17

Momentum 0.21 0.22 0.22 0.31 0.33 0.42 0.42 0.39 0.37 0.34

Loser 0.74 0.76 0.77 0.77 0.76 0.78 0.79 0.82 0.83 0.85
12 Winner 1.26 1.23 1.21 1.19 1.18 1.16 1.15 1.14 1.13 1.11

Momentum 0.52 0.47 0.43 0.42 0.42 0.38 0.36 0.32 0.29 0.26

Size Portfolios
Month after formation

Rank 3 4 5 6 7 8 9 10 11 12

Loser 1.02 1.01 1.02 1.0 0.98 0.96 0.96 0.95 0.95 0.96
6 Winner 1.20 1.20 1.21 1.23 1.25 1.26 1.26 1.26 1.26 1.26

Momentum 0.18 0.19 0.20 0.23 0.28 0.30 0.31 0.31 0.30 0.30

Loser 0.83 0.84 0.85 0.85 0.84 0.84 0.84 0.84 0.85 0.86
12 Winner 1.34 1.34 1.33 1.32 1.33 1.34 1.33 1.33 1.32 1.31

Momentum 0.52 0.50 0.48 0.47 0.48 0.50 0.50 0.49 0.47 0.45

Book-to-Market Portfolios
Month after formation

Rank 3 4 5 6 7 8 9 10 11 12

Loser 0.97 0.95 0.94 0.95 0.95 0.95 0.96 0.96 0.97 0.99
6 Winner 1.18 1.18 1.17 1.17 1.18 1.18 1.18 1.17 1.17 1.16

Momentum 0.21 0.23 0.23 0.23 0.23 0.23 0.22 0.21 0.20 0.18

Loser 0.94 0.98 1.01 1.03 1.05 1.07 1.08 1.09 1.10 1.10
12 Winner 1.24 1.23 1.22 1.20 1.19 1.18 1.19 1.18 1.17 1.16

Momentum 0.30 0.25 0.21 0.17 0.13 0.12 0.11 0.09 0.08 0.07

Size and Book-to-Market Portfolios
Month after formation

Rank 3 4 5 6 7 8 9 10 11 12

Loser 0.94 0.94 0.95 0.96 0.96 0.95 0.95 0.95 0.96 0.96
6 Winner 1.38 1.37 1.36 1.35 1.36 1.37 1.37 1.36 1.34 1.33

Momentum 0.44 0.42 0.40 0.39 0.41 0.43 0.42 0.40 0.38 0.36

Loser 0.83 0.86 0.88 0.89 0.90 0.90 0.91 0.92 0.93 0.94
12 Winner 1.45 1.42 1.39 1.37 1.36 1.35 1.34 1.32 1.30 1.28

Momentum 0.62 0.56 0.51 0.47 0.46 0.45 0.43 0.40 0.37 0.34
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higher when there is no lag between the ranking and the formation period.
This is especially the case for short holding periods. The difference decreases
when the holding period increases.

Next, we investigate whether momentum profits differ significantly from
tIle benchmark return when taking into account the effect of data-snooping.

Is Momentum Due to Data-Snooping?

The Reality Check is applied to a universe of momentum strategies. For a
given proportion of winner and loser portfolios q, we let the ranking k range
fronl 3 to 12 months and the holding period l range from 3 to 12 months. The
proportion of winner and loser portfolios is 10%, 20% and 30%. This results in
300 momentum portfolios. Since the industry contains 17 portfolios we cannot
take exactly 10%, 20% and 30% winners and losers. The same problem exists
for the 25 size-book/market 'portfolios. Instead, we take 2, 3 and 5, and 3,
5 and 8 loser/winner portfolios in industry and size-book/market. We also
consider two sub-samples, 1965:08-1983:12 and 1984:01-2004:12.

In Table 4.2a we report the result for testing the null hypothesis that
the best momentum strategy does not outperform the benchmark, which is
the zero returll. The momentum portfolios are formed immediately after the
ranking. The table reports the Reality Check p-values and the corresponding
nominal p-values (in brackets). The nominal p-value is the result of applying
the bootstrap to the best trading rule only. Hence, by using the nominal
p-value the effects of data-snooping are ignored and the difference between
the two p-values yields the magnitude of data-snooping bias. The number of
bootstrap samples is 10 000 and we set p == 0.5, which implies an expected
block length of 2 observations.7

Firstly, we note that the data-snooping bias is very substantial. Neglecting
the data-snooping effect means that we almost always reject the null hypoth­
esis at the 5% significance level, while the evidence is mixed when taking
account of data-snooping. Secondly, we note that the Reality Check p-values
are very similar, especially for the three versions of the Reality Check provided
by Hansen (2004).

Starting with the whole sample period, the momentum effect is significant
for the industry, size, and the size and book-to-market portfolios. The p­
values of Hansen are all lower than 1% while the p-values based on White

7We examined the robustness of the results with respect to p. It appears that our results
are insensitive to the choice of p.
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Table 4.1b: US Data: Returns of Relative Strength Portfolios
Momentum portfolios are formed one month after the ranking has take place.

Industry Portfolios
Month after fornlation

Rank 3 4 5 6 7 8 9 10 11 12

Loser 0.97 0.97 0.90 0.85 0.81 0.80 0.80 0.81 0.83 0.85
6 Winner 1.17 1.1 1.21 1.25 1.25 1.23 1.21 1.19 1.17 1.14

Momentum 0.20 0.20 0.31 0.39 0.44 0.44 0.40 0.38 0.34 0.29

Loser 0.78 0.79 0.79 0.78 0.79 0.81 0.83 0.85 0.86 0.87
12 Winner 1.21 1.19 1.17 1.16 1.14 1.13 1.12 1.11 1.10 1.07

Momentum 0.43 0.40 0.38 0.39 0.35 0.33 0.30 0.26 0.23 0.20

Size Portfolios
Month after formation

Rank 3 4 5 6 7 8 9 10 11 12

Loser 1.03 1.03 1.00 0.98 0.96 0.95 0.95 0.95 0.95 0.96
6 Winner 1.19 1.21 1.23 1.26 1.27 1.27 1.26 1.26 1.26 1.26

Momentum 0.17 0.19 0.23 0.28 0.31 0.31 0.32 0.31 0.31 0.29

Loser 0.86 0.87 0.86 0.85 0.85 0.84 0.85 0.86 0.87 0.87
12 Winner 1.32 1.31 1.31 1.32 1.33 1.33 1.32 1.31 1.30 1.30

Momentum 0.46 0.44 0.44 0.46 0.48 0.48 0.47 0.46 0.44 0.43

Book-to-Market Portfolios
Month after formation

Rank 3 4 5 6 7 8 9 10 11 12

Loser 0.95 0.94 0.94 0.95 0.95 0.95 0.96 0.97 0.99 1.01
6 Winner 1.16 1.15 1.16 1.17 1.18 1.17 1.17 1.17 1.16 1.14

Momentum 0.22 0.22 0.21 0.22 0.22 0.22 0.20 0.19 0.17 0.14

Loser 1.01 1.04 1.06 1.08 1.09 1.10 1.11 1.13 1.13 1.12
12 Winner 1.23 1.21 1.20 1.18 1.18 1.18 1.17 1.16 1.16 1.15

Momentum 0.22 0.17 0.1400 0.10 0.09 0.08 0.06 0.05 0.04 0.03

Size and Book-to-Market Portfolios
Month after formation

Rank 3 4 5 6 7 8 9 10 11 12
Loser 0.98 0.98 0.98 0.97 0.969 0.96 0.97 0.97 0.97 0.99

6 Winner 1.34 1.34 1.33 1.35 1.37 1.36 1.35 1.33 1.32 1.30
Momentum 0.37 0.36 0.35 0.38 0.41 0.40 0.3803 0.36 0.34 0.31

Loser 0.89 0.91 0.92 0.93 0.93 0.93 0.94 0.95 0.96 0.97
12 Winner 1.38 1.36 1.34 1.33 1.33 1.31 1.23 1.28 1.26 1.25

Momentum 0.49 0.45 0.41 0.41 0.40 0.38 0.36 0.33 0.31 0.28
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Table 4.2a: US Data: Reality Check
Momentum portfolios are formed immediately after the ranking.

Industry Portfolios

Time Period Hansenz Hansenc Hansenu White
196506-198312 0.011 (0.002) 0.013 (0.002) 0.013 (0.002) 0.021 (0.008)
198401-200412 0.190 (0.051) 0.213 (0.053) 0.213 (0.053) 0.308 (0.094)
196506-200412 0.009 (0.002) 0.009 (0.002) 0.009 (0.002) 0.038 (0.008)

Size Portfolios

Time Period Hansenz Hansenc Hansenu White
196506-198312 0.014 (0.001) 0.014 (0.001) 0.014 (0.0005) 0.013 (0.002)
198401-200412 0.016 (0.000) 0.016 (0.000) 0.016 (0.0003) 0.022 (0.004)
196506-200412 0.001 (0.000) 0.001 (0.000) 0.001 (0.000) 0.001 (0.000)

Book-to-Market Portfolios

Time Period Hansenz Hansenc Hansenu White
196506-198312 0.158 (0.020) 0.168 (0.021) 0.168 (0.0210 0.190 (0.071)
198401-200412 0.061 (0.001) 0.063 (0.001) 0.063 (0.001) 0.044 (0.009)
196506-200412 0.020 (0.001) 0.020 (0.001) 0.020 (0.001) 0.029 (0.007)

,Size and Book-to-Market Portfolios

Time Period Hansenz Hansenc Hansenu White
196506-198312 0.014 (0.000) 0.014 (0.000) 0.014 (0.000) 0.005 (0.002)
198401-200412 0.041 (0.003) 0.045 (0.003) 0.045 (0.003) 0.024 (0.008)
196506-200412 0.002 (0.000) 0.003 (0.000) 0.003 (0.000) 0.001 (0.000)

Hansenz, Hansenc and Hansenu corresponds to the lower, consistent and upper p-value
of Hansen (2004).



4.5. EMPIRICAL RESULTS 147

are higher but still rather low. For the book-to-market portfolios the Reality
Check p-values are between 2% and 3%.

COllsidering tIle two sub samples yields different results. Starting with the
period 1965:08-1983:12 similar results are obtained as for the whole sample
period. The p-values for the industry, size and size and book-to-market are all
lower than 2%. During the second period 1984:01-2004:12 we have the oppo­
site. The Reality Check p-values are between 19% and 30% for the industry
portfolios and around 5% for the size and book-to-market portfolios. The only
case where the p-values are low for both periods is when portfolios are formed
on size. Overall, the results in Table 4.2a indicate that the profitability of
nlomentum strategies is due to the higll profitability over the first half of the
sample period.

Table 4.2b shows the results when the Reality Check is applied to momell­
tum returns when the portfolios are formed one month after the ranking has
take place. The difference between Table 4.2a is that the p-values are a little
bit higher. However, the nlain results are the same.

It is well known that riskier investments generally yield higher returns than
investments that are free of risk. Hence, the result that that returns on winner
portfolios dominate returns on loser portfolios may be because the securities ill
the winner portfolio are riskier. However, using risk-adjusted returns does not
alter the results.8 Instead, risk-adjusted returns of momentum strategies are
significallt and frequently larger than the raw returllS of momentum strategies.
Therefore, the results are not reported but available from the authors on
request.

4.5.2 Swedish Data

Tables 4.3a and 4.3b present the average returns on winner, loser and mo­
mentum portfolios. Two years are lost due to the initial ranking period. The
ranking period is 6 months and 12 months and the holding period ranges from
3 to 12 months. The proportion of winners/losers is 20 percent. The sample
period for the individual stocks is January 1981 to December 2003 and the
sample period for the size portfolios is June 1981 to December 2003. The
sample for the book-to-market and industry portfolios starts in June 1982 and
ends in December 2003 and December 1997 respectively.

Starting with the individual stocks in Table 4.3a we first note that the loser
portfolio generates negative average returns. The winner returns have about

8We adjust for risk by using the CAPM benchmark and the Fama-French three factor
model benchmark.
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Table 4.2b: US Data: Reality Check
Momentum portfolios are formed one month after the ranking take place.

Industry Portfolios

Time Period Hansenz Hansenc Hansenu White
196506-198312 0.025 (0.002) 0.025 (0.02203) 0.025 (0.022) 0.030 (0.010)
198401-200412 0.180 (0.041) 0.215 (0.045) 0.215 (0.045) 0.255 (0.078)
196506-200412 0.018 (0.001) 0.010 (0.001) 0.019 (0.001) 0.019 (0.004)

Size Portfolios

Time Period Hansenz Hansenc Hansenu White
196506-198312 0.015 (0.000) 0.015 (0.000) 0.015 (0.000) 0.012 (0.003)
198401--200412 0.019 (0.000) 0.019 (0.000) 0.019 (0.000) 0.018 (0.001)
196506-200412 0.001 (0.000) 0.001 (0.000) 0.001 (0.0001) 0.001 (0.000)

Book-to-Market Portfolios

Time Period Hansenz Hansenc Hansenu White
196506-198312 0.161 (0.021) 0.181 (0.025) 0.181 (0.025) 0.191 (0.078)
198401-200412 0.133 (0.009) 0.142 (0.010) 0.142 (0.001) 0.151 (0.041)
196506-200412 0.036 (0.002) 0.037 (0.002) 0.037 (0.002) 0.678 (0.017)

Size and Book-to-Market Portfolios

Time Period Hansenz Hansenc Hansenu White
196506-198312 0.039 (0.001) 0.039 (0.001) 0.039 (0.001) 0.015 (0.005)
198401-200412 0.055 (0.004) 0.064 (0.005) 0.064 (0.005) 0.047 (0.014)
196506-200412 0.011 (0.000) 0.011 (0.000) 0.011 (0.000) 0.004 (0.002)

Hansenz, Hansenc and Hansenu corresponds to the lower, consistent and upper p-value
of Hansen (2004).



4.5. EMPIRICAL RESULTS 149

Table 4.3a: Swedish Data: Returns of Relative Strength Portfolios
Momentum portfolios are formed immediately after ranking.

Individual Stocks
Month after formation

Rank 3 4 5 6 7 8 9 10 11 12

Loser -1.06 -1.04 -1.01 -0.97 -0.96 -0.95 -0.92 -0.89 -0.84 -0.80
6 Winner 1.22 1.16 1.10 1.04 1.00 0.96 0.92 0.88 0.83 0.79

Momentum 2.28 2.20 2.10 2.01 1.96 1.91 1.84 1.77 1.67 1.59

Loser -1.12 -1.11 -1.06 -1.04 -1.00 -0.96 -0.91 -0.87 -0.82 -0.77
12 Winner 1.20 1.12 1.04 0.97 0.91 0.85 0.79 0.74 0.71 0.69

Momentum 2.32 2.23 2.10 2.01 1.91 1.81 1.70 1.61 1.53 1.46

Size Portfolios
Month after formation

Rank 3 4 5 6 7 8 9 10 11 12

Loser 1.38 1.43 1.44 1.45 1.48 1.49 1.50 1.52 1.52 1.52
6 Winner 1.93 1.94 1.89 1.86 1.87 1.86 1.88 1.88 1.87 1.86

Momentum 0.55 0.51 0.45 0.41 0.39 0.37 0.38 0.36 0.35 0.34

Loser 1.42 1.43 1.46 1.49 1.52 1.52 1.56 1.59 1.60 1.60
12 Winner 2.03 2.02 2.00 1.98 1.96 1.94 1.93 1.9-0 1.88 1.86

Momentum 0.61 0.59 0.56 0.49 0.44 0.42 0.36 0.31 0.28 0.26

Book-to-Market Portfolios
Month after formation

Rank 3 4 5 6 7 8 9 10 11 12

Loser 1.44 1.47 1.46 1.46 1.48 1.49 1.49 1.50 1.56 1.49
6 Winner 1.65 1.68 1.64 1.65 1.68 1.69 1.72 1.71 1.72 1.72

Momentum 0.21 0.21 0.18 0.19 0.20 0.20 0.224 0.21 0.16 0.23

Loser 1.39 1.42 1.44 1.45 1.46 1.46 1.47 1.48 1.47 1.47
12 Winner 1.78 1.78 1.76 1.76 1.75 1.76 1.76 1.75 1.74 1.75

Momentum 0.39 0.36 0.32 0.31 0.29 0.30 0.29 0.27 0.27 0.28

Industry Portfolios
Month after formation

Rank 3 4 5 6 7 8 9 10 11 12

Loser 1.22 1.20 1.171 1.133 1.123 1.133 1.118 1.098 1.093 1.101
6 Winner 1.84 1.83 1.791 1.763 1.757 1.774 1.761 1.745 1.727 1.693

Momentum 0.62 0.63 0.620 0.631 0.634 0.641 0.642 0.647 0.633 0.593

Loser 1.08 1.04 1.04 1.07 1.12 1.12 1.14 1.17 1.18 1.20
12 Winner 1.86 1.85 1.83 1.78 1.77 1.73 1.70 1.66 1.63 1.60

Momentum 0.79 0.81 0.79 0.71 0.65 0.61 0.56 0.49 0.45 0.40
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the same magnitude but they are all positive. The profit for a 12 month rank­
ing and a 3 month holding is 2.318% and 2.283% when 6 months is used for
the ranking. Turning to the portfolios in Table 4.3a we note that the profits
fronl the monlentum strategies are positive but they are lower than the mo­
mentum profits for the individual stocks. Sorting stock by industries generates
the highest profit anl01lg tIle different portfolios. Whell we consider portfolios
formed on size we note that the loser returns increase and the winner returns
decrease for longer holding periods. The momentum returns are, however, still
positive 12 months after the formation for both the 6- and 12-month ranking.
Mom€ntum returns based on a 12 month ranking decrease when the number
of months after the formation increases. The strategies based on a 6 nlonth
ranking show a similar pattern except for the book-to-market and industry
portfolios where the momentum returns do not change much for the different
holding periods. Finally, the momentum returns based on a 6-month ranking
are more profitable than the momentum portfolios based on a 12-month rank­
ing for longer holding periods. An exception is the book-to-market portfolios.

Table 4.3b shows the returll when there is a one-month lag between the
formation period and the ranking period. The momentum profits are abollt
the same magnitude as in Table 4.3a. Next, we examine whether the profits
are significant using the Reality Check.

Is Momentum Due to Data-Snooping?

The Reality Check is applied to a universe of momentunl strategies in a similar
way as for the US data. The ranking and holding period range from 3 to 12
months, respectively and the proportion of winner and loser stocks is 10%, 20%
and 30%. Two sub-samples are also cOllsidered. The test results are displayed
in Tables 4.4a and 4.4b. The tables reports the Reality Check p-values and
the corresponding nominal p-values (in brackets). The number of bootstrap
samples is 10 000 and the expected block lengtll is 2 observations.

Table 4.4a reports the estimated p-values when momentum portfolios are
formed immediately after the ranking has taken place. The very low p-values
for the individual stocks illdicate that at least one of the momentum strategies
yields a higher return than the benchmark. Furthermore, the null hypothesis of
no momentum effect is rejected in the two sub-samples. Hence, there is strong
evidence in favor of the monlentum effect in individual stocks for the Swedish
market. Even if the nominal p-values differ from the corrected ones, the same
conclusion is drawn from both sets of p-values. Next, we examine whether the
momentum anomaly is present when stocks are sorted into different portfolios.

Interestingly, the momentum effect for the different portfolios is not that
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Table 4.3b: Swedish Data: Returns of Relative Strength Portfolios
Momentum portfolios are formed one n10nth after the ranking .

Individual Stocks
Month after formation

Rank 3 4 5 6 7 8 9 10 11 12

Loser -1.11 -1.05 -1.00 -0.98 -0.97 -0.93 -0.90 -0.84 -0.79 -0.75
6 Winner 1.15 1.08 1.02 0.97 0.93 0.89 0.85 0.80 0.76 0.72

Momentum 2.26 2.12 2.02 1.95 1.90 1.81 1.74 1.64 1.55 1.47

Loser -1.18 -1.11 -1.07 -1.02 -0.98 -0.92 -0.87 -0.81 -0.76 -0.72
12 Winner 1.09 1.00 0.93 0.86 0.80 0.74 0.69 0.66 0.64 0.63

Momentum 2.27 2.11 2.00 1.88 1.77 1.66 1.56 1.47 1.40 1.35

Size Portfolios
Month after formation

Rank 3 4 5 6 7 8 9 10 11 12

Loser 1.45 1.45 1.46 1.49 1.50 1.52 1.53 1.53 1.53 1.55
6 Winner 1.91 1.86 1.85 1.84 1.84 1.86 1.86 1.86 1.85 1.83

Momentum 0.47 0.41 0.39 0.36 0.34 0.34 0.33 0.33 0.32 0.29

Loser 1.42 1.46 1.500 1.53 1.53 1.58 1.60 1.62 1.62 1.63
12 Winner 2.01 2.00 1.98 1.95 1.93 1.91 1.88 1.86 1.85 1.82

Momentum 0.59 0.54 0.48 0.42 0.40 0.34 0.28 0.25 0.23 0.19

Book-to-Market Portfolios
Month after formation

Rank 3 4 5 6 7 8 9 10 11 12

Loser 1.45 1.44 1.45 1.47 1.48 1.49 1.50 1.50 1.49 1.49
6 Winner 1.69 1.63 1.66 1.69 1.70 1.73 1.72 1.73 1.72 1.71

Momentum 0.24 0.19 0.21 0.22 0.22 0.24 0.20 0.23 0.23 0.22

Loser 1.42 1.44 1.46 1.46 1.47 1.48 1.49 1.46 1.48 1.47
12 Winner 1.81 1.79 1.78 1.77 1.78 1.77 1.76 1.75 1.76 1.76

Momentum 0.39 0.35 0.33 0.30 0.31 0.29 0.27 0.28 0.28 0.30

Industry Portfolios
Month after formation

Rank 3 4 5 6 7 8 9 10 11 12

Loser 1.14 1.12 1.09 1.08 1.10 1.09 1.07 1.066 1.076 1.11
6 Winner 1.80 1.76 1.73 1.73 1.75 1.74 1.73 1.708 1.673 1.64

Momentum 0.66 0.64 0.65 0.65 0.65 0.66 0.66 0.642 0.597 0.53

Loser 0.98 0.99 1.04 1.10 1.11 1.13 1.16 1.18 1.200 1.23
12 Winner 1.85 1.83 1.76 1.75 1.71 1.68 1.64 1.60 1.58 1.56

Momentum 0.87 0.84 0.73 0.66 0.60 0.56 0.49 0.42 0.38 0.33
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Table 4.4a: Swedish Data:Reality Check
Momentum portfolios are formed immediately after the ranking.

Individual Stocks

Time Period Hansenz Hansenc Hansenu White
198101-199212 0.011 (0.004) 0.011 (0.004) 0.011 (0.004) 0.009 (0.007)
199301-200312 0.011 (0.001) 0.012 (0.001) 0.012 (0.001) 0.004 (0.002)
198101-200312 0.001 (0.000) 0.001 (0.000) 0.001 (0.000) 0.000 (0.000)

Size Portfolios

Time Period Hansenz Hansenc Hansenu White
198106-199212 0.065 (0.011) 0.079 (0.011) 0.079 (0.011) 0.075 (0.026)
199301-200312 0.109 (0.017) 0.111 (0.017) 0.111 (0.017) 0.099 (0.034)
198106-200312 0.024 (0.005) 0.033 (0.005) 0.033 (0.005) 0.014 (0.006)

Book-to-Market Portfolios

Time Period Hansenz Hansenc Hansenu White
198205-199212 0.156 (0.004) 0.156 (0.004) 0.156 (0.004) 0.131 (0.024)
199301-200312 0.290 (0.069) 0.311 (0.079) 0.311 (0.079) 0.264 (0.117)
198206-200312 0.151 (0.024) 0.170 (0.024) 0.171 (0.024) 0.141 (0.054)

Industry Portfolios

Time Period Hansenz Hansenc Hansenu White
198206-198912 0.039 (0.013) 0.040 (0.013) 0.040 (0.013) 0.117 (0.038)
199001-199712 0.308 (0.083) 0.308 (0.083) 0.308 (0.083) 0.230 (0.108)
198206-199712 0.068 (0.008) 0.088 (0.008) 0.088 (0.008) 0.101 (0.017)

Hansenz, Hansenc and Hansenu corresponds to the lower, consistent and upper p-value
of Hansen (2004).
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strong as for the individual stocks. The estimated p-values for the book-to­
market portfolios are all greater than 13% which indicates that no momen­
tum strategy generates a higher return than the benchmark. The momentum
strategies when portfolios are formed on size and industry seem to be more
profitable during the first sub-sample, June 1981 to December 1992 and June
1982 to December 1989. However, as for the individual stocks, the evidence
is not that strong. The p-values for the size portfolios are around 7% and for
the industry portfolios around 4% for Hansen's versiOllS and 13% for White's
version.

Overall, Table 4.4a reveals several interesting issues. Firstly, the momen­
tum effect seems to be very strong for the individual stocks, but weak or even
non existent when stocks are sorted into portfolios. Secondly, and perhaps
more importantly, the data-snooping bias is very substantial. Neglecting the
effect of data-snooping means that we almost always reject the null hypothesis
of no momentum effect for the size, book-to-market and industry portfolios.

Table 4.4b shows the results when the Reality Check is applied to mo­
mentum returns when the portfolios are formed one month after the ranking
has taken place. The results for the individual stocks are very similar or even
more stronger in favor of a momentum effect. The main results regarding the
portfolios remain the same.

Momentum profits of risk-adjusted returns are very similar to the profits
obtained on raw returns and the adjustment only serve to strengthen the
previous results. Therefore, the results are not reported but available from
the authors on request.

An important issue when evaluating different trading strategies is trans­
action costs. This is especially the case when considering individual stocks.
However, incorporating the transaction cost, which will reduce the profits,
is not straightforward. For example, institutional traders can often secure
trade discounts relative to individual retail investors. Furthermore, stocks
with smaller market capitalization are more likely to be traded at a wider
bid-ask spread, conlpared to firms witll larger market capitalization.
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Table 4.4b: Swedish Data:Reality Check
Momentum portfolios are formed one month after the ranking take place.

Individual Stocks

Time Period Hansenz Hansenc Hansenu White
198101-199212 0.007 (0.002) 0.007 (0.002) 0.007 (0.002) 0.006 (0.005)
199301-200312 0.005 (0.001) 0.007 (0.002) 0.007 (0.002) 0.005 (0.003)
198101-200312 0.001 (0.000) 0.001 (0.000) 0.001 (0.000) 0.001 (0.000)

Size Portfolios

Time Period Hansenz Hansenc Hansenu White
198106-199212 0.051 (0.009) 0.051 (0.009) 0.051 (0.009) 0.041 (0.019)
199301-200312 0.109 (0.015) 0.119 (0.016) 0.119 (0.016) 0.179 (0.036)
198106-200312 0.025 (0.001) 0.025 (0.001) 0.025 (0.001) 0.016 (0.004)

Book-to-Market Portfolios

Time Period Hansenz Hansenc Hansenu White
198205-199212 0.156 (0.009) 0.196 (0.016) 0.196 (0.016) 0.108 (0.043)
199301-200312 0.324 (0.054) 0.325 (0.054) 0.325 (0.054) 0.180 (0.083)
198206-200312 0.151 (0.008) 0.151 (0.008) 0.151 (0.008) 0.071 (0.028)

Industry Portfolios

Time Period Hansenz Hansenc Hansenu White
198206-198912 0.043 (0.023) 0.046 (0.023) 0.046 (0.023) 0.102 (0.048)
199001-199712 0.298 (0.076) 0.308 (0.083) 0.308 (0.083) 0.228 (0.098)
198206-199712 0.074 (0.004) 0.078 (0.004) 0.078 (0.004) 0.111 (0.028)

Hansenz, Hansenc and Hansenu corresponds to the lower, consistent and upper p-value
of Hansen (2004).
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This paper explores the profitability of momentum strategies. Two data sets
are c011sidered. The first set of data consists of all NYSE, AMEX, and NAS­
DAQ stocks on the CRSP database. The analysis considers the period from
July 1963 to December 2004 and tl1e tests are performed on portfolios formed
on industry, size, book-to-market and double sorted on size and book-to­
market. The second set of data C011Sist of all stocks listed on the Stockholm
Stock Excha11ge over the period January 1979 to December 2003 and the tests
are performed on individual stocks and on portfolios formed on size, book-to­
market and industry.

The departure fron1 earlier studies lies in the way we test for profitability.
To avoid the serious problem of data-snooping we apply the procedure pro­
vided by White (2000) and the modified version provided by Hansen (2004).
Hence, we examine whetl1er a momentum strategy is superior to a benchmark
model once the effects of data-snooping have been accounted for.

For the US data there is strong evidence of a momentun1 effect where an
investor takes a long position in the winner portfolio and a short position in
the loser portfolio. Hence, we reject the hypothesis of weak market efficiency.
By splitting the sample into two parts, 1965:08 to 1983:12 and 1984:01 to
2003:12, we find that the momentum strategy was profitable during the first
period and not during the second. The overall significance is thus driven by
events in the earlier part of the sample and it appears that the market has
become more efficie11t.

To our knowledge, this paper is the first one that examine the momentun1
effect using all stocks listed on the Stockholm Stock Exchange. The long time
period covered and the explicit inclusion of delisted con1panies should make the
reslLlts free from possible sample bias. The results indicates that momentum
strategies based on individual stocks generate positive and significant profits.
The same result is obtained when two sub-samples are considered. Hence, we
reject the hypothesis of weak market efficiency. Interestingly, a very weak or no
momentum effect can be found when stocks are sorted by size, book-to-market
and industry.

Finally, and perhaps most importantly, our results show that data snooping
bias can be very substantial. In this study, neglecting the problem would lead
to very different conclusions.
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Table A.1a: Descriptive statistics: US Data
Industry

Portfolio Average Return Std.dev

Food 1.135 4.531
Mining and Minerals 0.884 6.362
Oil 1.034 5.246
Textiles 0.955 6.119
Consumer Durables 1.028 5.757
Chemicals 0.887 5.308
Drugs, Soap, Tobacco 1.153 4.817
Construction 0.973 5.869
Steel 0.699 6.369
Fabricated Products 0.898 5.423
Machinery Equipment 0.946 6.534
Automobiles 0.871 6.031
Transportation 0.991 5.902
Utilities 0.773 4.131
Retail Stores 1.062 5.601
Finance 1.045 5.108
Other 0.866 5.034

Book-to-Market
Portfolio Average return Std.dev

Low 0.8152 5.3385
2 0.9340 4.8461
3 0.9458 4.8024
4 0.9305 4.7247
5 0.9552 4.4304
6 1.0728 4.4267
7 1.1496 4.3656
8 1.190 4.3586
9 1.2441 4.6578
High 1.2996 5.4573

Size
Portfolio Average return Std.dev

Small 1.1802 6.4667
2 1.1310 6.3371
3 1.1529 6.0494
4 1.1161 5.8716
5 1.1466 5.5599
6 1.0408 5.3194
7 1.0690 5.1775
8 1.0418 5.0764
9 0.9728 4.6413
Large 0.8675 4.3398
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Table A.1b: Descriptive statistics: US Data
25 Size-book-to-market

Size ElM Average Return Std.dev

Small Low 0.632 8.276
2 1.200 7.087
3 1.280 6.110
4 1.491 5.675

High 1.566 5.944
2 Low 0.801 7.561

2 1.063 6.114
3 1.326 5.405
4 1.389 5.173

High 1.422 5.759
3 Low 0.830 6.904

2 1.143 5.503
3 1.155 4.974
4 1.288 4.724

High 1.433 5.377
4 Low 0.955 6.158

2 0.931 5.196
3 1.131 4.892
4 1.255 4.681

High 1.346 5.414
Large Low 0.883 4.877

2 0.911 4.599
3 0.951 4.375
4 1.056 4.308

High 1.019 4.799
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Table A;2: Descriptive statistics: Swedish Data
Size

Portfolio Average Return Std.Dev

Low 2.510 9.552
2 1.694 7.578
3 1.845 7.522
4 1.499 6.971
5 1.507 6.822
6 1.386 6.861
7 1.378 6.672
8 1.388 6.506
9 1.410 6.184
High 1.415 6.305

Book-to-Market
Portfolio Average Return Std.Dev

Low 1.181 6.380
2 1.503 6.223
3 1.272 6.929
4 1.387 6.197
5 1.407 6.512
6 1.484 6.455
7 1.410 6.551
8 1.872 7.738
9 1.386 6.988
High 2.029 8.499

Industry
Portfolio Average Return Std.Dev

Low 1.009 9.725
2 1.567 7.896
3 1.882 8.538
4 1.669 7.218
5 1.532 7.714
6 1.335 9.161
7 1.322 8.934
8 1.734 7.319
9 1.205 5.832
High 1.706 8.337

163





EFI, The Economic Research Institute

Reports since 2000
A complete publication list can befound at www.hhs.se/eji

Published in the language indicated by the title.

2005

Books
Andersson, Per, Susanne Hertz and Susanne Sweet (eds). Perspectives on market networks­
boundaries and new connections.
Charpentier, Claes. IT inom omsorgen. Forvantade effekter av infOrande av IT-systemfOr
utfOrarna inom aldre- och handikappomsorgen.
Lind, Johnny och Goran Nilsson (redaktorer). Ekonomistyrningens metoder, sammanhang och

utveckling - En vanbok till Lars A Samuelson.
Samuelson, Lars A. Organizational governance and control- a summary ofresearch in the

Swedish society.

Dissertations
Andersson, Martin. Making 'a Difference - Project Result Improvement in Organizations.
Arvidsson, Per. Styrning med beloningssystem - Tvafallstudier om effekter av

beloningssystem som styrmedel.
Berns, Rudolfs. Essays in International Macroeconomics.
Berg-SuulWee, Ulrika. Nya trender, nya namnder - effekter av en stadsdelsnamndsreform

inom kultur och fritid.
Bjorkman, Hans. Learningfrom members - Tools for strategic positioning and service

innovation in trade unions.
Bodnaruk, Andriy. Essays in Empirical Corporate Finance and Portfolio Choice.
Clapham, Eric. Essays in Real Estate Finance.
Dareblom, Jeanette. Prat, politik och praktik - Om individers moten med strukturer i en

kommunal satsningpo' kvinnors jOretagande.
Hjelstrom, Anja, Understanding International Accounting Standard Setting - A Case Study of

lAS 12, Accountingfor Deferred Tax.
Hortlund, Per. Studies on Swedish Banking 1870-2001.
Lindahl, Therese. Strategic and Environmental Uncertainty in Social Dilemmas.
Linnarsson, Hakan. Alliancefor Innovation. A structural perspective on new business

development in cooperative ventures.
Madestam, Andreas. Developing Credit Markets
Nilsson, Roland. The Market Impact ofShort-Sale Constraints.
Nordfalt, Jens. Is consumer decision-making out ofcontrol? Non-conscious influences on the
consumer decision-making process for fast moving consumer goods.
Nordin, Fredtik. Externalising Services - Walking a Tightrope between Industrial and Service

Logics.
Simbanegavi, Witness. Price Discrimination, Advertising and Competition.
Thodenius, Bjorn. Anvandning av ledningsinformationssystem: en longitudinell studie av

svenska storfOretag.
Tolis, Christofer. Framing the Business - Business Modellingfor Business Development.
Ostberg, Per. Corporate Disclosure and Investor Recognition.



EFL The Economic Research Institute, Publications since 2000

2004

Books
Ahrne, Goran och Nils Brunsson (red). Regelexplosionen.
Lind, Johnny. Strategi och ekonomistyrning. En studie av sambanden mellan koncernstrategi,

affiirsstrategi och ekonomistyrning.
Lind, Johnny och Walter Schuster (red). Redovisningens teori, praktik och pedagogik. En

viinbok till Lars Ostman.
Sev6n, Guje och Lennart Sjoberg (red). Emotioner och viirderingar i niiringslivet. EFls

Arsbok 2004.
Wijkstrom, Filip and Stefan Einarsson. Foundations in Sweden - Their scope, roles and

visions.

Dissertations
Anderson, Anders. Essays in Behavioral Finance.
Balsvik, Gudrun. Information Technology Users: Studies o/SelfEfficacy and Creativity

among Swedish Newspaper Journalists.
Blix, Magnus. Essays in Mathematical Finance - Modelling the Futures Price.
Gonzalez Gomez, Andres. Nonlinear dynamics and smooth transition models.
Gronqvist, Erik. Selection and Moral Hazard in Health Insurance: Taking Contract Theory to

the Data.
Ivarsson Westerberg, Anders. Papperspolisen - varfOr okar administrationen i moderna

organisationer.
Jutterstrom, Mats. Attpaverka beslut - fijretag i EUs regelsiittande.
Jonsson, Kristian. Macroeconomic Aspects 0/Capital Flows to Small Open Economies in

Transition.
Larsson, Par. Foriindringens villkor. En studie av organisatoriskt liirande och fijriindring

inom skolan.
Lagerwall, Bjorn. Empirical Studies 0/Portfolio Choice and Asset Prices.
Malmsten, Hans. Properties and Evaluation o/Volatility Models.
Marshall, Cassandra. Dating/or Innovation. Creating and Recognizing Opportunities through

Collaborative Interorganizational Relationships in Fluid Environments.
Mattsson, Susanna. Pa griinsen mellan ordning och oordning - tingens betydelse vid

marknadsombildningar. En studie av svenska postviisendets ombildning under 1990-talet.
Nilsson, Charlotte. Studies in Environmental Economics: Numerical Analysis o/Greenhouse

Gas Policies.
Nilsson, Hans. Medborgaren i styrsystemet - beskrivning av VAD och HUR i styrning av

kommunal verksamhet.
Nystedt, Jens. Competition, Regulation and Integration in International Financial Markets.
Pajuste, Anete. Corporate Governance and Controlling Shareholders.
Richtner, Anders. Balancing Knowledge Creation. Organizational Slack and Knowledge

Creation in Product Development.
Salabasis, Mickael. Bayesian Time Series and Panel Models - Unit Roots, Dynamics and

Random Effects.
Sandberg, Rickard. Testing the Unit Root Hypothesis in Nonlinear Time Series and Panel

Models.
Skallsjo, Sven. Essays on Term Structure and Monetary Policy.
Strikholm, Birgit. Essays on Nonlinear Time Series Modelling and Hypothesis Testing.
Soderstrom, John. Fran Produkt till Tjiinst. Utveckling av affiirs- och miljostrategier i

produktorienteradefijretag.



EFI, The Economic Research Institute, Publications since 2000

Talia, Krim. The Scandinavian Currency Union, 1873-1924 - Studies in Monetary
Integration and Disintegration.

2003

Books
Lundahl, Mats (editor). Globalization and Its Enemies. EFIs Arsbok 2003.
Sundgren, Bo, Par Martensson, Magnus Mahring and Kristina Nilsson (editors). Exploring

Patterns in Information Management. Concepts and Perspectives for Understanding IT­
Related Change.

Dissertations
Andersson, Henrik. Valuation and Hedging ofLong-Term Asset-Linked Contracts.
Bergman, Malin. Essays on Human Capital and Wage Formation.
Damsgaard, Nielas. Deregulation and Regulation ofElectricity Markets.
Eklund, Bruno. Four Contributions to Statistical Inference in Econometrics.
Hakkala, Katariina. Essays on Restructuring and Production Decisions in Multi-Plant Firms.
Holgersson, Charlotte. Rekrytering avjOretagsledare. En studie i homosocialitet.
Ivaschenko, Iryna. Essays on Corporate Risk, U.S. Business Cycles, International Spillovers

ofStock Returns, and Dual Listing.
Lange, Fredrik. Brand Choice in Goal-derived Categories - What are the Determinants?
Le Coq, Chloe. Quantity Choices and Market Power in Electricity Market.
Magnusson, Peter R. Customer-Oriented Product Development - Experiments Involving

Users in Service Innovation.
Meisiek, Stefan. Beyond the Emotional Work Event Social Sharing ofEmotion in

Organizations.
Mmensson, Anders. Managing Mission-Critical IT in the Financial Industry.
Nilsson, Goran. Processorientering och styrning - RegIer, mal eller varderingar?
Sandberg, Robert. Corporate Consultingfor Customer Solutions Bridging Diverging Business

Logics.
Sturluson, Jon Thor. Topics in the Industrial Organization ofElectricity Markets.
Tillberg, lTlrika. Ledarskap och samarbete - En jamjOrande fallstudie i tre skolor.
Waldenstrom, Daniel. Essays in Historical Finance.
Wallen, Ulrika. Effektivitet i grundskolan i anslutning till en stadsdelsniimndsreform.
Ogren, Anders. Empirical Studies in Money, Credit and Banking - The Swedish Credit

Market in Transition under the Silver and the Gold Standards, 1834-1913.

2002

Books
Schuster, Walter. Foretagets Valutarisk - En studie av horisontella och vertikala

styrprocesser.
Sjostrand, Sven-Erik oeh Pernilla Petrelius. Rekrytering av koncernstyrelsen­

NomineringsjOrfaranden och styrelsesammansiittning med/okus po' kvinnors stiillning och
mojligheter. EFIISNS Forlag

Lowstedt, Jan oeh Bengt Stymne (red). Scener ur ett jOretag - Organiseringsteori jOr
kunskapssamhiillet. EFIs Arsbok 2002.EFI/Studentlitteratur.

Dissertations
Barinaga, Ester. Levelling Vagueness - A Study ofCultural Diversity in an International

Project Group.



EFI, The Economic Research Institute, Publications since 2000

Berglund, Johan. De otillriickliga - En studie av personalspecialisternas kamp jOr
erkiinnande och status.

Bolander, Pemilla. Anstiillningsbilder och rekryteringsbeslut.
Damjanovic, Tatiana Essays in Public Finance.
Ekman, Mattias. Studies in Health Economics - Modelling and Data Analysis ofCosts and

Survival.
Heyman, Fredrik. Empirical Studies on Wages, Firm Performance and Job Turnover.
Kallifatides, Markus._Modern jOretagsledning och omoderna fOretagsledare.
Kaplan, Michael. Acquisition ofElectronic Commerce Capability - The Cases ofCompaq and

Dell in Sweden.
Mahring, Magnus. IT Project Governance.
Nilsson, Mattias. Essays in Empirical Corporate Finance and Governance.
Schenkel, Andrew. Communities ofPractice or Communities ofDiscipline - Managing

Deviations at the @resund Bridge.
Skogsvik, Stina. Redovisningsmatt, viirderelevans och informationseffektivitet.
Sunden, David. the Dynamics ofPension Reform.
Temstrom, Ingela. The Management ofCommon-Pool Resources - Theoretical Essays and

Empirical Evidence.
Tullberg, Jan. Reciprocitet - Etiska normer och praktiskt samarbete.
Westling, Gunnar. Balancing Innovation and Control- The Role ofFace-to-face Meetings in

Complex Product Development Projects.
Viklund, Mattias. Risk Policy - Trust, Risk Perception, and Attitudes.
Vlachos, Jonas. Risk Matters - Studies in Finance, Trade and Politics.

2001

Books
Sjostrand, Sven-Erik. Centerfor Management and Organization 50 (1951-2001).
Charpentier, Claes. UppjOljning av kultur- och fritidsfOrvaltningen efter stadsdelsniimnds-

reforrnen.
Hedlund, Andreas. Konsumentens erfarenhet - och dess inverkan pa livsmedelsinkop po'

Internet.
Hvenmark, Johan. VarfOr slocknar elden? Om utbriindhet bland chefer i ideella organisa­

tioner.
Jonsson, Bengt (red). Liikemedel- Kostnad eller resurs jOr sjukvarden? EFIs Arsbok 2001.
Lange, Fredrik och Richard Wahlund. Category Management - Niir konsumenten iir

manager.
Ljunggren, Ulrika. Nyckeltal i grundskolan i Stockholms stadfOre och efter stadsdelsniimnds­

reforrnen.
Thoren, Bertil. Stadsdelsniimndsreformen och det ekonomiska styrsystemet - Om budget­

awikelser.

Dissertations
Adolfson, Malin. Monetary Policy and Exchange Rates - Breakthrough ofPass-Through.
Andersson, Patric. Expertise in Credit Granting: Studies on Judgment and Decision-Making

behavior.
Bjorklund, Christina. Work Motivation - Studies ofits Determinants and Outcomes.
Dahlen, Micael. Marketing on the Web - Empirical Studies ofAdvertising and Promotion

Effectiveness.
Eckerlund, Ingemar. Essays on the Economics ofMedicaI Practice Variations.



EFL The Economic Research Institute, Publications since 2000

Ekelund, Mats. Competition and Innovation in the Swedish Pharmaceutical Market.
Engstrom, Stefan. Success Factors in Asset Management.
Ericsson, Daniel. Kreativitetsmysteriet - Ledtradar till arbetslivets kreativisering och

skrivandets metafysik.
Eriksson, Rickard. Price Responses to Changes in Costs and Demand.
Frisell, Lars. Information and Politics.
Giordani, Paulo. Essays in Monetary Economics and Applied Econometrics.
Gustavsson, Patrik. Essays on Trade, Growth and Applied Econometrics.
Hill, Martin. Essays on Environmental Policy Analysis: Computable General Equilibrium

Approaches Applied to Sweden.
Hagglund, Peter B. Foretaget som investeringsobjekt - Hur placerare och analytiker arbetar

med att ta fram ett investeringsobjekt.
Hook, Pia. Stridspiloter i vida kjolar, om ledarutveckling och jamstalldhet.
Johansson, Christer. StyrningjOr samordning.
Josephson, Jens. Evolution and Learning in Games.
Kjellberg, Hans. Organising Distribution - Hakonbolaget and the efforts to rationalise food

distribution, 1940-1960.
Liljenberg, Anders. Customer-geared competition - A socio-Austrian explanation ofTertius

Gaudens.
Lindkvist, Bjorn. KunskapsoverjOring mellan produktutvecklingsprojekt.
Lof, MArten. On Seasonality and Cointegration.
Martensen, Kaj. Essays on Entry Externalities and Market Segmentation.
Matros, Alexandr. Stochastic Stability and Equilibrium Selection in Games.
Mmensson, Par. Management Processes - An Information Perspective on Managerial Work.
Nilsson, Arvid. Market Transparency.
Norberg, Peter. Finansmarknadens amoralitet och det kalvinska kyrkorummet - En studie i

ekonomisk mentalitet och etik.
Persson, Bjorn. Essays on Altruism and Health Care Markets.
Reeh, Gianluigi. Modelling and Forecasting Economic Time Series with Single Hidden-layer

Feedforward Autoregressive Artificial Neural Networks.
Skoglund, Jimmy. Essays on Random Effects Models and GARCH.
Strand, Niklas. Empirical Studies ofPricing.

2000

Books
Bengtsson,Lars, Johnny Lind oeh Lars A. Samuelson (red). Styrning av team och processer­

Teoretiska perspektiv och fallstudier.
Berg-Suurwee, Ulrika. StyrningjOre och efter stadsdelsnamndsreform inom kultur ochfritid­

ResuItat fran intervjuer och enkat.
Brodin, Bengt, LeifLundkvist, Sven-Erik Sjostrand oeh Lars Ostman. Koncernchefen och

agarna.
Charpentier, Claes oeh Lars A. Samuelson. Effekter av en sjukvardsreform - En analys av

Stockholmsmodellen.
Emling, Emil. Svenskt familjejOretagande.
Ericson, Mona. Strategi, kalkyl, kansla.
Gunnarsson, Jonas, Richard Wahlund oeh Helena Flink. Finansiella strategier ijOriindring:

segment och beteenden bland svenska hushall.
Ljunggren, Ulrika. Styrning av grundskolan i Stockholms stadjOre och efter stadsdels­

niimndsreformen - ResuItat fran intervjuer och enkat.



EFL The Economic Research Institute, Publications since 2000

Schwarz, Brita och Susanne Weinberg. Serviceproduktion och kostnader - Att soka orsaker
till kommunala skillnader.

Soderlund, Magnus (red). I huvudetpa kunden. EFIs Arsbok 2000. EFI/Liber Forlag.

Dissertations
Bergkvist, Lars. Advertising Effectiveness Measurement: Intermediate Constructs and

Measures.
Bomefalk, Anders. Essays on Social Conflict and Reform.
Edman, Jan. Information Use and Decision Making in Groups - A Study ofan Experimental

Oligopoly Market with the Use ofa Business Game.
Hellman, Niclas. Investor Behaviour - An Empirical Study ofHow Large Swedish

Institutional Investors Make Equity Investment Decisions.
Hyll, Magnus. Essays on the Term Structure ofInterest Rates.
Hakansson, Per. Beyond Private Label - The Strategic View on Distributor Own Brands.
Karlsson Stider, Annelie. Familjen ochfirman.
Ludvigsen, Johanna. The International Networking between European Logistical Operators.
Nittmar, Henrik. Produktutveckling i samarbete - StrukturfOriindring vid infOrande av nya

informationssystem.
Robertsson, Goran. International Portfolio Choice and Trading Behavior.
Stenstrom, Emma. Konstiga fOretag.
Sweet, Susanne. Industrial Change Towards Environmental Sustainability - The Case of

Replacing Chloroflouorocarbons.
Tamm Hallstrom, Kristina. Kampen fOr auktoritet - standardiseringsorganisationer i arbete.


