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Essays on Autoregressive Conditional Heteroskedasticity

Annastiina Silvennoinen
Sometimes I thought to myself, ‘Why?’ and sometimes I thought, ‘Wherefore?’ and sometimes I thought, ‘Inasmuch as which?’ and sometimes I didn’t quite know what I was thinking about.

And sometimes I stopped to think, and forgot to start again.

*inspired by A. A. Milne*
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Introduction

This thesis consists of five research papers in the area of financial econometrics, and the focus is in topics related to discrete time modelling of financial volatility. The purpose of this Introduction is to give brief background to the research areas considered in the papers as well as short, intuitive descriptions of the specific topics in them. For more detailed and technical accounts of the contents of the papers, as well as for further literature references, the reader is referred to introductions in the individual papers.

Financial decision making is generally based on return and risk as well as on the tradeoff between them. Econometric analysis of risk, or volatility, is therefore of great importance in areas such as asset pricing, portfolio optimization, derivative pricing, hedging, and risk management. Volatility analysis aims at explaining the underlying causes of volatility. This can be done by building models that accurately describe the dynamics of the volatility and capture its typical features. In financial markets volatility models are used for forecasting the volatility of, say, stock prices or investment returns. Volatility can be seen as a response to news in the marketplace, some of which may be known to the agents, such as announcements of economic indicators or events, and have a relatively predictable effect on volatility. However, other factors are less well defined in both amplitude and frequency, and other means are called for in analysing or forecasting volatility caused by them.

There are several features present in financial data that have been recorded, conjectured, and confirmed as being properties of such data in a number of studies over the past decades. One of the earliest observations was that large movements in prices tend to be followed by movements of same magnitude, positive or negative. Similar behaviour is seen for small price changes. This implies that the volatility exhibits clustering and thereby persistent behaviour. For early observations, see Mandelbrot (1963) and Fama (1965), and for later studies for instance Chou (1988) and Schwert (1989). The volatility clustering is a phenomenon that appears periodically, that is, a period of high volatility is followed by a period of low volatility, and vice versa. Therefore, even though persistent, the present level of volatility should not affect a long-run forecast of volatility. Black (1976) and Christie (1982), among others, have noted that returns have a negative relationship to volatility. This so-called leverage effect means that negative news have a greater impact on the following day’s volatility than positive news do. Finally, the marginal distribution of returns has heavier
tails than the normal distribution would imply, a fact generally referred to as excess kurtosis. These stylized facts mentioned above are aspects that a volatility model should accommodate.

The Autoregressive Conditional Heteroskedasticity (ARCH) model put forth by Engle (1982) provides an elegant way of parameterizing time-varying volatility and hence allowing for time-varying risk. Developed further by Bollerslev (1986) and Taylor (1986), the Generalized ARCH (GARCH) model parameterizes current volatility as a function of past squared returns and past volatilities. The GARCH model provides a way of forecasting volatility which is a central part of financial applications. This has prompted researchers to propose numerous specifications and extensions to GARCH models. A GARCH model is able to capture volatility clustering and asymmetric responses to news. It can even explain some of the excess kurtosis by being a mixture of normal distributions with varying volatilities. See Bollerslev, Engle, and Nelson (1994), Palm (1996), Shephard (1996), and Teräsvirta (2007), among others, for surveys of this literature.

In addition to the stylized facts mentioned above, there are also other documented features sometimes present in financial data. For instance, it is often found that the marginal distribution of returns is (negatively) skewed. However, these reports can be somewhat misleading because the usual measure for the skewness coefficient is seriously affected by outliers or extreme observations, see Kim and White (2004). Furthermore, the measurement and inference of skewness is based on the assumption of normality which usually is violated, see Peiró (2002, 2004). Nevertheless, because skewness is sometimes observed, there have been several attempts to model it through defining conditional skewness. This requires that one assumes a skewed conditional error distribution, an assumption that can be difficult to justify if the noise process should carry no information regarding the return process. The paper ‘Parameterizing unconditional skewness in models for financial time series’ 1 tries to reveal the conditions under which the marginal distribution can be skewed while the noise process has symmetric distribution. The conditional mean process is often regarded as having no predictive power and therefore assumed to have no dynamic structure. Thus a common practice is merely to subtract a constant mean from the return process. However, there is some evidence that the dynamics in the conditional mean, albeit weakly, may exhibit nonlinear behaviour, see Engle, Lilien, and Robins (1987) and Brännäs and de Gooijer (2004). Therefore we consider models where the shocks can have an effect both on the conditional mean and the conditional variance. We consider processes with a symmetric or asymmetric, a linear or nonlinear conditional mean to be able to isolate the different channels through which a skewed marginal distribution can be obtained. The contribution of the paper is to examine the effect of nonlinear or asymmetric structure in the conditional mean and variance on the third-moment structure, which, according to the best of our knowledge, has not yet been addressed in the existing literature. In general, we find that asymmetries or nonlinearities in the conditional mean are of greater importance than they are in the conditional standard deviation or variance when it comes to generating skewed marginal distributions. If

1This paper is joint work with Changli He and Timo Teräsvirta.
the conditional mean is symmetric and linear, then the unconditional skewness can only follow from the asymmetry of the conditional standard deviation or variance. However, in the case of no or a constant conditional mean, the marginal distribution is unavoidably symmetric.

It may be of interest to see how the past news affect not only the current volatility but also the magnitude of today’s returns. We introduce a definition of the Shock Impact Curve which generalizes the News Impact Curve of Engle and Ng (1993). It describes the impact of a shock on the mean squared error of the return. It combines the effects of the conditional mean and the conditional standard deviation or variance on the squared returns.

The discussion so far has been focused on univariate properties of financial data. Many financial decisions, however, do not depend on the behaviour of a single asset only. Comovement between assets returns in, say, a portfolio is an important factor when it comes to practical finance. Asset allocation and hedging are examples in which a major role is played by the covariance of the assets in a portfolio, see for instance Bollerslev, Engle, and Wooldridge (1988) and Hansson and Hördahl (1998). Another area of finance that benefits from modelling volatility and correlation transmission and spillover effects are the studies of contagion, see for example Tse and Tsui (2002) and Bae, Karolyi, and Stulz (2003). Soon after the univariate ARCH model was introduced and its usefulness realized, the researchers started to investigate the possibility of extending the idea of conditional heteroskedasticity into multivariate setting. The earliest models, proposed by Engle, Granger, and Kraft (1984) and Bollerslev, Engle, and Wooldridge (1988), were merely attempts to imitate the univariate ARCH (GARCH) model. It soon became obvious that Multivariate GARCH (MGARCH) models posed problems that either were not present, or were easily tackled, in the univariate models. One problem arising is the so-called ‘curse of dimensionality’. As the number of parameters increases rapidly with the dimension of the model, the parameters become difficult to interpret and the model quite rapidly infeasible to estimate. Opting for a more parsimonious model, however, can restrict the dynamics of the conditional covariances and thereby limit the usefulness of the model. Another issue is that the conditional covariance matrix of the returns has to be positive definite. Ensuring this requirement can be difficult, whether it is imposed through parameter restrictions or model structure. While trying to overcome these difficulties, there have been several proposals for MGARCH models that use parametric, semi- and non-parametric approaches to modelling conditional covariances. The paper ‘Multivariate GARCH models’ ² reviews development of multivariate modelling; see also Bauwens, Laurent, and Rombouts (2006).

An area that has recently received much attention in the MGARCH literature is the modelling of the dynamics in the conditional correlations between the assets. The dynamic correlation models are appealing because they are easy to interpret. In these models, the conditional covariance matrix is decomposed into the standard deviations of each of the univariate return series, and to the correlations among them.

² This paper is joint work with Timo Teräsvirta.
The conditional variances of each of the series are modelled using univariate GARCH specifications. By now there exists a vast literature on univariate GARCH models, their properties, misspecification tests, and so on, that will make choosing a suitable model for each of the return series an easier task. What is left is to model the correlations between the series. A further advantage, from a computational point of view, is that the correlation dynamics are often easily separable from the volatility dynamics, which makes the estimation relatively easy.

The first conditional correlation model is the one of Bollerslev (1990), in which the correlations are constant over time. This assumption may, however, be too simplistic in practical applications. Tests for this restriction have been proposed for instance by Tse (2000) and Bera and Kim (2002), and several studies have found evidence that asset returns, in particular, are time-varying. Furthermore, correlation dynamics have been reported to have a relation to the state of the markets. Evidence that correlations increase during financial crises has been reported, for example, by King and Wadhwani (1990) and Lin, Engle, and Ito (1994). If correlations have a relation to market turbulence, there may exist one or several exogenous variables that signal correlation movements.

The paper ‘Multivariate autoregressive conditional heteroskedasticity with smooth transitions in conditional correlations’ introduces a new dynamic correlation MGARCH model, the Smooth Transition Conditional Correlation (STCC) GARCH model, in which conditional correlations are allowed to vary smoothly between two extreme states of constant correlations according to a transition variable. The transition variable is chosen by the modeller and depends on the process to be modelled. Possible choices include functions of past values of one or more of the series, time (as in Berben and Jansen (2005)), or exogenous variables such as business cycle indicators or volatility indices. The STCC–GARCH model provides a framework for testing for the relevance of a transition variable to the correlation dynamics. When testing the constant correlation hypothesis, the alternative hypothesis depends on the chosen transition variable. Therefore, rejecting constancy reveals that the transition variable is in fact informative about the dynamics in the correlations. Non-rejection, on the other hand, indicates that the variable contains no information about the time-varying correlations. However, this does not imply that the correlations would be constant. In the studies by Kroner and Ng (1998) and Longin and Solnik (2001) the correlations are found to show asymmetric behaviour in that they react more strongly to negative shocks than to positive ones. The STCC framework allows one to examine hypotheses of this kind in a flexible manner: first by testing for the relevance of a transition variable that is in accordance with the hypothesis, and then, in case of a rejection, by estimating the STCC–GARCH model to find out the direction of changes in correlations indicated by the transition variable. As the dimension of the model increases, the number of parameters increases quite rapidly. It may be that some of the correlations do not exhibit time-variation according to the chosen transition variable, and therefore it is of interest to test whether some of the correlation parameters are in fact constant while others are time-varying. The STCC–GARCH

3This paper is joint work with Timo Teräsvirta.
framework offers a way of finding such restrictions by testing partial constancy of the correlation matrix.

In the STCC-GARCH model, the dynamic correlations are allowed to vary according to one transition variable. However, it may be argued that the correlations can be influenced by several variables, such as ones reflecting the current turbulence in the market, whether the market is going up or down, or simply calendar time. The paper ‘Modelling multivariate autoregressive conditional heteroskedasticity with the double smooth transition conditional correlation GARCH model’ introduces the Double Smooth Transition Conditional Correlation (DSTCC) GARCH model, which extends the STCC–GARCH model in that it allows for two simultaneous transitions and thereby contains two transition variables. A special case of the DSTCC–GARCH model is the Time-Varying Smooth Transition Conditional Correlation (TVSTCC) GARCH model in which one of the transition variables is calendar time. This implies that the two states of correlations between which the correlations vary in the STCC–GARCH framework are allowed to smoothly shift to other levels over time. It may be of interest to allow the constant states of correlation to shift over time, since when MGARCH models are applied, the time series in question necessarily cover long periods of time. The DSTCC–GARCH framework offers a testing environment similar to the one within the STCC–GARCH model. Due to the relatively large number of parameters in a full DSTCC–GARCH model, the partial constancy tests become relevant tools in order to find a parsimonious specification.

An important aspect of any econometric model is their relative ease or difficulty of estimation. In GARCH models, the estimation of univariate models is generally quite straightforward. Most of the existing software programs have built-in estimation procedures that cover a wide variety of univariate GARCH models and provide several choices for algorithms to be used in the numerical optimization problem. However, the optimization problem is highly nonlinear even in the univariate setting, which may cause problems. This fact is exacerbated when considering multivariate GARCH models. Reviews of performance of MGARCH estimation routines have as yet focused on solutions that rely mostly on built-in procedures and require minimal programming skills. The so-called ‘black box’ approach means that the modeller simply presses a button and hopes that the optimizer knows what it is doing and, more importantly, handles possible failures or problematic situations in a way that is in line with the model specification. This approach, however, is known most likely to result in unreliable model estimates. Therefore, in estimating an MGARCH model, it is of great importance to possess a thorough understanding, both from the theoretical and the computational point of view, of the properties of the model, the estimation algorithm, and their interaction. The paper ‘Numerical aspects of the estimation of multivariate GARCH models’ points out several issues that are of importance when estimating an MGARCH, or any other highly nonlinear, model. Understanding not only the model to be estimated and the numerical procedures used, but also how the program reaches convergence is a definite prerequisite to successful and reliable estimation of the parameters of the model. In the case of highly nonlinear models, ‘trivial’ approaches to

\[^{4}\text{This paper is joint work with Timo Teräsvirta.}\]
model estimation via maximizing a likelihood function rarely work, and it becomes necessary to modify the estimation algorithm to take into account the particular features of the model being estimated. Typical issues are, for example, multiple local maxima and boundary conditions. The paper also looks at the computational resources required to reliably run an estimation and draws attention to the practical considerations of software choice, efficient programming, and programming skills.
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Abstract

In this paper we consider the third-moment structure of a class of nonlinear time series models. It is often argued that the marginal distribution of financial time series such as returns is skewed. Therefore it is of importance to know what properties a model should possess if it is to accommodate unconditional skewness. We consider modelling the unconditional mean and variance using models that respond nonlinearly or asymmetrically to shocks. We investigate the implications of these models on the third-moment structure of the marginal distribution as well as conditions under which the unconditional distribution exhibits skewness and nonzero third-order autocovariance structure. In this respect, an asymmetric or nonlinear specification of the conditional mean is found to be of greater importance than the properties of the conditional variance. Several examples are discussed and, whenever possible, explicit analytical expressions provided for all third-order moments and cross-moments. Finally, we introduce a new tool, the shock impact curve, for investigating the impact of shocks on the conditional mean squared error of return series.

This paper is joint work with Timo Teräsvirta and Changli He.
1 Introduction

Financial series such as high-frequency asset returns have little forecastable structure in the mean. For this reason, and because volatility is used as a measure of risk, forecasting volatility and thus modelling the conditional variance has been the main concern of practitioners. The most popular family of volatility models, the GARCH family, see Bollerslev (1986) for the standard GARCH model, is used to characterize two important stylized facts of return series: fat tails of the marginal distribution of returns and volatility clustering, that is, higher-order dependence observed in the series.

Another feature of these series that has attracted attention is an asymmetric response of volatility to shocks. GARCH models that can take this into account include the Threshold GARCH (Zakoian, 1994), the GJR–GARCH (Glosten, Jagannathan, and Runkle, 1993), and the Smooth Transition GARCH (Hagerud, 1997; González-Rivera, 1998) model. Pagan and Schwert (1990) and Engle and Ng (1993) have suggested a practical way of describing this response by the so-called News Impact Curve (NIC).

In addition, it has been observed that the marginal distribution of returns is sometimes skewed. Harvey and Siddique (1999), Chen, Hong, and Stein (2001), and Engle and Patton (2001), to mention a few contributions, report evidence for financial time series with asymmetric distributions. However, as pointed out by Peiro ((2002, 2004)), one should not go as far as stating the skewness of marginal distributions of returns as a stylized fact, nor rely solely on its traditional measurement under normality. One should investigate possible asymmetry of the distribution using not only traditional tests but distribution-free measurements as well, see also Kim and White (2004). Attempts to model this skewness through defining the concept of conditional skewness have been made, see for instance Harvey and Siddique (1999), Lambert and Laurent (2002) and references therein, Brännäs and Nordman (2003a), Brännäs and Nordman (2003b), and Harris, Küçüközmen, and Yilmaz (2004). This requires giving up a standard assumption in econometric work, namely, that noise sent through a parametric filter to generate the output has a symmetric distribution around zero. (Of course, modelling positive-valued series constitutes an exception.) Furthermore, in some cases, see Hansen (1994), one even gives up the assumption, otherwise invariably made in the context of GARCH processes, that the errors of the process are independent.

It may be conceptually difficult to understand why the noise that in principle should contain no information about the properties of the process should have a non-symmetric distribution and thus be informative about the output. For this reason, in this paper we make an effort to find out under which conditions the marginal distribution of returns can be skewed while the noise has a symmetric distribution. It turns out that for this purpose we have to study processes with a nonconstant conditional mean. In so doing, we shall be interested in the case where a shock can have a nonzero effect on both the conditional mean and conditional variance. This leads us to consider processes with a symmetric or asymmetric, and linear or nonlinear conditional mean. There is empirical evidence of some return series having
an asymmetric conditional mean; see Brännäs and de Gooijer (2004). An example of a nonlinear conditional mean is the well-known GARCH-in-mean (GARCH-M) process introduced by Engle, Lilien, and Robins (1987). Lanne and Saikkonen (2005) recently considered a GARCH-M model with an asymmetric error distribution. These asymmetries and nonlinearities are likely to affect the marginal distribution of the series to be modelled but, to the best of our knowledge, their effect on the third-moment structure of the process has not been investigated.

The starting-point of the present paper is a model whose first two conditional moments are parametric and the error distribution is symmetric around zero. The asymmetric moving average (asMA) model by Wecker (1981) serves as an example of such a model. It nests a linear moving average model, and for this reason the effect of the asymmetry in the conditional mean on the third-moment structure of the process can be easily investigated by imposing appropriate parameter restrictions on the model. Examining the role of the conditional mean as a whole in this framework is quite straightforward. Our other example will be the GARCH-M model. It is well known (Hong, 1991) that the GARCH-M model implies autocorrelated returns, but it is probably less well known that introducing a function of the conditional variance in the conditional mean makes the marginal distribution of the observations skewed.

For the purpose of deriving analytical expressions for unconditional third-order moments, parameterizing the conditional standard deviation is preferable to parameterizing the conditional variance. In the latter case, the definitions of moments would involve expectations that do not have analytic expressions. For this reason, we focus on the threshold GARCH (TGARCH) model that in turn nests the absolute-value GARCH (AVGARCH) model of Taylor (1986) and Schwert (1989). The TGARCH model has an asymmetric response to shocks, whereas the same response in the AVGARCH model is symmetric as it is in the standard GARCH model of Bollerslev (1986). General conclusions drawn from these two models of the conditional standard deviation are applicable to other GARCH models as well.

Recently, Brännäs and de Gooijer (2004) proposed a model that introduces asymmetry both in the conditional mean and the conditional variance. The variance is an extension of the QGARCH model of Sentana (1995). The authors considered the first and second moments of their asMA–asGARCH model but did not investigate the third-moment structure of their model. Because they parameterize the conditional variance, not the conditional standard deviation, finding analytical expressions for the third-order moments appears difficult. In fact, it seems that even lower-order moments may not have analytical expressions readily available. As already suggested, general conclusions from our models will be applicable to the asMA–asGARCH model.

It turns out that there is a rather large set of asMA–TGARCH parameter values such that the marginal distribution of the observations will be skewed. Not all of them are relevant in the sense that they would correspond to situations experienced in practice. For example, we may not expect the volatility to respond more strongly to positive than to negative shocks of the same size. In order to study the relevance of the parameter combinations in question we generalize the News Impact Curve (NIC) of Engle and Ng (1993) in order to account for the structure in the conditional mean. For this purpose we define a new concept, the Shock Impact Curve
(SIC), that describes the impact of a shock on the conditional mean squared error of the series, and apply it for our purposes.

The paper is organized as follows. The general model is introduced in Section 2 and its moment structure up to the third moments derived in Section 3. Special cases are presented in Section 4. The shock impact curve is defined and applied in Section 5. Conclusions from this study can be found in Section 6. Technical derivations and expressions of the moments are contained in the Appendix.

2 The model family

Let \( y_t \) be generated by

\[
\begin{align*}
y_t &= \mu_t + \varepsilon_t, \\
\varepsilon_t &= z_t h_t
\end{align*}
\]

where \( \mu_t \) is the conditional mean of \( y_t \) given \( \mathcal{F}_{t-1} \) (the sigma-field generated by the available information until time \( t-1 \)), \( h_t^2 \) is the conditional variance of \( y_t \) given \( \mathcal{F}_{t-1} \), and \( \{z_t\} \sim iid(0, 1) \) with a distribution function that is symmetric around zero. The processes \( \mu_t \) and \( h_t \) are measurable with respect to \( \mathcal{F}_{t-1} \).

We consider a variety of examples from two classes of models for the conditional mean and especially focus on the ability of these models to exhibit asymmetric or non-linear behaviour. For simplicity, we focus on first-order models which are empirically often found to be adequate. The equation

\[
\mu_t = \phi \varepsilon_{t-1} + \phi^+ (\varepsilon_{t-1}^+ - E\varepsilon_{t-1}^+)
\]

where \( \varepsilon_{t}^+ = \max(0, \varepsilon_{t}) \), defines the first-order asymmetric moving average (asMA) process of Wecker (1981). For \( \phi^+ \neq 0 \) the model is asymmetric and linear in its response to shocks. Note that model (3) nests an MA process which is symmetric and linear. If \( \mu_t \) is a function of \( h_t \) such that

\[
\mu_t = \phi (h_t^\delta - Eh_t^\delta), \quad \delta = 1 \text{ or } 2
\]

we have the GARCH-in-mean (GARCH–M) model of Engle, Lilien, and Robins (1987). In this case the model for the conditional mean is nonlinear and the degree of asymmetry is controlled by the asymmetry of the GARCH process.

The error process \( \{\varepsilon_t\} \) of (1) is assumed to be a conditionally heteroskedastic white noise sequence with

\[
h_t^d = \omega + c_t h_{t-1}^d, \quad d = 1 \text{ or } 2
\]

where \( c_t = c_t(z_t) \) is a well-defined function and \( h_t^d > 0 \) for all \( t \). To ensure this, suitable parameter restrictions must be imposed. The moment properties of the family of GARCH models defined by (5) are investigated in He and Teräsvirta (1999).
nests many of the models in the family of GARCH models of Hentschel (1995). For instance, setting \( d = 2 \) in (5) and
\[
c_t = \alpha z_t^2 + \beta
\]
yields the standard GARCH model of Bollerslev (1986). Setting \( d = 1 \) and
\[
c_t = \alpha |z_t| + \beta + \alpha^* z_t
\]
equation (5) defines the threshold GARCH (TGARCH) model of Zakoïan (1994). By setting \( \alpha^* = 0 \), the model collapses into the AVGARCH model of Taylor (1986) and Schwert (1989). Furthermore, the GJR–GARCH model of Glosten, Jagannathan, and Runkle (1993) and the nonlinear GARCH (NLGARCH) model of Engle (1990) are nested in (5). Note that any GARCH model defined by equation (5) is symmetric in its response to shocks if and only if \( c_t(\zeta_t) \) in (5) is an even function of \( \zeta_t \). The following theorem states conditions under which the process \( \{\varepsilon_t\} \) in (2) and (5) is strictly and \( m \)-order stationary.

**Theorem 1** If \( E(z_t^d) < \infty \) and \( Ec_t^m < 1 \) for some \( \lambda \in (0, 1] \), then there exists a unique \( \lambda \)-order stationary solution to (2) and (5). The solution is strictly stationary and ergodic. If \( E(z_t^m) < \infty \), then the necessary and sufficient condition for the existence of the \( m \)-th moment of the solution \( \{\varepsilon_t\} \) in (2) is \( Ec_t^m < 1 \) where \( m \) is a positive integer.

For a proof, see Theorems 2.1 and 2.2 in Ling and McAleer (2002).

### 3 Moments

We begin by considering the moment structure of the general model (1) and (2). Assume that \( \{y_t\} \) is strictly stationary with finite third-order moments and set \( \gamma_i = E(y_t - E_y)_i \) and \( \gamma_{ij}(k) = \text{Cov}(y_i^t, y_j^t - k) \), \( i, j \geq 1 \). The unconditional mean and variance are \( E_y = E\mu_t \) and \( \gamma_2 = \text{Var}(\mu_t) + E\varepsilon_t^2 \), respectively. The autocovariances are \( \gamma_{11}(k) = \text{Cov}(\mu_t, \mu_{t-k}) + E\mu_t\varepsilon_t - k \) where \( k \geq 1 \), Assuming \( \mu_t \) is an asMA process in (3) and \( \phi^+ \neq 0 \) renders the autocovariances nonzero for \( k \geq 1 \), see Lemma 1 in the Appendix. The same holds if \( \mu_t \) is a function of \( h_t^\delta, \delta = 1 \) or 2, see Lemma 3.

The third moment and third-order cross-moments of \( y_t \) are given by
\[
\gamma_3 = E(\mu_t - E\mu_t)^3 + 3\text{Cov}(\mu_t, \varepsilon_t^2)
\]
\[
\gamma_{21}(k) = \text{Cov}(\mu_t^2, \mu_{t-k}) + \text{Cov}(\mu_{t-k}, \varepsilon_t^2) + E\mu_t^2\varepsilon_t - k + E\varepsilon_t^2\varepsilon_t - k, \quad k \geq 1
\]
\[
\gamma_{12}(k) = \text{Cov}(\mu_t, \mu_t^2 - k) + \text{Cov}(\mu_t, \varepsilon_t^2 - k) + 2E\mu_t\mu_{t-k}\varepsilon_{t-k}, \quad k \geq 1.
\]

Define the unconditional skewness of \( y_t \) as \( \kappa_3 = \gamma_3/(\gamma_2)^{3/2} \). The following proposition gives general conditions that yield zero skewness.

**Proposition 1** Consider the model in (1) and (2) that is third-order stationary. The conditions \( E(\mu_t - E\mu_t)^3 = 0 \) and \( \text{Cov}(\mu_t, \varepsilon_t^2) = 0 \) are sufficient for \( \kappa_3 = 0 \).
When $\mu_t \equiv \mu$ (constant) in (1), the conditions in Proposition 1 are satisfied and thus $\gamma_3 = 0$. In this case, the only nonzero cross-moments are $\gamma_{21}(k) = E\varepsilon_t^2 \varepsilon_{t-k}$, $k \geq 1$. Therefore, only assuming that the conditional second moment is time-varying does not imply nonzero unconditional skewness. A time-varying conditional mean is required for that.\footnote{One motivation for extending standard symmetric GARCH models to include the leverage effect has been to create asymmetric unconditional densities, see e.g. Lambert and Laurent (2002). Engle and Patton (2001) also write that ‘the asymmetric structure of volatility generates skewed distributions of forecast prices’.

2} Whenever possible, we try to take examples of models such as the symmetric GARCH model of Bollerslev (1986), the asymmetric QGARCH one of Sentana (1995), or the GJR–GARCH model of Glosten, Jagannathan, and Runkle (1993). In fact, the results in the Appendix apply to the general family of GARCH models (5). However, fully explicit expressions for third moments are provided only for the TGARCH or the AVGARCH model and not for models for which $d = 2$ in (5). Note that the QGARCH model is not a member of the family defined by equation (5).

We begin by considering the complete asMA–TGARCH model and the effect of restricting the conditional standard deviation to be a symmetric AVGARCH model. Subsequently, we consider the third-moment structure of the model when the conditional mean is simplified to only contain either the asymmetric component ($\phi = 0$), the symmetric MA component ($\phi^+ = 0$), or neither ($\phi = \phi^+ = 0$). In all these cases we consider both the TGARCH and the AVGARCH specifications for the conditional

4 Examples

In this section we consider two specifications of the conditional mean in detail. The first one is the first-order asymmetric moving average model of Wecker (1981). The second one (GARCH–M) introduces the conditional standard deviation or variance into the conditional mean. We choose the TGARCH model for the error process $\{\varepsilon_t^2\}$. This choice is dictated by our goal which is to obtain analytical expressions for all unconditional third-order moments and cross-moments. Such expressions give an idea of how asymmetries and nonlinearities in conditional first and second moments contribute to the unconditional third moments. Since the TGARCH model is asymmetric in its response to shocks and nests the symmetric AVGARCH model, it is possible to isolate the effect of this asymmetry on the unconditional skewness. Analytical expressions for the moments can be found in Lemma 2 and the subsequent Corollaries and in Lemma 4 of the Appendix. These expressions are rather involved but yield quite straightforward conclusions.

Other GARCH models are likely to be similar to the TGARCH model in this respect but because most of them lack analytical expressions for third-order moments, one has to rely on simulations to obtain numerical values for them.\footnote{The possibility of using quantile measures as in Kim and White (2004) for unconditional skewness is yet to be explored.} Whenever possible, we try to take examples of models such as the symmetric GARCH model of Bollerslev (1986), the asymmetric QGARCH one of Sentana (1995), or the GJR–GARCH model of Glosten, Jagannathan, and Runkle (1993). In fact, the results in the Appendix apply to the general family of GARCH models (5). However, fully explicit expressions for third moments are provided only for the TGARCH or the AVGARCH model and not for models for which $d = 2$ in (5). Note that the QGARCH model is not a member of the family defined by equation (5).
second moment. As a final example, the conditional mean is defined to be a function of the conditional second moment, which leads us to GARCH–M models.

4.1 First-order asMA model with TGARCH or AVGARCH conditional standard deviation

The third-moment structure of the first-order asMA–TGARCH model is characterized by Lemmas 2 and 5. It is apparent from the rather involved expressions that this model accommodates a rich variety of third-order moment structures.

For an asMA process combined with a model for conditional heteroskedasticity the autocovariances $\gamma_{11}(k)$ are nonzero for all lags $k \geq 0$, as also pointed out in Brännäs and de Gooijer (2004). This is the case for both symmetric and asymmetric GARCH processes. After a peak at the first lag, the values of autocorrelation are very low and the decay rate is slow. Brännäs and de Gooijer (2004) claim that it may be empirically possible to discriminate between an asMA($q$) model with a constant conditional variance and one with a GARCH process for the conditional variance because of the difference in autocovariances. The former process has nonzero autocovariances up until lag $q$, and zero thereafter, whereas the latter has nonzero autocovariances for all lags. However, at least for the first-order asMA–GARCH model the autocovariances are very close to zero after first lag, which complicates distinguishing between them this way.

Since the expressions for the third-order moments are quite involved we illustrate the situation numerically. The following figures are produced using the standardized Gaussian error distribution. Figure 1 shows the amount of unconditional skewness that can be obtained from an invertible asMA–TGARCH process for certain parameter values of the conditional mean. Invertibility of the asMA process has to be checked using simulations, see e.g. Brännäs and de Gooijer (1995). Each curve represents the level of unconditional skewness for a fixed value of $\phi^+$ and a suitable range of values for $\phi$. When $|\phi|$ is large, the invertibility condition restricts the asymmetry parameter $\phi^+$ and thus limits the achievable amount of skewness.

When the conditional standard deviation is restricted to follow the AVGARCH model, some of the expressions in Lemma 2 simplify, but not substantially. The resulting moment structure is given in Corollary 1. In this case the cross-moments $E\epsilon_t^2 \epsilon_{t-k}^+ + E\epsilon_{t-k}^+ \epsilon_t^2$, $E\epsilon_t^2 \epsilon_{t-k-1}^+$, $E\epsilon_{t-k}^+ \epsilon_{t-k-1}^+$, and $E\epsilon_{t-k}^+ \epsilon_{t-k-1}^+$, $k \geq 1$, equal zero, which can be seen from the expressions in Lemma 5 and Corollary 5. Thus the third-moment structure is still rich as long as the conditional mean is defined by an asMA model. In particular, all third-order moments are nonzero, whether or not the conditional standard deviation exhibits asymmetry. However, there is a reduction on the amount of skewness when the conditional standard deviation is no longer asymmetric, which is seen by comparing the top and bottom panels in Figure 1. What seems to have an even larger effect is the increase in the persistence of the GARCH process, which increases the skewness of the marginal distribution whenever $\phi^+ \neq 0$. 
Next consider the case where $\phi = 0$. It can be seen from the expressions in Corollary 2 that the third-moment structure is still rather rich and complex. It is, however, considerably simpler than in the case of $\phi \neq 0$. When the errors are restricted to follow a symmetric AVGARCH model, the expressions simplify somewhat, see Corollary 3, but again not very much. Expressions in Lemma 5 and Corollary 5 show that $E\epsilon_t^2\epsilon_{t-k} = E\epsilon_t\epsilon_{t-k} = E\epsilon_t^2\epsilon_{t-k-k-1} = 0$, $k \geq 1$. Thus, regardless of the conditional standard deviation, an asymmetric conditional mean leads to a skewed marginal distribution for $y_t$ and nonzero third-order cross-moments. An obvious conclusion is that asymmetry of the conditional mean plays a very influential role in determining both the sign and the amount of skewness in this distribution.

4.2 First-order MA model with TGARCH or AVGARCH conditional standard deviation

A rather simple third-moment structure follows when $\phi^+ = 0$ in (3) while the conditional standard deviation follows the TGARCH model. This is evident from the results in Corollary 4. In this case we still have $Ey_t^3 \neq 0$. An interesting feature is that $Ey_t^2y_{t-k} = 0$ for $k > 1$. It should also be noted that the only nonzero cross-moment of $\epsilon_t$ is now $E\epsilon_t^2\epsilon_{t-k}$. In fact, $\kappa_3 = 0$ if and only if $E\epsilon_t^2\epsilon_{t-1} = 0$, Furthermore, also assuming $\phi = 0$ in (3), i.e. having $\mu_t = 0$, forces the unconditional skewness to zero regardless of the asymmetry in the conditional second moment. In this case the only nonzero cross-moments are $Ey_t^2y_{t-k} = E\epsilon_t^2\epsilon_{t-k}$, $k \geq 1$. These results may be useful in specifying asMA–TGARCH models.

The thick curve in Figure 1 represents the skewness as a function of $\phi$ for $\phi^+ = 0$. In the top panels it intersects the x-axis at $\phi = 0$ in accordance with the results mentioned after Proposition 1.

As an aside consider a model whose conditional mean specification is a first-order AR process: $\mu_t = \phi y_{t-1}$ in (1). In this case

$$\kappa_3 = \frac{3 \sum_{k=1}^{\infty} \phi^k E\epsilon_t^2\epsilon_{t-k}/(1 - \phi^3)}{(Eh_t^2/(1 - \phi^2))^{3/2}}.$$ 

Clearly $\kappa_3 = 0$ if and only if $E\epsilon_t^2\epsilon_{t-k} = 0$ for all $k \geq 1$. The unconditional skewness emerging from this model is very similar to that of the MA–TGARCH model already discussed. In Figure 2 the unconditional skewness is plotted as a function of the mean parameter $\phi$ for a range of values for $\beta$ and keeping the other TGARCH parameter values fixed. It can be concluded that the amount of skewness obtained from a model with a linear and symmetric conditional mean is not large and the effect of increasing persistence in the GARCH process on skewness is negligible.

We now turn to the analytic form of the cross-moment $E\epsilon_t^2\epsilon_{t-k}$ in Corollary 4. When the conditional standard deviation is defined as a TGARCH process, it follows that

$$E\epsilon_t^2\epsilon_{t-k} = 2\omega^2 Eh_t^2 \sum_{j=0}^{k-1} (Ec_t)^{k-1-j} (Ec_t^2) + 2\alpha^2 (Ec_t^2)^{k-1} Ec_t |z_t|^2 Eh_t^3, \quad k \geq 1,$$
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Figure 1: asMA–TGARCH: Unconditional skewness of \( y_t \) as a function of \( \phi^+ \) and the TGARCH parameters: lines: \( \phi^+ = 1, 0.75, \ldots, -1 \) (top to bottom), thick line corresponds to \( \phi^+ = 0 \); TGARCH parameters: \( \omega = 0.005, \alpha = 0.05, \beta = 0.90 \) (left-hand panels), \( \beta = 0.94 \) (right-hand panels), \( \alpha^* = -0.04 \) (top panels), and \( \alpha^* = 0 \) (bottom panels).

where the expressions for the moments of \( \epsilon_t \) and \( h_t \) are given in Lemma 5. Hence \( E\varepsilon_t^2 \varepsilon_{t-k} \neq 0 \) for \( \alpha^* \neq 0 \). Assuming \( \alpha^* = 0 \) yields \( E\varepsilon_t^2 \varepsilon_{t-k} = 0, k \geq 1 \), which implies that the third moment and all the third-order cross-moments in Corollary 4 are zero. In fact, any parameterization of \( h_t \) or \( h_t^2 \) that has the property \( E\varepsilon_t^2 \varepsilon_{t-k} = 0 \) for \( k \geq 1 \) gives the same result. As stated in Corollary 5, all symmetric GARCH models belonging to the family (5) have that property. The standard GARCH model of Bollerslev (1986) is an example of such a case. As further examples, consider the nonlinear models where the errors are governed by a first-order QGARCH process

\[
  h_t^2 = \omega + \alpha \varepsilon_{t-1}^2 + \beta h_{t-1}^2 + \alpha^* \varepsilon_{t-1}^2
\]

(Sentana, 1995) or by a GJR–GARCH process

\[
  h_t^2 = \omega + \alpha \varepsilon_{t-1}^2 + \beta h_{t-1}^2 + \alpha^* (\varepsilon_{t-1}^2 + \varepsilon_{t-1}^4)
\]

(Glosten, Jagannathan, and Runkle, 1993). If the errors follow a QGARCH process then the expression for \( E\varepsilon_t^2 \varepsilon_{t-k} \) is given by

\[
  E\varepsilon_t^2 \varepsilon_{t-k} = \alpha^*(\alpha + \beta)^{k-1} Eh_t^2, \quad k \geq 1,
\]

where

\[
  Eh_t^2 = \frac{\omega}{1 - (\alpha + \beta)}.
\]
If the errors follow a GJR–GARCH process, $d = 2$ and $c_t = \alpha z_t^2 + \beta + \alpha^* z_t^2 + \alpha^* E z_t^2$ in (5),

$$E \varepsilon_t^2 \varepsilon_{t-k} = \alpha^* (\alpha + \beta + \alpha^* E z_t^2)^k - 1 E z_t^3 H_t^3, \quad k \geq 1.$$  

An explicit expression for $E h_t^3$ is not available but is known not to be trivially zero. Also in these cases, $E \varepsilon_t^2 \varepsilon_{t-k} \neq 0$ if and only if $\alpha^* \neq 0$. Thus, if the conditional mean is symmetric and linear, and the conditional second moment is symmetric, the unconditional marginal distribution for $y_t$ is symmetric around zero. In the bottom panels of Figure 1, the thick line corresponding to $\phi^+ = 0$ illustrates this finding. It is emphasized that the results just discussed are only obtained if $\phi \neq 0$. Thus, at least some linear dependence in $\{y_t\}$ is necessary for skewness in the unconditional distribution of $y_t$.

4.3 GARCH-in-mean model

It is well known that when the conditional standard deviation, conditional variance or any other nontrivial function of these, enters the conditional mean, $\gamma_{11}(k) \neq 0$ for $k \geq 1$ if $\gamma_2 < \infty$; see Hong (1991). It may be less well known that in this case $\gamma_3 \neq 0$. As an example, consider the TGARCH–M model (1),(2), and (4)–(6) so that $E y_t = 0$. Since $h_t^2$ is a positive-valued variable and its distribution is asymmetric, it follows that $E y_t^3 \neq 0$. The third moment and third-order cross-moments of the third-order stationary TGARCH–M process are given by Lemma 4. The unconditional skewness from a TGARCH–M model with $\delta = 1$ and $\delta = 2$ are plotted in Figure 3 as a function of $\phi$. The figure shows that the range of possible skewness increases with the persistence of the GARCH process. It is also seen that when the conditional

---

3In fact, it seems that there is no explicit expression for any moment $E \varepsilon_m^m$, $m > 1$, for this model -- at least it seems that there does not exist an analytic form for $E h_t^3$. 

---
standard deviation enters the conditional mean, the distribution becomes more skewed than it would be if the conditional mean were a function of the conditional variance. Assuming $\phi = 0$ implies $\gamma_3 = 0$ regardless of any asymmetry in the conditional standard deviation or conditional variance. This is also seen from Figure 3 where all the lines intersect the $x$-axis at $\phi = 0$. In this case the only nonzero cross-moments are $Ey_t^2 y_{t-k} = Eh_t^2 \varepsilon_{t-k}$; see the discussion in the previous subsection.

Assuming that $h_t$ is defined by the standard AVGARCH model, the expressions for the moments simplify somewhat. Then $Eh_t^2 \varepsilon_{t-k} = Eh_t \varepsilon_{t-k} = Eh_t h_{t-k} \varepsilon_{t-k} = 0$, $k \geq 1$, as can be seen from the expressions in Lemma 5 and Corollary 5. However, provided that $\phi \neq 0$, all third-order moments are nonzero regardless of whether the conditional standard deviation is symmetric or asymmetric. The amount of skewness in this case is considerably less than in the case of the TGARCH–M model, which can be seen by comparing the top and bottom panels of Figure 3.

This example demonstrates that the third-moment structure in the case of the TGARCH–M or AVGARCH–M model is richer than it is in MA–TGARCH and MA–AVGARCH models, respectively. It can be concluded that both asymmetric and nonlinear responses to shocks in the conditional mean play an important role in producing skewness in the marginal density of $y_t$.

### 5 Shock impact curves

Engle and Ng (1993) defined the news impact curve as a function that describes the impact of a shock $\varepsilon_{t-1}$ on current volatility expressed as conditional variance $h_t^2$. The shock is the component of the return $y_t$ that can be characterized as ‘news’ to the agents in the following model:

$$y_t = f(y_{t-j}, \varepsilon_{t-j}; j \geq 1) + \varepsilon_t.$$ 

In this model, the conditional mean $E_{t-1}y_t$ is not constant over time but is a function of past shocks. It is assumed that the conditional mean component is not news but rather structure known to the agents. For this reason, the NIC is measuring the impact of a shock on the conditional variance of the return. Nevertheless, for the purposes of this paper it will be useful to introduce a slight extension that also involves the shock coming through the conditional mean. It is called the Shock Impact Curve (SIC) and describes the impact of the shock on the conditional mean squared error of the return. The SIC is defined as follows:

$$E_{t-1}^{SIC} y_t^2 = \mu_t^2(\sigma) + h_t^2(\sigma)$$

(7)

where $\mu(\sigma)$ and $h^2(\sigma)$ are the conditional mean and variance with elements in $\mathcal{F}_{t-2}$ replaced with their unconditional counterparts, for instance $\text{Var}_{t-k-1} y_t = h_{t-k}^2$, $k \geq 1$, is replaced with $\sigma^2 \overset{def}{=} \text{Var} y_t = E\mu_t^2 + Eh_t^2$. It may be argued that the correlation structure of $\{y_t\}$ is known to the agents, whereby that part of the response does not qualify as news. If this structure is weak, however, it may be difficult in
Figure 3: TGARCH–M: Unconditional skewness of $y_t$ as a function of $\phi$ for the following values of $\delta$ and the TGARCH parameters: $\delta = 1$ (left-hand panels) and $\delta = 2$ (right-hand panels), TGARCH parameters: $\omega = 0.005$, $\alpha = 0.05$, $\beta = 0.94$ (solid line), $\beta = 0.90$ (dashed line), $\alpha^* = \pm 0.04$ (top panels), and $\alpha^* = 0$ (bottom panels).

practice to separate this effect from the actual ‘news’. If $\mu_t = 0$, SIC coincides with NIC. Conversely, the impact of ‘news’ and that of a ‘shock’ on the next return can have rather different shapes.

The SIC can be used to study the effect of a shock on both the conditional mean and the conditional variance. While one may expect negative ‘news’ to have a stronger effect on volatility than positive ones, it may be interesting to see what the situation is when the unconditional mean is assumed to have some structure. For the asMA process in (3)

$$
\mu_t^2(\sigma) = \phi^{+2}(E\varepsilon_t^+) + \phi^2\varepsilon_{t-1}^2 - 2\phi\phi^+\varepsilon_{t-1}E\varepsilon_t^+ + (\phi^{+2} + 2\phi\phi^+)\varepsilon_{t-1}^{+2} - 2\phi^{+2}\varepsilon_{t-1}^+ E\varepsilon_t^+
$$

In Figure 4 the top panels show the shock impact curves for a selection of parameters for the asMA process. The solid line represents the case in which the conditional mean only responds to negative shocks, whereas the other two curves represent models in which the effect of positive shocks is pronounced. Consider first the top right-hand panel, look at the dashed line ($\phi = 0$, $\phi^+ = \pm 0.2$) and compare it with the corresponding one in the top left-hand panel. Even if the conditional mean only responds to positive shocks, the impact of a shock can be larger for negative shocks than for positive ones as long as the persistence of the GARCH process is high. The
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Figure 4: asMA–TGARCH: Shock impact curves for different values for parameters for the conditional mean, TGARCH parameters: \( \omega = 0.005, \alpha = 0.05, \beta = 0.90 \) (left-hand panels), \( \beta = 0.94 \) (right-hand panels), and \( \alpha^* = -0.04 \).

The bottom panels show the SIC when the conditional mean either follows an MA process or is constant. If the conditional mean is a linear MA process, the response to shocks due to the conditional mean is symmetric, \( \mu^2_t(\sigma) = \phi^2 \varepsilon_{t-1}^2 \). In this case the effect of the conditional mean dominates the effect of the conditional variance so that the impact of a shock on the mean squared error is almost symmetric even if the GARCH process is asymmetric. A comparison of the solid lines in the bottom left and right-hand panels results in a similar conclusion in that the increased persistence in the GARCH process emphasizes the role of the conditional variance in the shock impact curve. Replacing the TGARCH process with a different asymmetric GARCH process has virtually no effect on the shape of the curves in Figure 4. A symmetric GARCH process would somewhat dampen the impact of negative shocks, in which case the curves in the bottom panels would be symmetric around zero.

For the GARCH–M process in (4),

\[
\mu^2_t(\sigma) = \phi^2 (Eh_t^\delta)^2 + \phi^2 h_t^{2\delta} - 2\phi^2 h_t^\delta Eh_t^\delta
\]

In this case, the effect entering through the conditional variance is the one controlling the response to shocks. In Figure 5 the shock impact curves are plotted for TGARCH–M model with \( \delta = 1 \) and 2 in (4). Comparing the left- and right-hand panels shows
that increased persistence in the TGARCH process magnifies the impact of shocks. The asymmetry of the impact is inherited from the GARCH process. Replacing the TGARCH process with a symmetric GARCH process produces shock impact curves that are symmetric around zero.

6 Conclusions

In this paper we show how different parameterizations of the conditional mean and variance contribute to the asymmetry in the unconditional distribution of \( y_t \). This is important because marginal distributions of return series often appear skewed. It is thus useful to know the structure of the unconditional distribution implied by a model that has asymmetries or nonlinearities in the first and the second conditional moment.

The models we have considered in detail are the asMA–TGARCH and the TGARCH–M model. In the former model, both the conditional mean and the conditional standard deviation are asymmetric around zero. The latter model even has a nonlinear mean. We derive the analytic expressions for the third-order moment
structure of these models and consider various special cases of the asMA–TGARCH model in which the mean and/or the standard deviation specification is restricted to be symmetric. Similar considerations are made in the case of the TGARCH–M model. In general, we find that asymmetries or nonlinearities in the conditional mean are of greater importance than they are in the conditional standard deviation or variance when it comes to generating skewed marginal distributions. If the conditional mean is symmetric and linear, then the unconditional skewness can only follow from the asymmetry of the conditional standard deviation or variance. However, in that case the third-moment structure of the variable of interest is no longer particularly flexible. But then, if the conditional mean is asymmetric or nonlinear, the distribution of $y_t$ can be even strongly skewed regardless of whether or not the conditional standard deviation or variance is symmetric or asymmetric.

It may be of interest to see how the past news affect not only the current volatility but magnitude of today’s returns. We introduce a definition of the shock impact curve which describes the impact of a shock on the mean squared error of the return. It combines the effects of the conditional mean and the conditional standard deviation or variance on the squared returns. The conditional mean can strongly dominate the shape of the news impact curves.

It would be interesting to consider a wider variety of specifications for the conditional mean and variance and derive the corresponding expressions in these cases. However, for many models, such as the standard GARCH model and some of its extensions, analytical expressions for third-order moments are not available. Our simulation experiments show that the same conclusions can be drawn when the TGARCH or AVGARCH process is replaced with other GARCH models that parameterize the conditional variance instead of the conditional standard deviation.

Finally, because a skewed marginal distribution can be a result of some type of asymmetric or nonlinear behaviour in the process for the conditional mean, testing for asymmetries and nonlinearities in the conditional mean is important. If an asymmetric or nonlinear model is found suitable, this may have implications on the unconditional third-moment structure of the process. Of course, any comparison of the unconditional moments estimated from the data with the moments implied by the fitted model (plug-in estimation) is dependent on simulations whenever analytical expressions for the moments of interest are not available.
Appendix

Lemma 1 (First and second-moment structure of asMA) Consider an asymmetric MA process (1)–(3) and (5) that is second order stationary. The unconditional first and second-order moments and cross-moments of \( y_t \) are given by

\[
E y_t = 0, \quad \text{Var} y_t = E \mu_t^2 + E \varepsilon_t^2, \quad \gamma_{11}(k) = E \mu_t \mu_{t-k} + E \mu_t \varepsilon_{t-k}, \quad k \geq 1,
\]

where

\[
E \mu_t^2 = \phi^2 E \varepsilon_t^2 + (2\phi^2 + \phi^2) E \varepsilon_t^2 - 2\phi^2 (E \varepsilon_t^2)^2
\]

\[
E \mu_t \mu_{t-k} = \phi \phi^2 E \varepsilon_{t-k}^2 + \phi^2 E \varepsilon_{t-k}^2 - \phi^2 (E \varepsilon_t^2)^2
\]

\[
E \mu_t \varepsilon_{t-k} = \begin{cases} \phi E \varepsilon_t^2 + \phi^2 E \varepsilon_t^2, & k = 1 \\ \phi^2 E \varepsilon_{t-k}^2 \varepsilon_{t-k-1}, & k > 1. \end{cases}
\]

The moments of \( \varepsilon_t \) and \( E \varepsilon_t^2 \) can be found in Lemma 5.

Proof. The results are readily obtained by straightforward algebra. ■

Lemma 2 (Third-moment structure of asMA) Consider an asymmetric MA process (1)–(3) and (5) that is third-order stationary. The unconditional third-order moments and cross-moments of \( y_t \) are given by

\[
\gamma_3 = E \mu_t^3 + 3E \mu_t^2 \varepsilon_t, \quad \gamma_{21}(k) = E \mu_t \mu_{t-k} \varepsilon_t + E \mu_t \varepsilon_{t-k}^2 + E \mu_t \varepsilon_{t-k} \varepsilon_t, \quad k \geq 1
\]

where

\[
E \mu_t^3 = (3\phi^2 + 3\phi^2 + \phi^3) E \varepsilon_t^3 - (6\phi^2 + 3\phi^3) E \varepsilon_t^2 E \varepsilon_t^2
\]

\[
E \mu_t \mu_{t-k} \varepsilon_t = \phi^2 E \varepsilon_{t-k}^2 \varepsilon_t + (2\phi^2 + \phi^2) E \varepsilon_{t-k}^2 \varepsilon_t^2
\]

\[
E \mu_t \mu_{t-k} \varepsilon_{t-k} = \phi^2 E \varepsilon_{t-k}^2 \varepsilon_{t-k} + (2\phi^2 + \phi^2) (E \varepsilon_{t-k}^2 \varepsilon_{t-k}^2 + E \varepsilon_{t-k}^2 E \varepsilon_{t-k}^2)
\]

\[
E \mu_t \mu_{t-k} = \phi^2 E \varepsilon_{t-k}^2 \varepsilon_{t-k} + (2\phi^2 + \phi^2) E \varepsilon_{t-k}^2 \varepsilon_{t-k}
\]

\[
E \mu_t \varepsilon_{t-k} = \phi E \varepsilon_t^2 \varepsilon_{t-k} + \phi^2 E \varepsilon_t^2 \varepsilon_{t-k}^2
\]

\[
E \mu_t \varepsilon_{t-k} = \phi E \varepsilon_t^2 \varepsilon_{t-k} + \phi^2 (E \varepsilon_t^2 \varepsilon_{t-k}^2 - E \varepsilon_t^2 E \varepsilon_t^2)
\]

\[
E \mu_t \varepsilon_t = \phi E \varepsilon_t^2 \varepsilon_{t-1} + \phi^2 (E \varepsilon_t^2 \varepsilon_{t-1} - E \varepsilon_t^2 E \varepsilon_t^2)
\]
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Proof. The results are readily obtained by tedious but straightforward algebra.

Corollary 1 (Third-moment structure of asMA with symmetric GARCH) Consider an asymmetric MA process (1)–(3) and (5) that is third-order stationary. Furthermore, assume that $c_t$ in (5) is even with respect to $z_t$. The unconditional third-order moments and cross-moments of $y_t$ are given by (11)–(13) in Lemma 2 where

\[
E_{\mu_1}^{32} = \begin{cases} 
\phi^+(E_{\mu_1}^{32} - E_{\mu_1}^{32}E_{\mu_1}^{2}), & k = 1 \\
\phi^+(E_{\mu_1}^{2}(k-1)E_{\mu_1}^{2} - E_{\mu_1}^{2}E_{\mu_1}^{+}), & k > 1 
\end{cases}
\]

\[
E_{\mu_1}^{21} = \begin{cases} 
(2\phi^+ + \phi^+^2)E_{\mu_1}^{13} - 2\phi^+^2E_{\mu_1}^{2}E_{\mu_1}^{+} - 2\phi^+^3E_{\mu_1}^{2}E_{\mu_1}^{+}, & k = 1 \\
(2\phi^+ + \phi^+^2)E_{\mu_1}^{2}(k-1)E_{\mu_1}^{2} - 2\phi^+^2E_{\mu_1}^{2}(k-1)E_{\mu_1}^{+}E_{\mu_1}^{+}, & k > 1 
\end{cases}
\]

\[
E_{\mu_1}^{2-k,1} = \begin{cases} 
\phi^+(E_{\mu_1}^{2}(k-1)E_{\mu_1}^{2} - E_{\mu_1}^{2}E_{\mu_1}^{+}) + \phi^2E_{\mu_1}^{2}E_{\mu_1}^{+}, & k = 1 \\
\phi^+(E_{\mu_1}^{2}(k-1)E_{\mu_1}^{2} - E_{\mu_1}^{2}E_{\mu_1}^{+}) + \phi^2E_{\mu_1}^{2}E_{\mu_1}^{+}, & k > 1 
\end{cases}
\]

The moments of $\varepsilon_t$ and $\varepsilon_t^+$ can be found in Lemma 5.
Corollary 2 (Third-moment structure of asMA with $\phi = 0$) Consider an asymmetric MA process (1)–(3) and (5) with $\phi = 0$ that is third-order stationary. The unconditional third-order moments and cross-moments of $y_t$ are given by (11)–(13) in Lemma 2 where

\[
E\mu_t^3 = \phi^3(E\varepsilon_t^3 - 3E\varepsilon_t^2\varepsilon_t^+ + 2(E\varepsilon_t^+)^3)
\]
\[
E\mu_t^2\varepsilon_{t-k} = \phi^3(E\varepsilon_t^2\varepsilon_{t-k}^+ - E\varepsilon_t^2E\varepsilon_t^+) - 2\phi^3(E\varepsilon_t^+\varepsilon_{t-k}^+E\varepsilon_t^+ - (E\varepsilon_t^+)^3)
\]
\[
E\mu_t\varepsilon_{t-k}^2 = \phi^3(E\varepsilon_t^1\varepsilon_{t-k}^2 - E\varepsilon_t^1E\varepsilon_t^+) - 2\phi^3(E\varepsilon_t^+\varepsilon_{t-k}^+E\varepsilon_t^+ - (E\varepsilon_t^+)^3)
\]
\[
E\mu_tE\varepsilon_t^3 = \phi^4(E\varepsilon_t^3 + E\varepsilon_t^+ - E\varepsilon_t^+)^3)
\]
\[
E\mu_tE\varepsilon_{t-k}^2 = \phi^4(E\varepsilon_t^2\varepsilon_{t-k}^+ - E\varepsilon_t^2E\varepsilon_t^+) - 2\phi^4(E\varepsilon_t^+\varepsilon_{t-k}^+E\varepsilon_t^+ - (E\varepsilon_t^+)^3)
\]
\[
E\mu_tE\varepsilon_{t-k}E\varepsilon_t^2 = \phi^4(E\varepsilon_t^1\varepsilon_{t-k}^2 - E\varepsilon_t^1E\varepsilon_t^+) - 2\phi^4(E\varepsilon_t^+\varepsilon_{t-k}^+E\varepsilon_t^+ - (E\varepsilon_t^+)^3)
\]

The moments of $\varepsilon_t$ and $\varepsilon_t^+$ can be found in Lemma 5.

Corollary 3 (Third-moment structure of asMA with $\phi = 0$ and symmetric GARCH) Consider an asymmetric MA process (1)–(3) and (5) with $\phi = 0$ that is third-order stationary. Furthermore, assume that $\varepsilon_t$ in (5) is even with respect to $z_t$. The unconditional third-order moments and cross-moments of $y_t$ are given by (11)–(13) in Lemma 2 where

\[
E\mu_t^3 = \phi^3(E\varepsilon_t^3 - 3E\varepsilon_t^2E\varepsilon_t^+ + 2(E\varepsilon_t^+)^3)
\]
\[
E\mu_t^2\varepsilon_{t-k} = \phi^3(E\varepsilon_t^2\varepsilon_{t-k}^+ - E\varepsilon_t^2E\varepsilon_t^+) - 2\phi^3(E\varepsilon_t^+\varepsilon_{t-k}^+E\varepsilon_t^+ - (E\varepsilon_t^+)^3)
\]
\[
E\mu_t\varepsilon_{t-k}^2 = \phi^3(E\varepsilon_t^1\varepsilon_{t-k}^2 - E\varepsilon_t^1E\varepsilon_t^+) - 2\phi^3(E\varepsilon_t^+\varepsilon_{t-k}^+E\varepsilon_t^+ - (E\varepsilon_t^+)^3)
\]
\[
E\mu_tE\varepsilon_t^3 = \phi^4(E\varepsilon_t^3 + E\varepsilon_t^+ - E\varepsilon_t^+)^3)
\]
\[
E\mu_tE\varepsilon_{t-k}^2 = \phi^4(E\varepsilon_t^2\varepsilon_{t-k}^+ - E\varepsilon_t^2E\varepsilon_t^+) - 2\phi^4(E\varepsilon_t^+\varepsilon_{t-k}^+E\varepsilon_t^+ - (E\varepsilon_t^+)^3)
\]
\[
E\mu_tE\varepsilon_{t-k}E\varepsilon_t^2 = \phi^4(E\varepsilon_t^1\varepsilon_{t-k}^2 - E\varepsilon_t^1E\varepsilon_t^+) - 2\phi^4(E\varepsilon_t^+\varepsilon_{t-k}^+E\varepsilon_t^+ - (E\varepsilon_t^+)^3)
\]
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\[
E\mu_t^2 \varepsilon_{t-k} = \begin{cases} 
\phi^2(E\varepsilon_t^{3^2} - 2E\varepsilon_t^{3^2}E\varepsilon_t^+), & k = 1 \\
0, & k > 1 
\end{cases}
\]

\[
E\mu_t\mu_{t-k}\varepsilon_{t-k} = \begin{cases} 
\phi^2(E\varepsilon_t^{3^2}E\varepsilon_{t-1}^+ - E\varepsilon_t^{3^2}E\varepsilon_t^+), & k = 1 \\
0, & k > 1 
\end{cases}
\]

The moments of $\varepsilon_1$ and $\varepsilon_t^+$ can be found in Lemma 5.

**Corollary 4 (Third-moment structure of MA)** Consider an asymmetric MA process (1)–(3) and (5) with $\phi^+ = 0$ that is third-order stationary. The unconditional third-order moments and cross-moments of $y_t$ are given by (11)–(13) in Lemma 2 where

\[
E\mu_t^3 = E\mu_t^2 \varepsilon_{t-k} = E\mu_t \varepsilon_{t-k}^2 = 0
\]

and

\[
E\mu_t \varepsilon_t^2 = \phi E\varepsilon_t^2 \varepsilon_{t-1}
\]

\[
E\mu_t^2 \mu_{t-k} = \phi^3 E\varepsilon_t^2 \varepsilon_{t-k}
\]

\[
E\mu_{t-k} \varepsilon_t^2 = \phi E\varepsilon_t^2 \varepsilon_{t-(k+1)}
\]

\[
E\mu_t^2 \varepsilon_{t-k} = \begin{cases} 
0, & k = 1 \\
\phi^2 E\varepsilon_t^2 \varepsilon_{t-(k-1)}, & k > 1 
\end{cases}
\]

\[
E\mu_t \mu_{t-k} \varepsilon_{t-k} = \begin{cases} 
\phi^2 E\varepsilon_t^2 \varepsilon_{t-1}, & k = 1 \\
0, & k > 1 
\end{cases}
\]

The moments of $\varepsilon_1$ and $\varepsilon_t^+$ can be found in Lemma 5.

If the conditional second moment is parameterized such that $E\varepsilon_t \varepsilon_{t-k} = 0$ for all $k \geq 1$ (for instance $c_t$ in (5) is symmetric with respect to $z_t$), then the third-order moments and cross-moments are zero.

**Lemma 3 (First and second-moment structure of GARCH–M)** Consider a GARCH–M process (1), (2), (4), and (5) that is third-order stationary. The unconditional first and second-order moments and cross-moments of $y_t$ are given by (8)–(10) in Lemma 1 where

\[
E\mu_t^2 = \phi^2 (Eh_t^2 - (Eh_t^2)^2)
\]

\[
E\mu_t \mu_{t-k} = \phi^2 (Eh_t^2 h_{t-k} - (Eh_t^2)^2)
\]

\[
E\mu_t \varepsilon_{t-k} = \phi Eh_t^2 \varepsilon_{t-k}
\]

The moments of $\varepsilon_t$ and $h_t$ can be found in Lemma 5.

**Proof.** The results are readily obtained by straightforward algebra. ■
Lemma 4  (Third-moment structure of GARCH–M) Consider a GARCH–M process (1), (2), (4), and (5) that is third-order stationary. The unconditional third-order moments and cross-moments of $y_t$ are given by (11)–(13) in Lemma 2 where

$$
E_{\mu}^3 = \phi^3(Eh_t^3 - 3EH_t^2\mu_t + 2(\mu_t)^3)
$$

$$
E_{\mu}^{\mu\mu-k} = \phi^3(Eh_t^2h_{t-k} - 2EH_t^2h_{t-k} + 2Eh_t^3 + 2(\mu_t)^3)
$$

$$
E_{\mu\mu\mu-k} = \phi^3(Eh_t^4h_{t-k} - 2EH_t^4h_{t-k} + 2Eh_t^5 + 2(\mu_t)^3)
$$

$$
E_{\mu}^2\varepsilon_{t-k} = \phi^2(Eh_t^2\varepsilon_{t-k} - 2EH_t^2\varepsilon_{t-k} + 2Eh_t^3 + 2(\mu_t)^3)
$$

$$
E_{\mu}^{\mu\mu-k}\varepsilon_{t-k} = \phi^2(Eh_t^2h_{t-k}\varepsilon_{t-k} - 2EH_t^2h_{t-k}\varepsilon_{t-k} + 2Eh_t^3 + 2(\mu_t)^3)
$$

$$
E_{\mu}^2\varepsilon_{t-k}^2 = \phi^2(Eh_t^2\varepsilon_{t-k}^2 - 2EH_t^2\varepsilon_{t-k}^2 + 2Eh_t^3 + 2(\mu_t)^3)
$$

$$
E_{\mu}^{\varepsilon\varepsilon\varepsilon-k} = \phi^2(Eh_t^2\varepsilon_{t-k}\varepsilon_{t-k} - 2EH_t^2\varepsilon_{t-k}\varepsilon_{t-k} + 2Eh_t^3 + 2(\mu_t)^3)
$$

$$
E_{\mu}^{\mu\varepsilon-k} = \phi^2(Eh_t^2h_{t-k}\varepsilon_{t-k} - 2EH_t^2h_{t-k}\varepsilon_{t-k} + 2Eh_t^3 + 2(\mu_t)^3)
$$

The moments of $\varepsilon_t$ and $\varepsilon_t^+$ can be found in Lemma 5. If the $c_t$ in (5) is even with respect to $z_t$, then $E_{\mu}^{2}\varepsilon_{t-k} = E_{\mu}^{2}\mu_{t-k} = 0$.

**Proof.** The results are readily obtained by straightforward algebra. For the results for the symmetric GARCH we make use of Corollary 5. ■

Lemma 5  Consider the GARCH model (2) and (5). Suppose that $\varepsilon_t$ is stationary with time-invariant moments. Provided that the moments exist, the moments of $\varepsilon_t$, $\varepsilon_t^+$, and $h_t$ are given by

$$
E_{\varepsilon}^m = \begin{cases} d_{om}Eh_t^m, & m \text{ odd} \\ 0, & m \text{ even} \end{cases}
$$

$$
E_{\varepsilon}^{m(+)} = \begin{cases} d_{om}Eh_t^m, & m \text{ odd} \\ 0, & m \text{ even} \end{cases}
$$

$$
E_{\varepsilon}^{m(-)}_{t-k} = \begin{cases} d_{om}Eh_t^m\varepsilon_{t-k}, & m \text{ even} \\ 0, & m \text{ odd} \end{cases}
$$

$$
E_{\varepsilon}^{m(-)n}_{t-k} = \begin{cases} d_{om}Eh_t^m\varepsilon_{t-k}^n, & m \text{ even} \\ 0, & m \text{ odd} \end{cases}
$$

$$
E_{\varepsilon}^{m(-)}_{t-k} = d_{10}Eh_t^m\varepsilon_{t-k}^{(+)}
$$

where

$$
E_{h}^{dm} = \frac{1}{1-d_{10}} \sum_{j=1}^{m} \binom{m}{j} \omega^j d_{(m-j)0} E_{h}^{d(m-j)}
$$

$$
E_{h}^{dm} \varepsilon_{t-k}^{(+)} = \begin{cases} \sum_{j=0}^{m} \binom{m}{j} \omega^j d_{(m-j)0} E_{h}^{d(m-j)+m}, & k = 1 \\ \sum_{j=0}^{m} \binom{m}{j} \omega^j d_{(m-j)0} E_{h}^{d(n-j)-\varepsilon_{t-(k-1)}^{(+)m}}, & k > 1 \end{cases}
$$

$$
E_{h}^{dm} \varepsilon_{t-k}^{(+)m} = d_{11}^{k-1} d_{11} E_{h}^{d_{11}+1 \varepsilon_{t-k}^{(+)m}}
$$
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and

\[ E h_t^d h_t^{d_n} = \begin{cases} \sum_{j=0}^{n} \binom{n}{j} \omega_j d_{(n-j)0} E h_t^{d(n-j)+m}, & k = 1 \\ \sum_{j=0}^{n} \binom{n}{j} \omega_j d_{(n-j)0} E h_t^{d(n-j)} h_{t-(k-1)}, & k > 1 \end{cases} \]

\[ E h_t^d h_{t-k} \varepsilon_{t-k} = d_{10}^{k-1} d_{11} E h_t^{2d+1} \]

with \( k \geq 1 \) and where

\[ d_{ij} = E c_i^j z_t^j, \quad i \geq 0, \quad j \geq 0 \]

\[ d_{ij}^+ = E c_i^j z_t^j, \quad i \geq 0, \quad j > 0 \]

In the expressions above the notation (+) means that + is either included in or excluded from the equation in question. When \( d = 1 \) the recursions above yield analytically explicit expressions whereas for \( d = 2 \) some of them involve moments that have to be calculated numerically through simulations. If the conditional standard deviation follows the TGARCH process (5) and (6) then

\[ d_{ij}^{n+1} = \begin{cases} 0, & i \geq 1, j \geq 0 \end{cases} \]

\[ d_{ij} = \begin{cases} 0, & i \geq 1, j > 0 \end{cases} \]

For the AVGARCH process the expressions for \( d_{ij} \) and \( d_{ij}^+ \) are obtained by setting \( \alpha^* = 0 \), restricting the index \( h_3 = 0 \), and defining \( 0^0 = 1 \). Furthermore, if \( z_t \sim \text{nid}(0,1) \), then the moments of \( z_t, |z_t| \), and the censored variable \( z_t^+ \) are given in Lemma 6.

Proof. The results are readily obtained by straightforward but tedious algebra.

**Corollary 5** Consider the GARCH model (2) and (5) in Lemma 5. If the process for the conditional second moment is symmetric in its response to shocks, then \( d_{nm} = 0 \) whenever \( m \) is odd. Hence, of the moments in Lemma 5,

\[ E h_t^{d_n} \varepsilon_{t-k} = E h_t^{d_n} h_{t-k} \varepsilon_{t-k} = E h_t^{d_n} \varepsilon_{t-k}^{(+)} = 0 \]

and

\[ E \varepsilon_t^{n} \varepsilon_{t-k} = E \varepsilon_t^{n} h_{t-k} \varepsilon_{t-k} = E \varepsilon_t^{n} \varepsilon_{t-k}^{(+)} = 0 \]

where \( m \) is odd.

Proof. If \( c_i(z_t) \) in (5) is an even function of \( z_t \) then the function \( c_i^*(z_t)|z_t|^m \) is an odd function of \( z_t \) for any odd \( m \) and therefore \( d_{nm} = 0 \).
Lemma 6  Assume $z_t \sim \text{nid}(0, 1)$. Then the moments of $z_t$, $|z_t|$, and $z_t^+$ are given by

\[
E z_t^m = \begin{cases} 
\prod_{i=1, i \text{ odd}}^{m-1} i, & \text{m even} \\
0, & \text{m odd}
\end{cases}
\]

\[
E |z_t|^m = \begin{cases} 
E z_t^m, & \text{m even} \\
\prod_{i=2, i \text{ even}}^{m-1} i, & \text{m odd}
\end{cases}
\]

\[
E z_t^+^m = \frac{1}{2} E |z_t|^m.
\]

Proof. Straightforward by recursion and by noticing that the censored variable $z_t^+$ can be expressed as

\[
z_t^+ = \max(0, z_t) = \frac{1}{2}(|z_t| + z_t).
\]

Note that an empty product is defined to equal one. ■
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Abstract

This chapter contains a review of multivariate GARCH models. Most common GARCH models are presented and their properties considered. This also includes nonparametric and semiparametric models. Existing specification and misspecification tests are discussed. Finally, there is an empirical example in which several multivariate GARCH models are fitted to the same data set and the results compared.
1 Introduction

Modelling volatility in financial time series has been the object of much attention ever since the introduction of the Autoregressive Conditional Heteroskedasticity (ARCH) model in the seminal paper of Engle (1982). Subsequently, numerous variants and extensions of ARCH models have been proposed. A large body of this literature has been devoted to univariate models; see for example Bollerslev, Engle, and Nelson (1994), Palm (1996), and Shephard (1996).

While modelling volatility of the returns has been the main centre of attention, understanding the comovements of financial returns is of great practical importance. It is therefore important to extend the considerations to multivariate GARCH (MGARCH) models. For example, asset pricing depends on the covariance of the assets in a portfolio, and risk management and asset allocation relate for instance to finding and updating optimal hedging positions. For examples, see Bollerslev, Engle, and Wooldridge (1988), Ng (1991), and Hansson and Hördahl (1998). Multivariate GARCH models have also been used to investigate volatility and correlation transmission and spillover effects in studies of contagion, see Tse and Tsui (2002) and Bae, Karolyi, and Stulz (2003).

What then should the specification of an MGARCH model be like? On one hand, it should be flexible enough to be able to represent the dynamics of the conditional variances and covariances. On the other hand, as the number of parameters in an MGARCH model often increases rapidly with the dimension of the model, the specification should be parsimonious enough to allow for relatively easy estimation of the model and also allow for easy interpretation of the model parameters. However, parsimony often means simplification, and models with only a few parameters may not be able to capture the relevant dynamics in the covariance structure. Another feature that needs to be taken into account in the specification is imposing positive definiteness (as covariance matrices need, by definition, to be positive definite). One possibility is to derive conditions under which the conditional covariance matrices implied by the model are positive definite, but this is often infeasible in practice. An alternative is to formulate the model in a way that positive definiteness is implied by the model structure (in addition to some simple constraints).

Combining these needs has been the difficulty in the MGARCH literature. The first GARCH model for the conditional covariance matrices was the so-called VEC model of Bollerslev, Engle, and Wooldridge (1988), see Engle, Granger, and Kraft (1984) for an ARCH version. This model is a very general one, and a goal of the subsequent literature has been to formulate more parsimonious models. Furthermore, since imposing positive definiteness of the conditional covariance matrix in this model is difficult, formulating models with this feature has been considered important. Furthermore, constructing models in which the estimated parameters have direct interpretation has been viewed as beneficial.

In this paper, we survey the main developments of the MGARCH literature. For another such survey, see Bauwens, Laurent, and Rombouts (2006). This paper is organized as follows. In Section 2, several MGARCH specifications are reviewed. Statistical properties of the models are the topic of Section 3, whereas testing MGARCH
models is discussed in Section 4. An empirical comparison of a selection of the models is given in Section 5. Finally, some conclusions and directions for future research are in Section 6.

2 Models

Consider a stochastic vector process \( \{r_t\} \) with dimension \( N \times 1 \) such that \( E r_t = 0 \). Let \( F_{t-1} \) denote the information set generated by the observed series \( \{r_t\} \) up to and including time \( t - 1 \). We assume that \( r_t \) is conditionally heteroskedastic:

\[
r_t = H_t^{1/2} \eta_t
\]

given the information set \( F_{t-1} \), where the \( N \times N \) matrix \( H_t = [h_{ij,t}] \) is the conditional covariance matrix of \( r_t \) and \( \eta_t \) is an iid vector error process such that \( E \eta_t \eta_t' = I \). This defines the standard multivariate GARCH framework, in which there is no linear dependence structure in \( \{r_t\} \).

What remains to be specified is the matrix process \( H_t \). Various parametric formulations will be reviewed in the following subsections. We have divided these models into four categories. In the first one, the conditional covariance matrix \( H_t \) is modelled directly. This class includes, in particular, the VEC and BEKK models that were among the first parametric MGARCH models. The models in the second class, the factor models, are motivated by parsimony: the process \( r_t \) is assumed to be generated by a (small) number of unobserved heteroskedastic factors. Models in the third class are built on the idea of modelling the conditional variances and correlations instead of straightforward modelling of the conditional covariance matrix. Members of this class include the Constant Conditional Correlation (CCC) model and its extensions. The appeal of this class lies in the intuitive interpretation of the correlations, and models belonging to it have received plenty of attention in the recent literature. Finally, we consider semi- and nonparametric approaches that can offset the loss of efficiency of the parametric estimators due to misspecified structure of the conditional covariance matrices. Multivariate stochastic volatility models are discussed in a separate chapter, see Chib (2007).

Before turning to the models, we discuss some points that need attention when specifying an MGARCH model. As already mentioned, a problem with MGARCH models is that the number of parameters can increase very rapidly as the dimension of \( r_t \) increases. This creates difficulties in the estimation of the models, and therefore an important goal in constructing new MGARCH models is to make them reasonably parsimonious while maintaining flexibility. Another aspect that has to be imposed is the positive definiteness of the conditional covariance matrices. Ensuring positive definiteness of a matrix, usually through an eigenvalue-eigenvector-decomposition, is a numerically difficult problem, especially in large systems. Yet another difficulty with MGARCH models has to do with the numerical optimization of the likelihood function (in the case of parametric models). The conditional covariance (or correlation) matrix appearing in the likelihood depends on the time index \( t \), and often has to be inverted.
for all \( t \) in every iteration of the numerical optimization. When the dimension of the problem increases, this is a both time consuming and numerically unstable procedure. Avoiding excessive inversion of matrices is thus a worthy goal in designing MGARCH models. It should be emphasized, however, that practical implementation of all the models to be considered in this chapter is of course feasible, but the problem lies in devising easy to use, automated estimation routines that would make widespread use of these models possible.

2.1 Models of the conditional covariance matrix

The VEC-GARCH model of Bollerslev, Engle, and Wooldridge (1988) is a straightforward generalization of the univariate GARCH model. Every conditional variance and covariance is a function of all lagged conditional variances and covariances, as well as lagged squared returns and cross-products of returns. The model may be written as follows:

\[
\text{vech}(H_t) = c + \sum_{j=1}^{q} A_j \text{vech}(r_{t-j}r_{t-j}') + \sum_{j=1}^{p} B_j \text{vech}(H_{t-j})
\] (2)

where \( \text{vech}(\cdot) \) is an operator that stacks the columns of the lower triangular part of its argument square matrix, \( c \) is an \( N(N+1)/2 \times 1 \) vector, and \( A_j \) and \( B_j \) are \( N(N+1)/2 \times N(N+1)/2 \) parameter matrices. In fact, the authors introduced a multivariate GARCH–in-mean model, but in this chapter we only consider its conditional covariance component. The generality of the VEC model has disadvantages. One is that there exist only sufficient, rather restrictive, conditions for \( H_t \) to be positive definite for all \( t \), see Gourieroux (1997, Section 6). Besides, the number of parameters equals \((p+q)(N(N+1)/2)^2 + N(N+1)/2\), which is large unless \( N \) is small. Furthermore, as will be discussed below, estimation of the parameters is computationally demanding.

Bollerslev, Engle, and Wooldridge (1988) present a simplified version of the model by assuming that \( A_j \) and \( B_j \) in (2) are diagonal matrices. In this case, it is possible to obtain conditions for \( H_t \) to be positive definite for all \( t \), see Bollerslev, Engle, and Nelson (1994). Estimation is less difficult than in the complete VEC model because each equation can be estimated separately. But then, this “diagonal VEC” model that contains \((p+q+1)N(N+1)/2\) parameters seems too restrictive since no interaction is allowed between the different conditional variances and covariances.

A numerical problem is that estimation of parameters of the VEC model is computationally demanding. Assuming that the errors \( \eta_t \) follow a multivariate normal distribution, the log-likelihood of the model (1) has the following form:

\[
\sum_{t=1}^{T} \ell_t(\theta) = c - (1/2) \sum_{t=1}^{T} \ln |H_t| - (1/2) \sum_{t=1}^{T} r_t' H_t^{-1} r_t.
\] (3)

The parameter vector \( \theta \) has to be estimated iteratively. It is seen from (3) that the conditional covariance matrix \( H_t \) has to be inverted for every \( t \) in each iteration, which
Multivariate GARCH models may be tedious when the number of observations is large. Another, an even more difficult problem, is how to ensure positive definiteness of the covariance matrices. In the case of the VEC model there does not seem to exist a general solution to this problem.

A model that can be viewed as a restricted version of the VEC model is the Baba-Engle-Kraft-Kroner (BEKK) defined in Engle and Kroner (1995). It has the attractive property that the conditional covariance matrices are positive definite by construction. The model has the form

\[ H_t = CC' + \sum_{j=1}^{q} \sum_{k=1}^{K} A_{kj} r_{t-j} r'_{t-j} A_{kj} + \sum_{j=1}^{p} \sum_{k=1}^{K} B_{kj} H_{t-j} B_{kj} \]  

(4)

where \( A_{kj}, B_{kj}, \) and \( C \) are \( N \times N \) parameter matrices, and \( C \) is lower triangular. The decomposition of the constant term into a product of two triangular matrices is to ensure positive definiteness of \( H_t \). The BEKK model is covariance stationary if and only if the eigenvalues of \( \sum_{j=1}^{q} \sum_{k=1}^{K} A_{kj} \otimes A_{kj} + \sum_{j=1}^{p} \sum_{k=1}^{K} B_{kj} \otimes B_{kj} \), where \( \otimes \) denotes the Kronecker product of two matrices, are less than one in modulus. Whenever \( K > 1 \) an identification problem arises because there are several parameterizations that yield the same representation of the model. Engle and Kroner (1995) give conditions for eliminating redundant, observationally equivalent representations.

Interpretation of parameters of (4) is not easy. But then, consider the first order model

\[ H_t = CC' + A' r_{t-1} r'_{t-1} A + B' H_{t-1} B. \]  

(5)

Setting \( B = AD \) where \( D \) is a diagonal matrix, (5) becomes

\[ H_t = CC' + A' r_{t-1} r'_{t-1} A + D E[A' r_{t-1} r'_{t-1} A | \mathcal{F}_{t-2}] D. \]  

(6)

It is seen from (6) that what is now modelled are the conditional variances and covariances of certain linear combinations of \( r_t \) or “portfolios”. Kroner and Ng (1998) restrict \( B = \delta A \) where \( \delta > 0 \) is a scalar.

A further simplified version of (5) in which \( A \) and \( B \) are diagonal matrices has sometimes appeared in applications. This “diagonal BEKK” model trivially satisfies the equation \( B = AD \). It is a restricted version of the diagonal VEC model such that the parameters of the covariance equations (equations for \( h_{ijt}, i \neq j \)) are products of the parameters of the variance equations (equations for \( h_{ii} \)). In order to obtain a more general model (that is, to relax these restrictions on the coefficients of the covariance terms) one has to allow \( K > 1 \). The most restricted version of the diagonal BEKK model is the scalar BEKK one with \( A = aI \) and \( B = bI \) where \( a \) and \( b \) are scalars.

Each of the BEKK models implies a unique VEC model, which then generates positive definite conditional covariance matrices. Engle and Kroner (1995) provide sufficient conditions for the two models, BEKK and VEC, to be equivalent. They also give a representation theorem that establishes the equivalence of diagonal VEC models (that have positive definite covariance matrices) and general diagonal BEKK models. When the number of parameters in the BEKK model is less than the corresponding number in the VEC model, the BEKK parameterization imposes restrictions
that makes the model different from that of VEC model. Increasing $K$ in (4) eliminates those restrictions and thus increases the generality of the BEKK model towards the obtained from using pure VEC model. Engle and Kroner (1995) give necessary conditions under which all unnecessary restrictions are eliminated. However, too large a value of $K$ will give rise to the identification problem mentioned earlier.

Estimation of a BEKK model still involves somewhat heavy computations due to several matrix inversions. The number of parameters, $(p + q)KN^2 + N(N + 1)/2$ in the full BEKK model, or $(p + q)KN + N(N + 1)/2$ in the diagonal one, is still quite large. Obtaining convergence may therefore be difficult because (4) is not linear in parameters. There is the advantage, however, that the structure automatically ensures positive definiteness of $H_t$, so this does not need to be imposed separately. Partly because numerical difficulties are so common in the estimation of BEKK models, it is typically assumed $p = q = K = 1$ in applications of (4).

Parameter restrictions to ensure positive definiteness are not needed in the matrix exponential GARCH model proposed by Kawakatsu (2006). It is a generalization of the univariate exponential GARCH model (Nelson, 1991) and is defined as follows:

$$\text{vech}(\ln H_t - C) = \sum_{i=1}^{q} A_i \eta_{t-i} + \sum_{i=1}^{q} F_i (|\eta_{t-i}| - E|\eta_{t-i}|) + \sum_{i=1}^{p} B_i \text{vech}(\ln H_{t-i} - C)$$

(7)

where $C$ is a symmetric $N \times N$ matrix, and $A_i$, $B_i$, and $F_i$ are parameter matrices of sizes $N(N + 1)/2 \times N$, $N(N + 1)/2 \times N(N + 1)/2$, and $N(N + 1)/2 \times N$, respectively. There is no need to impose restrictions on the parameters to ensure positive definiteness, because the matrix $\ln H_t$ need not be positive definite. The positive definiteness of the covariance matrix $H_t$ follows from the fact that for any symmetric matrix $S$, the matrix exponential defined as

$$\exp(S) = \sum_{i=0}^{\infty} \frac{S^i}{i!}$$

is positive definite. Since the model contains a large number of parameters, Kawakatsu (2006) discusses a number of more parsimonious specifications. He also considers the estimation of the model, hypothesis testing, the interpretation of the parameters, and provides an application. How popular this model will turn out in practice remains to be seen.

2.2 Factor models

Factor models are motivated by economic theory. For instance, in the arbitrage pricing theory of Ross (1976) returns are generated by a number of common unobserved components, or factors; for further discussion see Engle, Ng, and Rothschild (1990) who introduced the first factor GARCH model. In this model it is assumed that the observations are generated by underlying factors that are conditionally heteroskedastic and possess a GARCH-type structure. This approach has the advantage that it
reduces the dimensionality of the problem when the number of factors relative to the dimension of $r_t$ is small.

Engle, Ng, and Rothschild (1990) define a factor structure for the conditional covariance matrix as follows. They assume that $H_t$ is generated by $K (N)$ underlying, not necessarily uncorrelated, factors $f_{k,t}$ as follows:

$$H_t = \Omega + \sum_{k=1}^{K} w_k w'_k f_{k,t}$$

where $\Omega$ is an $N \times N$ positive semi-definite matrix, $w_k, k = 1, \ldots, K,$ are linearly independent $N \times 1$ vectors of factor weights, and the $f_{k,t}$’s are the factors. It is assumed that these factors have a first-order GARCH structure:

$$f_{k,t} = \omega_k + \alpha_k (\gamma'_k r_{t-1})^2 + \beta_k f_{k,t-1}$$

where $\omega_k, \alpha_k,$ and $\beta_k$ are scalars and $\gamma_k$ is an $N \times 1$ vector of weights. The number of factors $K$ is intended to be much smaller than the number of assets $N$, which makes the model feasible even for a large number of assets. Consistent but not efficient two-step estimation method using maximum likelihood is discussed in Engle, Ng, and Rothschild (1990). In their application, the authors consider two factor-representing portfolios as the underlying factors that drive the volatilities of excess returns of the individual assets. One factor consists of value-weighted stock index returns and the other one of average T-bill returns of different maturities. This choice is motivated by principal component analysis.

Diebold and Nerlove (1989) propose a model similar to the one Engle, Ng, and Rothschild (1990). However their model is rather a stochastic volatility model than a GARCH one, and hence we do not discuss its properties here; see Sentana (1998) for a comparison of this model with the factor GARCH one.

In the factor ARCH model of Engle, Ng, and Rothschild (1990) the factors are generally correlated. This may be undesirable as it may turn out that several of the factors capture very similar characteristics of the data. If the factors were uncorrelated, they would represent genuinely different common components driving the returns. Motivated by this consideration, several factor models with uncorrelated factors have been proposed in the literature. In all of them, the original observed series contained in $r_t$ are assumed to be linked to unobserved, uncorrelated variables, or factors, $z_t$ through a linear, invertible transformation $W$:

$$r_t = W z_t$$

where $W$ is thus a nonsingular $N \times N$ matrix. Use of uncorrelated factors can potentially reduce their number relative to the approach where the factors can be correlated. The unobservable factors are estimated from the data through $W$. The factors $z_t$ are typically assumed to follow a GARCH process. Differences between the factor models are due to the specification of the transformation $W$ and, importantly, whether the number of heteroskedastic factors is less than the number of assets or not.
In the Generalized Orthogonal (GO–) GARCH model of van der Weide (2002), the uncorrelated factors $z_t$ are standardized to have unit unconditional variances, that is, $E z_t z_t' = I$. This specification extends the Orthogonal (O–) GARCH model of Alexander and Chibumba (1997) in that $W$ is not required to be orthogonal, only invertible. The factors are conditionally heteroskedastic with GARCH-type dynamics. The $N \times N$ diagonal matrix of conditional variances of $z_t$ is defined as follows:

$$H^*_z = (I - A - B) + A \odot (z_{t-1} z_{t-1}') + B H^*_{z_{t-1}}$$

(9)

where $A$ and $B$ are diagonal $N \times N$ parameter matrices and $\odot$ denotes the Hadamard (i.e. elementwise) product of two conformable matrices. The form of the constant term imposes the restriction $E z_t z_t' = I$. Covariance stationarity of $r_t$ in the models with uncorrelated factors is ensured if the diagonal elements of $A + B$ are less than one. Therefore the conditional covariance matrix of $r_t$ can be expressed as

$$H_t = W H^*_z W' = \sum_{k=1}^N w_{(k)} w_{(k)'} h^*_z$$

(10)

where $w_{(k)}$ are the columns of the matrix $W$ and $h^*_z$ are the diagonal elements of the matrix $H^*_z$. The difference between equations (8) and (10) is that the factors in (10) are uncorrelated but then, in the GO–GARCH model it is not possible to have fewer factors than there are assets. This is possible in the O–GARCH model but at the cost of obtaining conditional covariance matrices with a reduced rank.

Van der Weide (2002) constructs the linear mapping $W$ by making use of the singular value decomposition of $E r_t r_t' = W W'$. That is,

$$W = U \Lambda^{1/2} V$$

where the columns of $U$ hold the eigenvectors of $E r_t r_t'$ and the diagonal matrix $\Lambda$ holds its eigenvalues, thus exploiting unconditional information only. Estimation of the orthogonal matrix $V$ requires use of conditional information; see van der Weide (2002) for details.

Vrontos, Dellaportas, and Politis (2003) have suggested a related model. They state their Full Factor (FF–) GARCH model as above but restrict the mapping $W$ to be an $N \times N$ invertible triangular parameter matrix with ones on the main diagonal. Furthermore, the parameters in $W$ are estimated directly using conditional information only. Assuming $W$ to be triangular simplifies matters but is restrictive because, depending on the order of the components in the vector $r_t$, certain relationships between the factors and the returns are ruled out.

Lanne and Saikkonen (in press) put forth yet another modelling proposal. In their Generalized Orthogonal Factor (GOF–) GARCH model the mapping $W$ is decomposed using the polar decomposition:

$$W = C V$$

where $C$ is a symmetric positive definite $N \times N$ matrix and $V$ an orthogonal $N \times N$ matrix. Since $E r_t r_t' = W W' = CC'$, the matrix $C$ can be estimated making use of the
spectral decomposition $C = U \Lambda^{1/2} U'$ where the columns of $U$ are the eigenvectors of $E r_t r_t'$ and the diagonal matrix $\Lambda$ contains its eigenvalues, thus using unconditional information only. Estimation of $V$ requires the use of conditional information, see Lanne and Saikkonen (in press) for details.

An important aspect of the GOF–GARCH model is that some of the factors can be conditionally homoskedastic. In addition to being parsimonious, this allows the model to include not only systematic but also idiosyncratic components of risk. Suppose $K$ ($\leq N$) of the factors are heteroskedastic, while the remaining $N - K$ factors are homoskedastic. Without loss of generality we can assume that the $K$ first elements of $z_t$ are the heteroskedastic ones, in which case this restriction is imposed by setting that the $N - K$ last diagonal elements of $A$ and $B$ in (9) equal to zero. This results in the conditional covariance matrix of $r_t$ of the following form (ref. eq. (10)):}

$$H_t = \sum_{k=1}^K w_{(k)} w'_{(k)} h_{k,t}^z + \sum_{k=K+1}^N w_{(k)} w'_{(k)}$$

$$= \sum_{k=1}^K w_{(k)} w'_{(k)} h_{k,t}^z + \Omega.$$  \hspace{1cm} (11)

The expression (11) is very similar to the one in (8), but there are two important differences. In (11) the factors are uncorrelated, whereas in (8), as already pointed out, this is not generally the case. The role of $\Omega$ in (11) is also different from that of $\Omega$ in (8). In the factor ARCH model $\Omega$ is required to be a positive semi-definite matrix and it has no particular interpretation. For comparison, the matrix $\Omega$ in the GOF–GARCH model has a reduced rank directly related to the number of heteroskedastic factors. Furthermore, it is closely related to the unconditional covariance matrix of $r_t$. This results to the model being possibly considerably more parsimonious than the factor ARCH model; for details and a more elaborate discussion, see Lanne and Saikkonen (in press). Therefore, the GOF–GARCH model can be seen as combining the advantages of both the factor models (having a reduced number of heteroskedastic factors) and the orthogonal models (relative ease of estimation due to the orthogonality of factors).

### 2.3 Models of conditional variances and correlations

Correlation models are based on the decomposition of the conditional covariance matrix into conditional standard deviations and correlations. The simplest multivariate correlation model that is nested in the other conditional correlation models, is the Constant Conditional Correlation (CCC–) GARCH model of Bollerslev (1990). In this model, the conditional correlation matrix is time-invariant, so the conditional covariance matrix can be expressed as follows:

$$H_t = D_t P D_t$$  \hspace{1cm} (12)
where $D_t = \text{diag}(h_{1t}^{1/2}, \ldots, h_{Nt}^{1/2})$ and $P = [\rho_{ij}]$ is positive definite with $\rho_{ii} = 1$, $i = 1, \ldots, N$. This means that the off-diagonal elements of the conditional covariance matrix are defined through the correlations of $z_{it}$ and $z_{jt}$:

$$[H_t]_{ij} = h_{1t}^{1/2} h_{jt}^{1/2} \rho_{ij}, \quad i \neq j$$

where $1 \leq i, j \leq N$. The models for the processes $\{r_{it}\}$ are members of the class of univariate GARCH models. They are most often modelled as the GARCH($p,q$) model, in which case the conditional variances can be written in a vector form

$$h_t = \omega_i + \sum_{j=1}^{q} A_j r_{t-j}^{(2)} + \sum_{j=1}^{p} B_j h_{t-j}$$

where $\omega$ is $N \times 1$ vector, $A_j$ and $B_j$ are diagonal $N \times N$ matrices, and $r_{t}^{(2)} = r_t \odot r_t$. When the conditional correlation matrix $P$ is positive definite and the elements of $\omega$ and the diagonal elements of $A_j$ and $B_j$ positive, the conditional covariance matrix $H_t$ is positive definite. Positivity of the diagonal elements of $A_j$ and $B_j$ is not, however, necessary for $P$ to be positive definite unless $p = q = 1$, see Nelson and Cao (1992) for discussion of positivity conditions for $h_{it}$ in univariate GARCH($p,q$) models.

An extension to the CCC–GARCH model was introduced by Jeantheau (1998). In this Extended CCC– (ECCC–) GARCH model the assumption that the matrices $A_j$ and $B_j$ in (13) are diagonal is relaxed. This allows the past squared returns and variances of all series to enter the individual conditional variance equations. For instance, in the first-order ECCC–GARCH model, the $i$th variance equation is

$$h_{it} = \omega_i + a_{11} r_{1,t-1}^2 + \ldots + a_{1N} r_{N,t-1}^2 + b_{11} h_{1,t-1} + \ldots + b_{1N} h_{N,t-1}, \quad i = 1, \ldots, N.$$

An advantage of this extension is that it allows a considerably richer autocorrelation structure for the squared observed returns than the standard CCC–GARCH model. For example, in the univariate GARCH(1,1) model the autocorrelations of the squared observations decrease exponentially from the first lag. In the first-order ECCC–GARCH model, the same autocorrelations need not have a monotonic decline from the first lag. This has been shown by He and Teräsvirta (2004) who considered the fourth-moment structure of first- and second-order ECCC–GARCH models.

The estimation of MGARCH models with constant correlations is computationally attractive. Because of the decomposition (12), the log-likelihood in (3) has the following simple form:

$$\sum_{t=1}^{T} \ell_t(\theta) = c - (1/2) \sum_{t=1}^{T} \sum_{i=1}^{N} \ln |h_{it}| - (1/2) \sum_{t=1}^{T} \log |P|$$

$$- (1/2) \sum_{t=1}^{T} r_t' D_t^{-1} P^{-1} D_t^{-1} r_t.$$  \hspace{1cm} (14)

From (14) it is apparent that during estimation, one has to invert the conditional correlation matrix only once per iteration. The number of parameters in the CCC–
and ECCC–GARCH models, in addition to the ones in the univariate GARCH equations, equals $N(N - 1)/2$ and covariance stationarity is ensured if the roots of $\text{det}(I - \sum_{j=1}^{p} A_j \lambda_j^j - \sum_{j=1}^{q} B_j \lambda_j^j) = 0$ lie outside the unit circle.

Although the CCC–GARCH model is in many respects an attractive parameterization, empirical studies have suggested that the assumption of constant conditional correlations may be too restrictive. The model may therefore be generalized by retaining the previous decomposition but making the conditional correlation matrix in (12) time-varying. Thus,

$$H_t = D_t \mathbf{P}_t D_t.$$  \hspace{1cm} (15)

In conditional correlation models defined through (15), positive definiteness of $H_t$ follows if, in addition to the conditional variances $h_{it}$, $i = 1, \ldots, N$, being well-defined, the conditional correlation matrix $\mathbf{P}_t$ is positive definite at each point in time. Compared to the CCC–GARCH models, the advantage of numerically simple estimation is lost, as the correlation matrix has to be inverted for each $t$ during every iteration.

Due to the intuitive interpretation of correlations, there exist a vast number of proposals for specifying $\mathbf{P}_t$. Tse and Tsui (2002) imposed GARCH type of dynamics on the conditional correlations. The conditional correlations in their Varying Correlation (VC–) GARCH model are functions of the conditional correlations of the previous period and a set of estimated correlations. More specifically,

$$\mathbf{P}_t = (1 - a - b) \mathbf{S} + a \mathbf{S}_{t-1} + b \mathbf{P}_{t-1}$$

where $\mathbf{S}$ is a constant, positive definite parameter matrix with ones on the diagonal, $a$ and $b$ are non-negative scalar parameters such that $a + b \leq 1$, and $\mathbf{S}_{t-1}$ is a sample correlation matrix of the past $M$ standardized residuals $\hat{\varepsilon}_{t-1}, \ldots, \hat{\varepsilon}_{t-M}$ where $\hat{\varepsilon}_{t-j} = \hat{D}_{t-j}^{-1} \mathbf{r}_{t-j}$, $j = 1, \ldots, M$. The positive definiteness of $\mathbf{P}_t$ is ensured by construction if $\mathbf{P}_0$ and $\mathbf{S}_{t-1}$ are positive definite. A necessary condition for the latter to hold is $M \geq N$. The definition of the “intercept” $1 - a - b$ corresponds to the idea of “variance targeting” in Engle and Mezrich (1996).

Kwan, Li, and Ng (2005) proposed a threshold extension to the VC–GARCH model. Within each regime, indicated by the value of an indicator or threshold variable, the model has a VC–GARCH specification. Specifically, the authors partition the real line into $R$ subintervals, $r_0 = -\infty < l_1 < \ldots < l_{R-1} < l_R = \infty$, and define an indicator variable $s_t \in \mathcal{F}_{t-1}$. The $r$th regime is defined by $l_{r-1} < s_t \leq l_r$, and both the univariate GARCH models and the dynamic correlations have regime-specific parameters. Kwan, Li, and Ng (2005) also apply the same idea to the BEKK model and discuss estimation of the number of regimes. In order to estimate the model consistently, one has to make sure that each regime contains a sufficient number of observations.

Engle (2002) introduced a Dynamic Conditional Correlation (DCC–) GARCH model whose dynamic conditional correlation structure is similar to that of the VC–GARCH model. Engle considered a dynamic matrix process

$$\mathbf{Q}_t = (1 - a - b) \mathbf{S} + a \mathbf{S}_{t-1} \mathbf{\varepsilon}_{t-1} + b \mathbf{Q}_{t-1}$$
where \( a \) is a positive and \( b \) a non-negative scalar parameter such that \( a + b < 1 \), \( S \) is the unconditional correlation matrix of the standardized errors \( \varepsilon \), and \( Q_0 \) is positive definite. This process ensures positive definiteness but does not generally produce valid correlation matrices. They are obtained by rescaling \( Q_t \) as follows:

\[
P_t = (I \circ Q_t)^{-1/2}Q_t(I \circ Q_t)^{-1/2}
\]

Both the VC– and the DCC–GARCH model extend the CCC–GARCH model but do it with few extra parameters. In each correlation equation, the number of parameters is \( N(N - 1)/2 + 2 \) for the VC–GARCH model and two for in the DCC–GARCH one. This is a strength of these models but may also be seen as a weakness when \( N \) is large, because all \( N(N - 1)/2 \) correlation processes are restricted to have the same dynamic structure.

In the VC–GARCH as well as the DCC–GARCH model, the dynamic structure of the time-varying correlations is a function of past returns. There is another class of models that allows the dynamic structure of the correlations to be controlled by an exogenous variable. This variable may be either an observable variable, a combination of observable variables, or a latent variable that represents factors that are difficult to quantify. One may argue that these models are not pure vector GARCH models because the conditioning set in them can be larger than in VC–GARCH or DCC–GARCH models. The first one of these models to be considered here is the Smooth Transition Conditional Correlation (STCC–) GARCH model.

In the STCC–GARCH model of Silvennoinen and Teräsvirta (2005) the conditional correlation matrix varies smoothly between two extreme states according to a transition variable. The following dynamic structure is imposed on the conditional correlations:

\[
P_t = (1 - G(s_t))P_{(1)} + G(s_t)P_{(2)}
\]

where \( P_{(1)} \) and \( P_{(2)}, P_{(1)} \neq P_{(2)}, \) are positive definite correlation matrices that describe the two extreme states of correlations, and \( G(\cdot) : \mathbb{R} \rightarrow (0, 1) \), is a monotonic function of an observable transition variable \( s_t \in \mathcal{F}_{t-1}^* \). The authors define \( G(\cdot) \) as the logistic function

\[
G(s_t) = \left(1 + e^{-\gamma(s_t - c)}\right)^{-1}, \quad \gamma > 0
\]

where the parameter \( \gamma \) determines the velocity and \( c \) the location of the transition. In addition to the univariate variance equations, the STCC–GARCH model has \( N(N - 1) + 2 \) parameters. The sequence \( \{P_t\} \) is a sequence of positive definite matrices because each \( P_t \) is a convex combination of two positive definite correlation matrices. The transition variable \( s_t \) is chosen by the modeller to suit the application at hand. If there is uncertainty about an appropriate choice of \( s_t \), testing the CCC–GARCH model can be used as tool for judging the relevance of a given transition variable to the dynamic conditional correlations. A special case of the STCC–GARCH model is obtained when the transition variable is calendar time. The Time Varying Conditional Correlation (TVCC–) GARCH model was in its bivariate form introduced by Berben and Jansen (2005).
A recent extension of the STCC–GARCH model, the Double Smooth Transition Conditional Correlation (DSTCC–) GARCH model by Silvennoinen and Teräsvirta (2006) allows for another transition around the first one:

\[ P_t = (1 - G_2(s_{2t})) \{ (1 - G_1(s_{1t}))P_{(11)} + G_1(s_{1t})P_{(21)} \} + G_2(s_{2t}) \{ (1 - G_1(s_{1t}))P_{(12)} + G_1(s_{1t})P_{(22)} \} \]  

(17)

For instance, one of the transition variables can simply be calendar time. If this is the case, one has the Time Varying Smooth Transition Conditional Correlation (TVSTCC–) GARCH model that nests the STCC–GARCH as well as the TVCC–GARCH model. The interpretation of the extreme states is the following: At the beginning of the sample, \( P_{(11)} \) and \( P_{(21)} \) are the two extreme states between which the correlations vary according to the transition variable \( s_{1t} \) and similarly, \( P_{(12)} \) and \( P_{(22)} \) are the corresponding states at the end of the sample. The TVSTCC–GARCH model allows the extreme states, constant in the STCC–GARCH framework, to be time-varying, which introduces extra flexibility when modelling long time series. The number of parameters, excluding the univariate GARCH equations, is \( 2N(N-1) + 4 \) which restricts the use of the model in very large systems.

The Regime Switching Dynamic Correlation (RSDC–) GARCH model introduced by Pelletier (2006) falls somewhere between the models with constant correlations and the ones with correlations changing continuously at every period. The model imposes constancy of correlations within a regime while the dynamics enter through switching regimes. Specifically,

\[ P_t = \sum_{r=1}^{R} I(\Delta_t = r) P(r) \]

where \( \Delta_t \) is a (usually first-order) Markov chain independent of \( \eta_t \) that can take \( R \) possible values and is governed by a transition probability matrix \( \Pi \), \( I \) is the indicator function, and \( P(r) \), \( r = 1, \ldots, R \), are positive definite regime-specific correlation matrices. Correlation component of the model has \( RN(N-1)/2 - R(R-1) \) parameters. A version that involves fewer parameters is obtained by restricting the \( R \) possible states of correlations to be linear combinations of a state of zero correlations and that of possibly high correlations. Thus,

\[ P_t = (1 - \lambda(\Delta_t))I + \lambda(\Delta_t)P \]

where \( I \) is the identity matrix (“no correlations”), \( P \) is a correlation matrix representing the state of possibly high correlations, and \( \lambda(\cdot) : \{1, \ldots, R\} \rightarrow [0,1] \) is a monotonic function of \( \Delta_t \). The number of regimes \( R \) is not a parameter to be estimated. The conditional correlation matrices are positive definite at each point in time by construction both in the unrestricted and restricted version of the model.
2.4 Nonparametric and semiparametric approaches

Non- and semiparametric models form an alternative to parametric estimation of the conditional covariance structure. These approaches have the advantage of not imposing a particular (possibly misspecified) structure on the data. One advantage of at least a few fully parametric multivariate GARCH models is, however, that they offer an interpretation of the dynamic structure of the conditional covariance or correlation matrices. Another is that the quasi-maximum likelihood estimator is consistent when the errors are assumed multivariate normal. However, there may be considerable efficiency losses if the returns are not normally distributed. Semiparametric models combine the advantages of a parametric model in that they reach consistency and sustain the interpretability, and those of a nonparametric model which is robust against distributional misspecification.

One alternative is to specify a parametric model for the conditional covariance structure but estimate the error distribution nonparametrically, thereby attempting to offset the efficiency loss of the quasi-maximum likelihood estimator compared to the maximum likelihood estimator of the correctly specified model. In the semiparametric model of Hafner and Rombouts (in press) the data are generated by any particular parametric MGARCH model and the error distribution is unspecified but estimated nonparametrically. Their approach leads to the log-likelihood

\[
\sum_{t=1}^{T} \ell_t(\theta) = c - \frac{1}{2} \sum_{t=1}^{T} \ln |H_t| + \sum_{t=1}^{T} \ln g(H_t^{-1/2} r_t). \tag{18}
\]

where \(g(\cdot)\) is an unspecified density function of the standardized residuals \(\eta_t\) such that \(E[\eta_t] = 0\) and \(E[\eta_t \eta_t'] = I\). This model may be seen as a multivariate extension of the semiparametric GARCH model by Engle and González-Rivera (1991). A flexible error distribution blurs the line between the parametric structure and the distribution of the errors. For example, if the correlation structure of a semiparametric GARCH model is misspecified, a nonparametric error distribution may absorb some of the misspecification. The nonparametric method for estimating the density \(g\) is discussed in detail in Hafner and Rombouts (in press). They assume that \(g\) belongs to the class of spherical distributions. Even with this restriction their semiparametric estimator remains more efficient than the maximum likelihood estimator if the errors \(z_t\) are non-normal.

Long and Ullah (2005) introduce an approach similar to the previous one in that the model is based on any parametric MGARCH model. After estimating a parametric model, the estimated standardized residuals \(\hat{\eta}_t\) are extracted. When the model is not correctly specified, these residuals may have some structure in them, and Long and Ullah (2005) use nonparametric estimation to extract this information. This is done by estimating the conditional covariance matrix using the Nadaraya-Watson estimator

\[
H_t = \hat{H}_t^{1/2} \frac{\sum_{\tau=1}^{T} \hat{\eta}_t \hat{\eta}_\tau' K_h(s_\tau - s_t)}{\sum_{\tau=1}^{T} K_h(s_\tau - s_t)} \hat{H}_t^{1/2}. \tag{19}
\]

where \(\hat{H}_t\) is the conditional covariance matrix estimated parametrically from an
MGARCH model, \( s_t \in \mathcal{F}_{t-1} \) is a conditioning variable, \( \hat{\varepsilon}_t = \hat{D}^{-1}_t r_t \), \( K_h(\cdot) = K(\cdot/h)/h \), \( K(\cdot) \) is a kernel function, and \( h \) is the bandwidth parameter. Positive definiteness of \( \hat{H}_t \) ensures positive definiteness of the semiparametric estimator \( H_t \).

In the Semi-Parametric Conditional Correlation (SPCC–) GARCH model of Hafner, van Dijk, and Franses (2005) the conditional variances are modelled parametrically by any choice of univariate GARCH model, where \( \hat{\varepsilon}_t = \hat{D}^{-1}_t r_t \) is the vector consisting of the standardized residuals. The conditional correlations \( P_t \) are then estimated using a transformed Nadaraya-Watson estimator:

\[
P_t = (I \odot Q_t)^{-1/2}Q_t(I \odot Q_t)^{-1/2}
\]

where

\[
Q_t = \frac{\sum_{\tau=1}^T \hat{\varepsilon}_\tau \hat{\varepsilon}_\tau' K_h(s_\tau - s_t)}{\sum_{\tau=1}^T K_h(s_\tau - s_t)}
\]

In (20), \( s_t \in \mathcal{F}_{t-1} \) is a conditioning variable, \( K_h(\cdot) = K(\cdot/h)/h \), \( K(\cdot) \) is a kernel function, and \( h \) is the bandwidth parameter.

Long and Ullah (2005) also suggest to estimating the covariance structure in a fully nonparametric fashion so that the model is not an MGARCH model but merely a parameter-free multivariate volatility model. The estimator of the conditional covariance matrix is

\[
H_t = \frac{\sum_{\tau=1}^T r_\tau r_\tau' K_h(s_\tau - s_t)}{\sum_{\tau=1}^T K_h(s_\tau - s_t)}
\]

where \( s_t \) is a conditioning variable, \( K_h(\cdot) = K(\cdot/h)/h \), \( K(\cdot) \) is a kernel function, and \( h \) is the bandwidth parameter. This approach ensures positive definiteness of \( \hat{H}_t \).

The choice of the kernel function is not important and it could be any probability density function, whereas the choice of the bandwidth parameter \( h \) is crucial, see for instance Pagan and Ullah (1999, Sections 2.4.2 and 2.7). Long and Ullah (2005) consider the choice of an optimal fixed bandwidth, whereas Hafner, van Dijk, and Franses (2005) discuss a way of choosing a dynamic bandwidth parameter such that the bandwidth is larger close to the tails of the marginal distribution of the conditioning variable \( s_t \) than it is in the mid-region of the distribution.

3 Statistical properties

Statistical properties of multivariate GARCH models are only partially known. For the development of statistical estimation and testing theory, it would be desirable to have conditions for strict stationarity and ergodicity of a multivariate GARCH process, as well as conditions for consistency and asymptotic normality of the quasi-maximum likelihood estimator. The results that are available establish these properties in special cases and sometimes under strong conditions.

Jeantheau (1998) considers the statistical properties and estimation theory of the ECCC–GARCH model he proposes. He provides sufficient conditions for the existence of a weakly stationary and ergodic solution, which is also strictly stationary.
This is done by assuming $E r_t r'_t < \infty$. It would be useful to have both a necessary and a sufficient condition for the existence of a strictly stationary solution, but this question remains open. Jeantheau (1998) also proves the strong consistency of the QML estimator for the ECCC–GARCH model. Ling and McAleer (2003) complement Jeantheau’s results and also prove the asymptotic normality of the QMLE in the case of the ECCC–GARCH model. For the global asymptotic normality result, the existence of the sixth moment of $r_t$ is required. The statistical properties of the second-order model are also investigated in He and Teräsvirta (2004), who provide sufficient conditions for the existence of fourth moments, and, furthermore, give expressions for the fourth moment as well as the autocorrelation function of squared observations as functions of the parameters.

Comte and Lieberman (2003) study the statistical properties of the BEKK model. Relying on a result in Boussama (1998), they give sufficient, but not necessary, conditions for strict stationarity and ergodicity. Applying Jeantheau’s results, they provide conditions for the strong consistency of the QMLE. Furthermore, they also prove the asymptotic normality of the QMLE, for which they assume the existence of the eighth moment of $r_t$. The fourth-moment structure of the BEKK and VEC models is investigated by Hafner (2003), who gives necessary and sufficient conditions for the existence of the fourth moments as well as provides expressions for them. These expressions are not functions of the parameters of the model. As the factor models listed in Section 2.2 are special cases of the BEKK model, the results of Comte and Lieberman (2003) and Hafner (2003) also apply to them.

4 Hypothesis testing

Testing the adequacy of estimated models is an important part of model building. Existing tests of multivariate GARCH models may be divided into two broad categories: general misspecification tests and specification tests. The purpose of the tests belonging to the former category is to check the adequacy of an estimated model. Specification tests are different in the sense that they are designed to test the model against a parametric extension. Such tests have been constructed for the CCC–GARCH model but obviously not for other models. We first review general misspecification tests.

4.1 General misspecification tests

Ling and Li (1997) derived a rather general misspecification test for multivariate GARCH models. It is available for many families of GARCH models. The test statistic has the following form:

$$Q(k) = T \gamma'_k \Omega_k^{-1} \gamma_k$$

(21)
where $\gamma_k = (\gamma_1, ..., \gamma_k)'$ with

$$
\gamma_j = \sum_{t=j+1}^{T} \frac{(r_t'\hat{H}_t^{-1}r_t - N)(r_{t-j}'\hat{H}_{t-j}^{-1}r_{t-j} - N)}{\sum_{t=1}^{T}(r_t'\hat{H}_t^{-1}r_t - N)^2}
$$

(22)

$j = 1, \ldots, k$, $\hat{H}_t$ has been estimated from a GARCH model, and $\hat{\Omega}_k$ is the estimated covariance matrix of $\gamma_k$, see Ling and Li (1997) for details. Under the null hypothesis that the GARCH model is correctly specified, that is, $\eta_t \sim \text{IID}(0, I)$, statistic (21) has an asymptotic $\chi^2$ distribution with $k$ degrees of freedom. Under $H_0$, $Er_t'\hat{H}_t^{-1}r_t = N$, expression (22) is the $j$th-order sample autocorrelation between $r_t'\hat{H}_t^{-1}r_t = \eta_t'\eta_t$ and $r_{t-j}'\hat{H}_{t-j}^{-1}r_{t-j} = \eta_{t-j}'\eta_{t-j}$. The test may thus be viewed as a generalization of the portmanteau test of Li and Mak (1994) for testing the adequacy of a univariate GARCH model. In fact, when $N = 1$, (21) collapses into the Li and Mak statistic.

The McLeod and Li (1983) statistic (Ljung-Box statistic applied to squared residuals), frequently used for evaluating GARCH models, is valid neither in the univariate nor in the multivariate case, see Li and Mak (1994) for the univariate case.

A simulation study by Tse and Tsui (1999) indicates that the Ling and Li portmanteau statistic (22) often has low power. The authors show examples of situations in which a portmanteau test based on autocorrelations of pairs of individual standardized residuals performs better. The drawback of this statistic is, however, that its asymptotic null distribution is unknown, compare this with McLeod and Li (1983), and the statistic tends to be undersized. Each test is based only on a single pair of residuals.

Another generalization of univariate tests can be found in Kroner and Ng (1998). Their misspecification tests are suitable for any multivariate GARCH model. Let

$$
G_t = r_t r_t' - \hat{H}_t
$$

where $\hat{H}_t$ has been estimated from a GARCH model. The elements of $G_t = [g_{ij,t}]$ are “generalized residuals”. When the model is correctly specified, they form a matrix of martingale difference sequences with respect to the information set $F_{t-1}$ that contains the past information until $t - 1$. Thus any variable $x_s \in F_{t-1}$ is uncorrelated with the elements of $G_t$. Tests based on these misspecification indicators may now be constructed. This is done for each $g_{ij,t}$ separately. The suggested tests are generalizations of the sign-bias and size-bias tests of Engle and Ng (1993). The test statistics have an asymptotic $\chi^2$ distribution with one degree of freedom when the null hypothesis is valid. If the dimension of the model is large and there are several misspecification indicators, the number of available tests may be very large.

Testing the adequacy of the CCC–GARCH model has been an object of interest since it was found that the assumption of constant correlations may sometimes be too restrictive in practice. Tse (2000) constructed an LM test of the CCC–GARCH model against the following alternative, $P_t$, to constant correlations:

$$
P_t = P + \Delta \odot r_{t-1} r_{t-1}'
$$

(23)

where $\Delta$ is a symmetric parameter matrix with the main diagonal elements equal to zero. This means that the correlations are changing as functions of the previous
observations. The null hypothesis is \( H_0 : \Delta = 0 \) or, expressed as a vector equation, vecl(\( \Delta \)) = 0.\(^1\) Equation (23) does not define a particular alternative to conditional correlations as \( \mathbf{P}_t \) is not necessarily a positive definite matrix for every \( t \). For this reason we interpret the test as a general misspecification test.

Bera and Kim (2002) present a test of a bivariate CCC–GARCH model against the alternative that the correlation coefficient is stochastic. The test is an Information Matrix test and as such an LM or score test. It is designed for a bivariate model, which restricts its usefulness in applications.

4.2 Tests for extensions of the CCC–GARCH model

The most popular extension of the CCC–GARCH model to-date is the DCC–GARCH model of Engle (2002). However, there does not seem to be any published work on developing tests of constancy of correlations directly against this model.

As discussed in Section 2.3, Silvennoinen and Teräsvirta (2005) extend the CCC–GARCH into a STCC–GARCH model in which the correlations fluctuate according to a transition variable. They construct an LM test for testing the constant correlation hypothesis against the smoothly changing correlations. Since the STCC–GARCH model is only identified when the correlations are changing, standard asymptotic theory is not valid. A good discussion of this problem can be found in Hansen (1996). The authors apply the technique in Luukkonen, Saikkonen, and Teräsvirta (1988) in order to circumvent the identification problem. The null hypothesis is \( \gamma = 0 \) in (16), and a linearization of the correlation matrix \( \mathbf{P}_t \) by the first-order Taylor expansion of (16) yields

\[
\mathbf{P}_t^* = \mathbf{P}_t^{(1)} - s_t \mathbf{P}_t^{(2)}.
\]

Under \( H_0 \), \( \mathbf{P}_t^{(2)} = 0 \) and the correlations are thus constant. The authors use this fact to build their LM-type test on the transformed null hypothesis \( H_0' \): vecl(\( \mathbf{P}_t^{(2)} \)) = 0 (the diagonal elements of \( \mathbf{P}_t^{(2)} \) equal zero by definition). When \( H_0' \) holds, the test statistic has an asymptotic \( \chi^2 \) distribution with \( N(N - 1)/2 \) degrees of freedom. The authors also derive tests for the constancy hypothesis under the assumption that some of the correlations remain constant also under the alternative. Silvennoinen and Teräsvirta (2006) extend the Taylor expansion based test to the situation where the STCC–GARCH model is the null model and the alternative the DSTCC–GARCH one. This test collapses into the test of the CCC–GARCH model against STCC–GARCH model when \( G_1(s_{11}) \equiv 1/2 \) in (17).

5 An application

In this section we compare some of the multivariate GARCH models considered in previous sections by fitting them to the same data set. In order to keep the comparison

\(^1\)The operator vecl(\( \cdot \)) stacks the columns of the strictly lower triangular part (excluding main diagonal elements) of its argument matrix.
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transparent, we only consider bivariate models. Our observations are the daily returns of S&P 500 index and 10-year bond futures from January 1990 to August 2003. This data set has been analyzed by Engle and Colacito (2006). There is no consensus in the literature about how stock and long term bond returns are related. Historically, the long-run correlations have been assumed constant, an assumption that has led to contradicting conclusions because evidence for both positive and negative correlation has been found over the years (short-run correlations have been found to be affected, among other things, by news announcements). From a theoretical point of view, the long-run correlation between the two should be state-dependent, driven by macroeconomic factors such as growth, inflation, and interest rates. The way the correlations respond to these factors may, however, change over time.

For this reason it is interesting to see what the correlations between the two asset returns obtained from the models are and how they fluctuate over time. The focus of reporting results will therefore be on conditional correlations implied by the estimated models, that is, the BEKK, GOF–, DCC–, DSTCC–, and SPCC–GARCH ones. In the last three models, the individual GARCH equations are simply symmetric first-order ones. The BEKK model is also of order one with $K = 1$. All computations have been performed using Ox, version 4.02, see Doornik (2002), and our own source code.

Estimation of the BEKK model turned out to be cumbersome. Convergence problems were encountered in numerical algorithms, but the iterations seemed to suggest diagonality of the coefficient matrices $A$ and $B$. A diagonal BEKK model was eventually estimated without difficulty.

In the estimation of the GOF–GARCH model it is essential to obtain good initial estimates of the parameters; for details, see Lanne and Saikkonen (in press). Having done that, we experienced no difficulties in the estimation of this model with a single factor. Similarly, no convergence problems were encountered in the estimation of the DCC model of Engle (2002).

The DSTCC–GARCH model makes use of two transition variables. Because the DSTCC framework allows one to test for relevance of a variable, or variables, to the description of the dynamic structure of the correlations, we relied on the tests in Silvennoinen and Teräsvirta (2005, 2006), described in Section 4.2, to select relevant transition variables. Out of a multitude of variables, including both exogenous ones and variables constructed from the past observations, prices or returns, the Chicago Board Options Exchange volatility index (VIX) that represents the market expectation of 30-day volatility turned out to have the best performance. Calendar time seemed to be another obvious transition variable. As a result, the first-order TVSTCC–GARCH model was fitted to the bivariate data.

The semiparametric model of Hafner, van Dijk, and Franses (2005) also requires a choice of an indicator variable. Because the previous test results indicated that VIX is informative about the dynamics of the correlations, we chose VIX as the indicator variable. The SPCC–GARCH model was estimated using a standard kernel smoother.

The data set in Engle and Colacito (2006) begins in August 1988, but our sample starts from January 1990 because we also use the time series for a volatility index that is available only from that date onwards.
with an optimal fixed bandwidth, see Pagan and Ullah (1999, Sections 2.4.2 and 2.7) for discussion on the choice of constant bandwidth.

The estimated conditional correlations are presented in Figure 1, whereas Table 1 shows the sample correlation matrix of the estimated time-varying correlations. The correlations from the diagonal BEKK model and the DCC–GARCH model are very strongly positively correlated, which is also obvious from Figure 1. The second-highest correlation of correlations is the one between the SPCC–GARCH and the GOF–GARCH model. The time-varying correlations are mostly positive during the 1990’s and negative after the turn of the century. In most models, correlations seem to fluctuate quite randomly, but the TVSTCC–GARCH model constitutes an exception. This is due to the fact that one of the transition variables is calendar time. Interestingly, in the beginning of the period the correlation between the S&P 500 and bond futures is only mildly affected by the expected volatility (VIX) and remains positive. Towards the end, not only does the correlation gradually turn negative, but expected volatility seems to affect it very strongly. Rapid fluctuations are a consequence of the fact that the transition function with VIX as the transition variable has quite a steep slope. After the turn of the century, high values of VIX generate strongly negative correlations.

Although the estimated models do not display fully identical correlations, the general message in them remains more or less the same. It is up to the user to select the model he wants to use in portfolio management and forecasting. A way of comparing the models consists of inserting the estimated covariance matrices $H_t$, $t = 1, \ldots, T$, into the Gaussian log-likelihood function (3) and calculate the maximum value of log-likelihood. These values for the estimated models appear in Table 1. The models that are relatively easy to estimate seem to fit the data less well than the other models. The ones with a more complicated structure and, consequently, an estimation procedure that requires care, seem to attain higher likelihood values. However, the models do not make use of the same information set and, besides, they do not contain the same number of parameters. Taking this into account suggests the use of model selection criteria for assessing the performance of the models. Nevertheless, rankings by Akaike’s information criterion (AIC) and the Bayesian information criterion (BIC) are the same as the likelihood-based ranking; see Table 1. Note that in theory, rankings based on a model selection criterion favour the SPCC model. This is because no penalty is imposed on the nonparametric correlation estimates that improve the fit compared to constant correlations.

Nonnested testing as a means of comparison is hardly a realistic option here since the computational effort would be quite substantial.

6 Final remarks

In this review, we have considered a number of multivariate GARCH models and highlighted their features. It is obvious that the original VEC model contains too many parameters to be easily applicable, and research has been concentrated on
Table 1: Sample correlations of the estimated conditional correlations. The lower part of the table shows the log-likelihood values and the values of the corresponding model selection criteria.

<table>
<thead>
<tr>
<th></th>
<th>diag BEKK</th>
<th>GOF</th>
<th>DCC</th>
<th>DSTCC</th>
<th>SPCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>diag BEKK</td>
<td>1.0000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GOF</td>
<td>0.7713</td>
<td>1.0000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DCC</td>
<td>0.9875</td>
<td>0.7295</td>
<td>1.0000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TVSTCC</td>
<td>0.7577</td>
<td>0.7381</td>
<td>0.7690</td>
<td>1.0000</td>
<td></td>
</tr>
<tr>
<td>SPCC</td>
<td>0.6010</td>
<td>0.8318</td>
<td>0.5811</td>
<td>0.7374</td>
<td>1.0000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>log-likelihood</th>
<th>AIC</th>
<th>BIC</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-6130</td>
<td>12275</td>
<td>12286</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>log-likelihood</td>
<td>-6091</td>
<td>12198</td>
<td>12211</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>log-likelihood</td>
<td>-6166</td>
<td>12347</td>
<td>12359</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>log-likelihood</td>
<td>-6006</td>
<td>12041</td>
<td>12062</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>log-likelihood</td>
<td>-6054</td>
<td>12120</td>
<td>12130</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Not much has been done as yet to construct tests for evaluating MGARCH models. A few tests do exist, and a number of them have been considered in this review.

It may be that VEC and BEKK models, with the possible exception of factor
models, have already matured and there is not much that can be improved. The situation may be different for conditional correlation models. The focus has hitherto been on modelling the possibly time-varying correlations. Less emphasis has been put on the GARCH equations that typically have been GARCH(1,1) specifications. Designing diagnostic tools for testing and improving GARCH equations may be one of the challenges for the future.
Figure 1: Conditional correlations implied by the estimated models: Diagonal BEKK, GOFGARCH, DCC-GARCH, DSTCC-GARCH, and SPCC-GARCH.
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Abstract

In this paper we propose a new multivariate GARCH model with time-varying conditional correlation structure. The approach adopted here is based on the decomposition of the covariances into correlations and standard deviations. The time-varying conditional correlations change smoothly between two extreme states of constant correlations according to an endogenous or exogenous transition variable. An LM–test is derived to test the constancy of correlations and LM– and Wald tests to test the hypothesis of partially constant correlations. Analytical expressions for the test statistics and the required derivatives are provided to make computations feasible. An empirical example based on daily return series of five frequently traded stocks in the Standard & Poor 500 stock index completes the paper. The model is estimated for the full five-dimensional system as well as several subsystems and the results discussed in detail.

This paper is joint work with Timo Teräsvirta.

1 Introduction

“...During major market events, correlations change dramatically ...” Bookstaber (1997)

Financial decision makers usually deal with many financial assets simultaneously. Modelling individual time series separately is thus an insufficient method as it leaves out information about comovements and interactions between the instruments of interest. Investors are facing risks that affect the assets in their portfolio in various ways which encourages them to find a position that allows to hedge against losses. In practice, this is often done by trying to diversify, possibly internationally, on many stock markets. When forming an efficient or optimal portfolio, correlations among, say, international stock returns are needed to determine gains from international portfolio diversification, and also the calculation of minimum variance hedge ratio needs updated correlations between assets in the hedge. Evidence that the correlations between national stock markets increase during financial crises but remain more or less unaffected during other times can be found for instance in King and Wadhwani (1990), Lin, Engle, and Ito (1994), de Santis and Gerard (1997), and Longin and Solnik (2001). As further examples, options depending on many underlying assets are very sensitive to correlations among those assets, and asset pricing models as well as some risk measures need measures of covariance between the assets in a portfolio. It is clear that there is an obvious need for a flexible and accurate model that can incorporate the information of possible comovements between the assets.

Volatility in multivariate financial data has been typically modelled applying the concept of conditional heteroskedasticity originally introduced by Engle (1982); see Bauwens, Laurent, and Rombouts (2006) and Silvennoinen and Teräsvirta (2007) for recent reviews. In the multivariate context, one also has to model the conditional covariances, not only the conditional variances. One possibility is to model the former directly, VEC and BEKK as well as F–GARCH, O–GARCH, GO–GARCH, and GDC–GARCH models may serve as examples. Another alternative is to model them through conditional correlations. One of the most frequently used multivariate GARCH models is the Constant Conditional Correlation (CCC) GARCH model of Bollerslev (1990). In this model comovements between heteroskedastic time series are modelled by allowing each series to follow a separate GARCH process while restricting the conditional correlations between the GARCH processes to be constant. The estimation of parameters of the CCC–GARCH model is relatively simple and the model has thus become popular among practitioners. An extension to CCC–GARCH model allowing dynamic interactions between the conditional variance equations, which creates a richer and more flexible autocorrelation structure than the one in the standard CCC–GARCH model, was introduced by Jeantheau (1998), and its moment structure was considered by He and Teräsvirta (2004).

In practice, the assumption of constant conditional correlations has often been found too restrictive, especially in the context of asset returns. Tests developed by Tse (2000) and Bera and Kim (2002) often reject the constancy of conditional correlations. There is evidence that the correlations are not only dependent on time
but also on the state of uncertainty in the markets. The conditional correlations can thus fluctuate over time and, in particular, they have been reported to increase during periods of market turbulence.

Tse and Tsui (2002) and Engle (2002) defined dynamic conditional correlation GARCH models (VC–GARCH and DCC–GARCH, respectively) that impose GARCH-type dynamics on the conditional correlations as well as on the conditional variances. These models are flexible enough to capture many kinds of heteroskedastic behaviour in multivariate series. The number of parameters in Engle’s DCC–GARCH model remains relatively low because all conditional correlations are generated by first-order GARCH processes with identical parameters. In this model, the GARCH-type correlation processes are not linked to the individual GARCH processes of the return series. Recently, Kwan, Li, and Ng (2005) proposed an extension to the VC–GARCH model using a threshold approach.

Pelletier (2006) recently proposed a model with a regime-switching correlation structure driven by an unobserved state variable that follows a two-dimensional first-order Markov chain. The regime-switching model asserts that the correlations remain constant in each regime and the change between the states is abrupt and governed by transition probabilities. This model is motivated by the empirical finding that the correlations among asset returns tend to increase during periods of distress whereas the series behave in a more independent manner in tranquil periods.

In this paper we introduce another way of modelling comovements in the returns. The Smooth Transition Conditional Correlation (STCC) GARCH model allows the conditional correlations to change smoothly from one state to another as a function of a transition variable. This continuous variable may be a combination of observable stochastic variables, or a function of a lagged error term or terms. The empirical performance of the STCC-GARCH model thus depends on the ability of the transition variable to represent the forces affecting the conditional correlations.

A distinguishing feature of the STCC–GARCH model is that there is interaction between the volatility and correlation structures of the model. The model also has the appealing feature that it provides a framework in which constancy of the correlations and thus the adequacy of the model can be tested in a straightforward fashion. A special case of the STCC–GARCH model was independently introduced by Berben and Jansen (2005). Their model is bivariate, and the variable controlling the transition between the extreme regimes is simply the time.

The paper is organized as follows. In Section 2 the model is introduced and the estimation of its parameters considered. Section 3 is devoted to tests of constant correlations and partially constant correlations. Results of simulation experiments are reported in Section 4, and an application to illustrate the capabilities of the model is discussed in Section 5. Section 6 concludes. Technical derivations of the test statistics presented in the paper can be found in the Appendix.
2 The Smooth Transition Conditional Correlation GARCH model

2.1 The general multivariate GARCH model

Consider the following stochastic $N$-dimensional vector process with the standard representation

$$y_t = E[y_t \mid F_{t-1}] + \varepsilon_t \quad t = 1, 2, \ldots, T$$

where $F_{t-1}$ is the sigma-field generated by all the information until time $t - 1$. Each of the univariate error processes has the specification

$$\varepsilon_{it} = \frac{h_{1/2}^{1/2}}{h_{it}} z_{it},$$

where the errors $z_{it}$ form a sequence of independent random variables with mean zero and variance one, for each $i = 1, \ldots, N$. The conditional variance $h_{it}$ follows a univariate GARCH process

$$h_{it} = \alpha_0 + \sum_{j=1}^{q} \alpha_{ij} \varepsilon_{i,t-j}^2 + \sum_{j=1}^{p} \beta_{ij} h_{i,t-j}$$

with the non-negativity and stationarity restrictions imposed. The first and second conditional moments of the vector $z_t$ are given by

$$E[z_t \mid F_{t-1}] = 0,$$

$$E[z_t z_t' \mid F_{t-1}] = P_t.$$  (3)

Furthermore, the standardized errors $\eta_t = P_{-1/2}^{-1} \varepsilon_t \sim iid(0, I_N)$. Since $z_{it}$ has unit variance for all $i$, $P_t = [\rho_{ij,t}]_{i,j=1,...,N}$ is the conditional correlation matrix for the $\varepsilon_t$ where

$$\rho_{ij,t} = \frac{E[z_{it} z_{jt} \mid F_{t-1}]}{\sqrt{E[z_{it}^2 \mid F_{t-1}] E[z_{jt}^2 \mid F_{t-1}]}} = \text{Corr} [\varepsilon_{it}, \varepsilon_{jt} \mid F_{t-1}].$$

The correlations $\rho_{ij,t}$ are allowed to be time-varying in a manner that will be defined later on. It will, however, be assumed that $P_t \in F_{t-1}$.

To establish the connection to the approach often used in context of conditional correlation models, let us denote the conditional covariance matrix of $\varepsilon_t$ as

$$E[\varepsilon_t \varepsilon_t' \mid F_{t-1}] = H_t = S_t P_t S_t$$

where $P_t$ is the conditional correlation matrix as in equation (3) and $S_t = \text{diag}(h_{1/2}^{1/2}, \ldots, h_{N/2}^{1/2})$ with elements defined in (2). For the positive definiteness of $H_t$ it
is sufficient to require the correlation matrix $P_t$ to be positive definite at each point in time. It follows that the error process in (1) can be written as

$$
\varepsilon_t = H_t^{1/2} \eta_t, \quad \eta_t \sim iid (0, I_N).
$$

### 2.2 Smooth transitions in conditional correlations

In order to complete the definition of the model we have to specify the time-varying structure of the conditional correlations in (4). We propose the Smooth Transition Conditional Correlation GARCH (STCC–GARCH) model, in which the conditional correlations are assumed to change smoothly over time depending on a transition variable. In the simplest case there are two extreme states of nature with state-specific constant correlations among the variables. The correlation structure changes smoothly between the two extreme states of constant correlations as a function of the transition variable. More specifically, the conditional correlation matrix $P_t$ is defined as follows:

$$
P_t = (1 - G_t) P_1 + G_t P_2 \tag{5}
$$

where $P_1$ and $P_2$ are positive definite correlation matrices. Furthermore, $G_t$ is a transition function whose values are bounded between 0 and 1. This structure ensures $P_t$ to be positive definite with probability one, because it is a convex combination of two positive definite matrices.

The transition function is chosen to be the logistic function

$$
G_t = \left(1 + e^{-\gamma (s_t - c)} \right)^{-1}, \quad \gamma > 0 \tag{6}
$$

where $s_t$ is the transition variable, $c$ determines the location of the transition and $\gamma > 0$ the slope of the function, that is, the speed of transition. The typical shape of the transition function is illustrated in Figure 1. Increasing $\gamma$, increases the speed of transition from 0 to 1 as a function of $s_t$, and the transition between the two extreme correlation states becomes abrupt as $\gamma \to \infty$. For simplicity, the parameters $c$ and $\gamma$ are assumed to be the same for all correlations. This assumption may sometimes turn out to be restrictive, but letting different parameters control the location and the speed of transition in correlations between different series may cause conceptual difficulties. This is because then $P_1$ and $P_2$ being positive definite does not imply the positive definiteness of every $P_t$.

The choice of transition variable $s_t$ depends on the process to be modelled. An important feature of the STCC–GARCH model is that the investigator can choose $s_t$ to fit his research problem. In some cases, economic theory proposals may determine the transition variable, in some others available empirical information may be used for the purpose. Possible choices include time as in Berben and Jansen (2005), or functions of past values of one or more of the return series. Yet another option would be to use an exogenous variable, which is a natural idea for example when
co-movements of individual stock returns are linked to the behaviour of the stock market itself. In that case, \( s_t \) could be a function of lagged values of the whole index. One could use the past conditional variance of the index returns, which Lanne and Saikkonen (2005) suggested when they constructed a univariate smooth transition GARCH model.

Another point worth considering in this context is the number of parameters. It increases rapidly with the number of series in the model, although the current parameterization is still quite parsimonious. However, if one wishes to model the dynamic behaviour between the series, a very small number of parameters may not be enough. Simplifications that are too radical are likely to lead to models that do not capture the behaviour that was to be modelled in the first place. It is possible to simplify the STCC–GARCH model at least to some extent such that it may still be useful in certain applications. As an example, one may restrict one of the two extreme correlation states to be that of complete independence (\( P_j = I_N, \ j = 1 \) or 2). This is a special case of a model where \( P_j = [\rho_{ij}] \) such that \( \rho_{ij} = \rho, \ i \neq j \). Another possibility is to allow some of the conditional correlations to be time-varying, while the others remain constant over time. Examples of this will be discussed both in connection with testing and in the empirical application.

### 2.3 Estimation of the STCC–GARCH model

For the maximum likelihood estimation of parameters we assume joint conditional normality of the errors:

\[
z_t \mid \mathcal{F}_{t-1} \sim N(0, P_t).
\]

Denoting by \( \theta \) the vector of all the parameters in the model, the log-likelihood for observation \( t \) is

\[
l_t(\theta) = -\frac{N}{2} \log(2\pi) - \frac{1}{2} \sum_{i=1}^{N} \log h_{it} - \frac{1}{2} \log |P_t| - \frac{1}{2} z_t' P_t^{-1} z_t, \quad t = 1, \ldots, T
\]

and maximizing \( \sum_{t=1}^{T} l_t(\theta) \) with respect to \( \theta \) yields the maximum likelihood estimator \( \hat{\theta}_T \).
Asymptotic properties of the maximum likelihood estimators in the present case remain to be established. Bollerslev and Wooldridge (1992) provided a proof of consistency and asymptotic normality of the quasi maximum likelihood estimators in the context of general dynamic multivariate models. Recently, Ling and McAleer (2003) considered a class of vector ARMA–GARCH models and established strict stationarity and ergodicity as well as consistency and asymptotic normality of the QMLE under some reasonable moment conditions. In their model, however, the conditional correlations are assumed to be constant. Extending their results to cover the present situation would be interesting but is beyond the scope of this paper. For inference we merely assume that the asymptotic distribution of the ML-estimator is normal, that is,

\[
\sqrt{T} \left( \hat{\theta}_T - \theta_0 \right) \overset{d}{\to} N \left( 0, \mathcal{J}^{-1}(\theta_0) \right)
\]

where \( \theta_0 \) is the true parameter and \( \mathcal{J}(\theta_0) \) the population information matrix evaluated at \( \theta = \theta_0 \).

Before estimating the STCC–GARCH model, however, it is necessary to first test the hypothesis that the conditional correlations are constant. The reason for this is that some of the parameters of the STCC–GARCH model are not identified if the true model has constant conditional correlations. Estimating an STCC–GARCH model without first testing the constancy hypothesis could thus lead to inconsistent parameter estimates. The same is true if one wishes to increase the number of transitions in an already estimated model. Testing constancy of conditional correlations will be discussed in the next section.

Maximization of the log-likelihood (7) with respect to all the parameters at once can be difficult due to numerical problems. For the DCC–GARCH model, Engle (2002) proposed a two-step estimation procedure based on the decomposition of the likelihood into a volatility and a correlation component. The univariate GARCH models are estimated first, independently of each other, and the correlations thereafter, conditionally on the GARCH parameter estimates. This implies that the dynamic behaviour of each return series, characterized by an individual GARCH process, is not linked to the time-varying correlation structure. Under this assumption, the parameter estimates of the DCC–GARCH model are consistent under reasonable regularity conditions; see Engle (2002) and Engle and Sheppard (2001) for discussion. For comparison, in the STCC–GARCH model the dynamic conditional correlations form a channel of interaction between the volatility processes. Parameter estimation accommodates this fact: the parameters are estimated simultaneously by conditional maximum likelihood.

Due to the large number of parameters in the model, estimation of the STCC-GARCH model is carried out iteratively by concentrating the likelihood. The parameters are divided into three sets: parameters in the GARCH equations, correlations, and parameters of the transition function, and the log-likelihood is maximized by sequential iteration over these sets. After the first completed iteration, the parameter estimates correspond to the estimates obtained by a two-step estimation procedure. Even if the parameter estimates do not change much during the sequence of iterations, the iterative method increases efficiency by yielding smaller standard errors than the
two-step method. Furthermore, convergence is generally reached with a reasonable number of iterations.

It should be pointed out, however, that estimation requires care. The log-likelihood may have several local maxima, so estimation should be initiated from a set of different starting-values and achieved maxima compared before settling for final estimates.

3 Testing constancy of correlations

3.1 Test of constant conditional correlations

As already mentioned, the modelling of time-varying conditional correlations has to begin by testing the hypothesis of constant correlations. Tse (2000), Bera and Kim (2002), and Engle and Sheppard (2001) already proposed tests for this purpose. We shall present an LM-type test of constant conditional correlations against the STCC–GARCH alternative. A rejection of the null hypothesis supports the hypothesis of time-varying correlations or other types of misspecification but does not imply that the data have been generated from an STCC–GARCH model. For this reason our LM-type test can also be seen as a general misspecification test of the CCC–GARCH model.

In order to derive the test, consider an $N$-variate case where we wish to test the assumption of constant conditional correlations against conditional correlations that are time-varying with a simple transition of type (5) with a transition function defined by (6). For simplicity, assume that the conditional variance of each of the individual series follows a GARCH(1,1) process and let $\omega_i = (\alpha_{i0}, \alpha_i, \beta_i)'$ be the vector of parameters for conditional variance $h_{it}$. Generalizing the test to other types of GARCH models for the individual series is straightforward. The STCC–GARCH model collapses into a constant correlation model under the null hypothesis

$$H_0 : \gamma = 0$$

in (6). When this restriction holds, however, some of the parameters of the model are not identified. To circumvent this problem, we follow Luukkonen, Saikkonen, and Teräsvirta (1988) and consider an approximation of the alternative hypothesis. It is obtained by a first-order Taylor approximation around $\gamma = 0$ to the transition function $G_t$:

$$G_t = \left(1 + e^{-\gamma(s_t - c)}\right)^{-1} \doteq 1/2 + (1/4)(s_t - c)\gamma. \quad (8)$$

Applying (8) to (5) linearizes the time-varying correlation matrix $P_t$ as follows:

$$P_t^* = P_1^* - s_t P_2^*$$
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\[ P^*_1 = \frac{1}{2} (P_1 + P_2) + \frac{1}{4} c (P_1 - P_2) \gamma, \]
\[ P^*_2 = \frac{1}{4} (P_1 - P_2) \gamma. \]  

(9)

If \( \gamma = 0 \), then \( P^*_2 = 0 \) and the correlations are constant. Thus we construct an auxiliary null hypothesis \( H^*_{aux} : \rho^*_2 = 0 \) where \( \rho^*_2 = vecl P^*_2 \).1

This null hypothesis can be tested by an LM–test. Note that when \( H_0 \) holds, there is no approximation error because then \( G_t \equiv 1/2 \), and the standard asymptotic theory remains valid. Let \( \theta = (\omega_1', \ldots, \omega_N', \rho_{i1}', \rho_{i2}')' \), where \( \rho^*_j = vecl P^*_j, j = 1, 2 \), be the vector of all parameters of the model. Under standard regularity conditions, the LM–statistic

\[ LM_{CCC} = T^{-1} \left( \sum_{t=1}^T \frac{\partial l_t(\hat{\theta})}{\partial \rho^*_2} \right) \left[ \frac{\delta T(\hat{\theta})}{\partial \rho^*_2} \right]^{-1} \left( \sum_{t=1}^T \frac{\partial l_t(\hat{\theta})}{\partial \rho^*_2} \right), \]  

(10)

evaluated at the maximum likelihood estimators under the restriction \( \rho^*_2 = 0 \), has an asymptotic \( \chi^2 \) distribution with \( N(N-1)/2 \) degrees of freedom. In expression (10), \( [\delta T(\hat{\theta})]/\partial \rho^*_2 \) is the south-east \( N(N-1)/2 \times N(N-1)/2 \) block of the inverse of \( \delta T \), where \( \delta T \) is a consistent estimator for the asymptotic information matrix. For derivation and details of the statistic, as well as the suggested consistent estimator for the asymptotic information matrix, see the Appendix.

A straightforward extension is to test the constancy of conditional correlations against partially constant correlations:

\[ H_0 : \gamma = 0 \]
\[ H_1 : \rho_{ij,1} = \rho_{ij,2} \text{ for } (i, j) \in N_1 \]

where \( N_1 \subset \{1, \ldots, N\} \times \{1, \ldots, N\} \). Under the null hypothesis we again face the identification problem which is solved by linearizing the transition function. Details are given in the Appendix.

These tests involve a particular transition variable. Thus a failure to reject the null of constant correlations is just an indication that there is no evidence of time-varying correlations, given this transition variable. Evidence of time-varying correlations may still be found in case of another indicator. This highlights the importance of choosing a relevant transition variable for the data at hand, and in practice it may be useful to consider several alternatives unless restrictions implied by economic theory make the choice unique.

It should be mentioned that Berben and Jansen (2005) have in a bivariate context coincidentally proposed a test of the correlations being invariant with respect to calendar time. Their test is derived using an approach similar to ours, but they choose

\( \text{vecl} \) operator stacks the columns of the strict lower diagonal (obtained by excluding the diagonal elements) of the square argument matrix.

---

1The vecl operator stacks the columns of the strict lower diagonal (obtained by excluding the diagonal elements) of the square argument matrix.
a different estimator for the information matrix in (10). Based on our simulation experiments, the estimator they use is substantially less efficient in finite samples than ours, especially when the number of series in the model is large.

3.2 Test of partially constant conditional correlations

The LM–statistic (10) is designed to test the null hypothesis of constant conditional correlations against the STCC–GARCH model. After estimating the model, it is possible to test the constancy of conditional correlations between a subset of return series such that the other conditional correlations remain time-varying both under the null hypothesis and the alternative. We derive both a Lagrange multiplier and a Wald test for this purpose. Both have a partially constant STCC–GARCH model as the null hypothesis, meaning that some of the correlations are constrained to be constant under

\[ H_0 : \rho_{ij,1} = \rho_{ij,2} \text{ for } (i,j) \in N_0 \]

where \( N_0 \subseteq \{1, \ldots, N\} \times \{1, \ldots, N\} \). The alternative hypothesis is an unrestricted STCC–GARCH model. The identification problem encountered when testing whether the complete model has constant correlations is not present here. Let \( \theta = (\omega_1', \ldots, \omega_N', \rho_1', \rho_2', c, \gamma)' \), where \( \rho_1 = veclP_1 \) and \( \rho_2 = veclP_2 \). Under standard regularity conditions, the usual Wald-statistic

\[
WPCCC = T a(\hat{\theta})' \left( A \left[ \hat{I}_T(\hat{\theta}) \right]^{-1}_{(\rho, \rho)} A' \right)^{-1} a(\hat{\theta}),
\]

(11)
evaluated at the maximum likelihood estimators of the full STCC model, has an asymptotic \( \chi^2 \) distribution with degrees of freedom equal to the number of constraints to be tested. Furthermore, in expression (11), \( A = \partial a/\partial \rho' \) where \( \rho = (\rho_1', \rho_2')' \) and \( a \) is the vector of constraints, and \( \left[ \hat{I}_T(\hat{\theta}) \right]^{-1}_{(\rho, \rho)} \) is the block corresponding to the correlation parameters of the inverse of \( \hat{I}_T \).

It is also possible to apply the LM principle to this problem. Under the null hypothesis, the statistic

\[
LM_{PCCC} = T^{-1} q(\hat{\theta})' \left[ \hat{I}_T(\hat{\theta}) \right]^{-1}_{(\rho, \rho)} q(\hat{\theta})
\]

(12)
evaluated at the restricted maximum likelihood estimators, has an asymptotic \( \chi^2 \) distribution with the number of degrees of freedom equal to the number of constraints to be tested. In (12), \( q \) is the block of the score vector corresponding to the correlation parameters, and \( \left[ \hat{I}_T(\hat{\theta}) \right]^{-1}_{(\rho, \rho)} \) is again the block corresponding to the correlation parameters of the inverse of \( \hat{I}_T \). The derivation and details of the Wald and LM–statistics as well as of the consistent estimator of the asymptotic information matrix are given in the Appendix.

The most important difference between the two test statistics is that the Wald statistic is evaluated at the estimates obtained from the estimation of the full STCC–GARCH model, whereas the LM–statistic makes use of restricted estimates. Choosing
the test has implications when the computation time of the statistic is concerned. For example, when one half of the correlation parameters are restricted, the estimation time is reduced by more than one half, compared to the estimation of the unrestricted model. Furthermore, since the models in question are complicated and nonlinear, it is preferable to first estimate the restricted model and then evaluate the need for a more general specification.

A straightforward extension to these tests is to allow some of the correlations to be constant even in the alternative model. This leads to the following pair of hypotheses:

\[ H_0 : \rho_{ij,1} = \rho_{ij,2} \quad \text{for } (i, j) \in N_0 \]
\[ H_1 : \rho_{ij,1} = \rho_{ij,2} \quad \text{for } (i, j) \in N_1 \]

where \( N_1 \subset N_0 \subset \{1, \ldots, N\} \times \{1, \ldots, N\} \). This may be useful when the dimension of the model is high and constancy of at least some of the conditional correlations would be an appropriate initial simplification. The details for this case can be found in the Appendix.

4 Simulation experiments

4.1 Size study

We study the finite-sample properties of the test of constant conditional correlations in a small simulation experiment. We generate data from a bivariate GARCH(1,1) model with normal errors and choose a transition variable external to the model. The values of this variable are generated from a univariate GARCH(1,1) model. Furthermore, the strength of the constant conditional correlation between the two series in the model is varied throughout from \(-0.9\) to \(0.9\). The three series are parameterized as follows:

<table>
<thead>
<tr>
<th>(i)</th>
<th>(\alpha_{i0})</th>
<th>(\alpha_{i1})</th>
<th>(\beta_{i1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.02</td>
<td>0.04</td>
<td>0.95</td>
</tr>
<tr>
<td>2</td>
<td>0.01</td>
<td>0.03</td>
<td>0.96</td>
</tr>
<tr>
<td>ext</td>
<td>0.002</td>
<td>0.06</td>
<td>0.91</td>
</tr>
</tbody>
</table>

where the values for the GARCH parameters are chosen to be representative for two stocks and the S&P500 index. The sample sizes are 1000, 2500, and 5000, and the number of replications is 5000. To eliminate initialization effects, the first 1000 observations are removed from the series before generating the actual observations.

Values of the test statistic (10) are calculated using the analytical expression for the estimator of the information matrix. The rejection frequencies at the asymptotic significance levels 0.05 and 0.10 are shown in Figure 2. The actual size of the test seems to be quite close to the nominal size already for the sample size of 1000.

We also carried out experiments with the partial constancy tests, albeit with fewer replications, because the computational burdens were substantial. The results were, however, quite satisfactory, suggesting that the tests do not suffer from size distortion.
Figure 2: Actual size of the test of constant correlation plotted against different values of correlation using simulated data (5000 replicates), and sample sizes 1000, 2500 and 5000. Rejection frequencies are in percentages. The test is calculated with covariance estimator (14).

4.2 Power study

There is no direct benchmark to which to compare our constancy test. It may be interesting, however, to find out how powerful the test is when the data are generated by the DCC-GARCH model of Engle (2002). The VC-GARCH model of Tse and Tsui (2002) would be a comparable choice of an alternative. In this case, it is natural to assume the transition variable to be a function of generated observations, because correlations generated by the DCC-GARCH model are not influenced by exogenous information. The power of our test depends on the choice of the transition variable, and for this reason choosing a variable that is not informative about the change in the correlations yields low or no power. This is confirmed by our simulations. The power turns out to be very close to the nominal size when the transition variable carries no information of the variability of the correlations even when the data are generated from the STCC–GARCH model.

Our first choice of a transition variable is a linear combination of lags of squared
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3–variate

<table>
<thead>
<tr>
<th>$i$</th>
<th>$\alpha_{i0}$</th>
<th>$\alpha_{i1}$</th>
<th>$\beta_{i1}$</th>
<th>$R$</th>
<th>$y_1$</th>
<th>$y_2$</th>
<th>$\alpha$</th>
<th>$\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.02</td>
<td>0.04</td>
<td>0.95</td>
<td>y_2</td>
<td>0.6</td>
<td></td>
<td>0.05</td>
<td>0.90</td>
</tr>
<tr>
<td>2</td>
<td>0.01</td>
<td>0.03</td>
<td>0.96</td>
<td>y_3</td>
<td>0.5</td>
<td>0.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.002</td>
<td>0.06</td>
<td>0.93</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5–variate

<table>
<thead>
<tr>
<th>$i$</th>
<th>$\alpha_{i0}$</th>
<th>$\alpha_{i1}$</th>
<th>$\beta_{i1}$</th>
<th>$R$</th>
<th>$y_1$</th>
<th>$y_2$</th>
<th>$y_3$</th>
<th>$y_4$</th>
<th>$\alpha$</th>
<th>$\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.02</td>
<td>0.04</td>
<td>0.95</td>
<td>y_2</td>
<td>0.8</td>
<td></td>
<td></td>
<td></td>
<td>0.05</td>
<td>0.90</td>
</tr>
<tr>
<td>2</td>
<td>0.01</td>
<td>0.03</td>
<td>0.96</td>
<td>y_3</td>
<td>0.75</td>
<td>0.65</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.002</td>
<td>0.06</td>
<td>0.93</td>
<td>y_4</td>
<td>0.7</td>
<td>0.6</td>
<td>0.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.007</td>
<td>0.02</td>
<td>0.97</td>
<td>y_5</td>
<td>0.65</td>
<td>0.55</td>
<td>0.45</td>
<td>0.35</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.03</td>
<td>0.05</td>
<td>0.94</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Parameters for the DCC–GARCH model used in the power simulations: $\alpha_{i0}$, $\alpha_{i1}$, and $\beta_{i1}$ are the GARCH parameters for series $i$, $\overline{R}$ is the unconditional correlation matrix, and $\alpha$ and $\beta$ are the parameters governing the dynamics of the conditional correlations.

The power simulations are performed on three- and five-dimensional models parameterized as shown in Table 1. As in the size study, the sample sizes are 1000, 2500, and 5000 and the number of replications 5000. The rejection frequencies are presented in Table 2.

As can be seen, the power increases with the number of the series. This may not be surprising because the DCC–GARCH model imposes the same dynamic structure on all cross-products $z_{it}z_{jt}$, and the time-varying structure thus becomes more evident as the dimension of the model increases. The power results suggest that the average squared returns over the past five days are quite informative indicators of correlations generated by the DCC–GARCH model. An STCC-GARCH model with this transition variable could be a reasonable substitute for the (true) DCC-GARCH model.

We have also simulated the case in which the transition variable used in the test is a function of past returns such that it accounts for both the sign and the size of returns. In this experiment our test has low power when the data are generated by the DCC-GARCH model. Thus, if we believe that both the direction and the strength of
Table 2: Rejection frequencies for the test of constant conditional correlations when the data generating processes are the DCC–GARCH models in Table 1.

5 Application to daily stock returns

The data set of our application consists of daily returns of five S&P 500 composite stocks traded at the New York Stock Exchange and the S&P 500 index itself. The main criterion for choosing the stocks is that they are frequently traded and that the trades are often large. The stocks are Ford, General Motors, Hewlett-Packard, IBM, and Texas Instruments, and the observation period begins January 3, 1984 and ends December 31, 2003. As usual, closing prices are transformed into returns by taking natural logarithms, differencing, and multiplying by 100, which gives a total of 5038 observations for each of the series. To avoid problems in the estimation of the GARCH equations, the observations in the series are truncated such that extremely large negative returns are set to a common value of $-10$. This is preferred to removing them altogether, because we do not want to remove the information in comovements related to very large negative returns. It turns out that the truncated observations lie more than ten standard deviations below the mean. Descriptive statistics of the return series can be found in Table 3. To give an idea of how truncation affects the overall properties of the series, the values of the statistics have been tabulated both before and after truncation.
5.1 Choosing the transition variable

We consider the possibility that common shocks affect conditional correlations between daily returns. The transition variable in the transition function is a function of lagged returns of the S&P 500 index. As already discussed in Section 2.2, several choices are available. A question frequently investigated, see for instance Andersen, Bollerslev, Diebold, and Labys (2001) and Chesnay and Jondeau (2001), is whether comovements in the returns are stronger during general market turbulence than they are during more tranquil times. In that case, a lagged squared or absolute daily return, or a sum of lags of either ones, would be an obvious choice. Following Lanne and Saikkonen (2005), one could also consider the conditional variance of the S&P 500 returns. A model-based estimate of this quantity may be obtained by specifying and estimating an adequate GARCH model for the S&P 500 return series.

We restricted our attention to different functions of lagged squared and absolute returns of the index. Specifically, we considered the unweighted averages of the both lagged squared and lagged absolute returns over periods ranging from one to twenty days, and weighted averages of the same quantities with exponentially decaying weights with the discount ratios 0.9, 0.7, 0.5, and 0.3. The constant conditional correlations hypothesis was then tested using each of the 48 transition variables in the complete five-dimensional model as well as in every one of its submodels. The clearly strongest overall rejection occurred (these results are not reported here) when the transition variable was the seven-day average of lagged absolute returns. The graph of this transition variable is presented in Figure 3.

Table 4 contains the p-values of the constancy test based on this transition variable for all bivariate, trivariate, four-variable, and the full five-variable CCC–GARCH model. The test rejects the null hypothesis of constant correlations at significance level 0.01 for all bivariate, eight out of ten trivariate and four out of five four-variate models. The full five-variate CCC–GARCH model is rejected against STCC–GARCH as well. Generally, the rejections grow stronger as the dimension of the model increases, but the decrease of p–values is not monotonic.

If the interest lies in finding out whether the direction of the price movement as well as its strength affect conditional correlations, a function of lagged returns that preserves the sign of the returns is an appropriate transition variable. In order to accommodate this possibility, we considered the following two sets of lagged returns: \( \{r_{t-j} : j = 1, \ldots, 10\} \) and \( \{\sum_{i=1}^{j} r_{t-i} : j = 2, \ldots, 10\} \); note that \( \sum_{i=1}^{j} r_{t-i} = 100(p_{t-1} - p_{t-(j+1)}) \) where \( p_t \) is the log-price of the stock. The constant conditional correlations hypothesis was tested using these nineteen choices of transition variables. The strongest rejection most frequently occurred (results not reported here) when the transition variable was a lagged two-day return 100\((p_{t-1} - p_{t-3})\). In this case, all CCC–GARCH models except the bivariate Ford-General Motors one, were rejected at the 0.01 level, most of them very strongly. The transition variable is depicted in Figure 3.
Figure 3: The S&P 500 returns from January 3, 1984 to December 31, 2003. The upper panel shows the returns (one observation falls outside the presented range), the middle panel shows the average of the absolute value returns over seven days (two observations fall outside the presented range), and the lower panel shows the log of the price difference over two days, or return over two days (five observations fall outside the presented range).
5.2 Effects of market turbulence on conditional correlations

We shall first investigate the case in which conditional correlations are assumed to fluctuate as a result of time-varying market distress which is measured by lagged seven-day averages of absolute S&P 500 returns. Four remarks are in order. First, we only consider first-order STCC–GARCH models. One may want to argue that more effort should be invested in the specification of the individual volatility models. However, in the context of financial returns data it is often found that the first-order GARCH model performs sufficiently well, and for the time being we settle for this the option. Second, estimation of parameters is carried out both by the iterative maximum likelihood and by the two-step procedure.\(^2\) The standard errors of the parameter estimates of the STCC–GARCH model are calculated using numerical second derivatives for all estimates except the estimate of the velocity of transition parameter \(\gamma\). This exception is due to the fact that in most of the cases the sequence of estimates of \(\gamma\) is converging towards some very large value, which causes numerical problems in calculating standard errors. As a consequence of slow convergence and the numerical problems encountered, the maximum value of \(\gamma\) is constrained to 100. This serves as an adequate approximation, since the transition function changes little beyond \(\gamma \geq 100\), as Figure 1 indicates. Note, however, that in these cases the estimated standard errors are conditional on assuming \(\gamma = 100\). Third, STCC–GARCH models are only estimated for data for which the constant correlations hypothesis is rejected. Finally, all computations have been performed using Ox, version 3.30; see Doornik (2002).

Instead of presenting all estimation and testing results we focus on specific examples that illustrate the behaviour of the dynamic interactive structure of the models. We begin by considering the bivariate models. Results from higher-dimensional models are discussed thereafter. The estimation and testing results for selected combinations of assets are presented in Tables 4–7.

When the transition variable is a function of lagged absolute S&P 500 returns, positive and negative returns of the same size have the same effect on the correlations and the absolute magnitude of the returns carries all the information of possible co-movements in the returns. Small seven-day averages of absolute returns are associated with the conditional correlation matrix \(P_1\), whereas the large ones are related to \(P_2\).

In the F-GM model the estimated location of the transition is 0.24 which leaves 37% of the average absolute S&P 500 returns below the estimated location parameter \(c\). In all the other estimated bivariate models the transition takes place around 0.5–0.8. This is a range such that 2–11% of the average absolute S&P 500 returns exceed the estimate of \(c\). Except for the F-GM model, a feature common to every estimated bivariate model is that during market turbulence, indicated by a high value of the seven-day average absolute index return, the correlations are considerably higher than during calm periods. As to Ford and General Motors, the returns on these two stocks have fairly high conditional correlations in general, especially during periods when

\(^2\)Without presenting the results, we note that the parameter estimates obtained from the two-step method differ somewhat from the estimates from the iterative method when an STCC–GARCH model is estimated, whereas the results are fairly similar under the assumption of constant correlations.
markets are not turbulent.

Turning to three-dimensional models in Table 6, the relationship between Ford and General Motors seems to be quite strong, and it dictates the estimated location to be around 0.24 as in the bivariate F-GM model. But then, in models that contain only one of the two automotive companies, the transition is estimated to take place around 0.7. The estimated correlations in the trivariate models behave in the same way as their counterparts in bivariate models whenever the estimated location of the transition coincides with the corresponding estimates from the two bivariate models. If this not the case, one pair of correlations dominates and the constancy of the remaining ones may not be rejected by a the partial constancy test. This is obvious from results reported in Table 6. Table 7 shows that the same pattern repeats itself in the four-variate models as well as in the five-variate model. In the five-variate model many of the correlations seem to be constant. Tests of partial constancy do not reject the null hypothesis that all the correlations except the ones between Ford and General Motors and Ford and Hewlett-Packard, respectively, are constant. The $p$-values for joint LM– and Wald tests of this hypothesis against the full STCC–GARCH model are 0.12 and 0.13, respectively. The parameter estimates of the restricted STCC–GARCH model can also be found in Table 7.

These correlations are quite different from the ones obtained from four-variate models with only one automotive company (Ford is excluded from the model given in Table 7). In the four-variate model, the correlations increase with the degree of market turbulence. It seems that the F-GM relationship is so strong that it prevents the investigator from seeing other interesting details in the data. As a whole, comparing the four- and five-variate models suggests that a single transition function may not be enough when one wants to characterize time-variation in these correlations. Extensions to the model are possible but, however, less parsimonious than the original model. Besides, the standard STCC-GARCH model ensures each correlation matrix to be positive definite as long as $P_1$ and $P_2$ are positive definite matrices. This property becomes difficult to retain if the number of transitions exceeds one, unless strong restrictions, such as assuming $P_1$ and $P_2$ block diagonal, are placed on these matrices.

The estimated time-varying conditional correlations from the five-variate model appear in Figure 4. Note that most of the correlations in this model are constant around 0.3–0.4. The F-GM correlations are considerably higher when the market is calm than when it is turbulent, whereas the other two remain almost constant over time at the level of about 0.3. These correlations are in marked contrast with the correlations from the four-variate GM-HPQ-IBM-TXN model shown in Figure 5. When the markets are calm, the correlations are constant around 0.3–0.4. When there is strong turbulence, the correlations increase substantially. The results from this model support the notion of strong comovement of returns during times of distress.
5.3 Effects of shock asymmetry on conditional correlations

In order to investigate how possible asymmetry in the way S&P 500 returns affect the correlations $100(p_{t-1} - p_{t-3})$ is selected to be the transition variable in the model. The results of the constancy tests appear in Table 4. The tests of constant correlations reject constancy for each model except for the bivariate F-GM one. An STCC-GARCH(1,1) model is thus estimated for all the other combinations. The S&P 500 two-day returns that are lower than the estimated location imply a correlation state approaching that of $P_1$, whereas the returns greater than the estimated location result in correlations closer to the other extreme state, $P_2$.

The results for the bivariate models can be found in Table 8. The models not involving Texas Instruments have the location of transition such that less than 1% of the S&P 500 two-day returns have values below the estimate of the location parameter $c$. In these models large negative shocks induce strongly positive conditional correlations between the returns; otherwise the correlations remain positive but are less strong. When Texas Instruments is combined with Ford or General Motors the transition is estimated to take place close to zero. Negative two-day index returns induce correlations slightly higher than positive two-day index returns. Combining Texas Instruments with Hewlett-Packard or IBM results in models where the estimated location is such that 30% of the S&P 500 two-day returns are larger than the estimated parameter $c$. In those two models the correlations are slightly weaker but still positive when the two-day returns of the index exceed the estimated location.

Modelling higher-dimensional combinations is complicated by the restriction that only one location for change is allowed in the model. A selection of the results from the three-variate models appear in Table 9. The strongest relationship typically determines the estimate of the location parameter in the transition function, and the estimated correlations are adapted to that location. For example, the estimated location in the trivariate HPQ-IBM-TXN model is close to the corresponding estimates from the HPQ-TXN and IBM-TXN models and repeats the correlation patterns in those models. This means that the correlations between HPQ and IBM are now based on a transition function that is different from the one in the bivariate model for these two return series. Similarly, in the F-HPQ-TXN and GM-HPQ-TXN models the strongest relationship appears to be the one between F and HPQ in the former and GM and HPQ in the latter model as the location parameter obtains about the same estimate as in these bivariate models. Yet another outcome is the one where none of the relationships is much stronger than the others. This may result in a completely new location for the transition. Consider the F-GM-TXN model. It is seen from Table 9 that the corresponding bivariate models have very different correlation structures. Besides, constancy of the conditional correlations between F and GM was not rejected when tested. The estimated location for the transition equals 0.17, a value different from any other location estimate in bivariate and trivariate models. It can be seen from Table 10 that $c$ is estimated close to this value in the five-variate model as well. This is also true for all four-variate models involving TXN (not reported in the table). Furthermore, there is a local maximum in the likelihood of the F-GM-HPQ-IBM model corresponding to that value of the location parameter.
It the second highest maximum found: the estimates corresponding to the highest maximum are reported in the table.

We again graph some of the conditional correlations. Figure 6 contains the correlations from the trivariate HPQ-IBM-TXN model. They are positive and fluctuate between 0.3 and 0.5. A completely different picture emerges from Figure 7 where F has been added to this trivariate combination to form a four-variate model. The correlations mostly remain unchanged, except for a few occasions when the market has received a very strong negative shock. Note, however, that the F-GM correlation fluctuates very little, which is in line with the fact that the constancy of this conditional correlation was not rejected when tested in the bivariate framework. In Figure 8, the patterns of estimated correlations from the complete five-variate model are close to the ones shown in the trivariate model of Figure 6.

In theory, as a solution to the ‘multilocation problem’ one could generalize the STCC–GARCH model such that it would allow different slope and location parameters for each pair of correlations. However, as already mentioned, such an extension entails the statistical problem of ensuring positive definiteness of the correlation matrix at each point of time.

5.4 Comparison

We conclude this section with a brief informal comparison of the time-varying correlations implied by the STCC– and DCC–GARCH models. The former models are the four- and five-dimensional ones reported in the previous subsections. The corresponding five-dimensional DCC–GARCH(1, 1) model is estimated using the two-step estimation method of Engle (2002). The estimated GARCH equations in the DCC–GARCH model differ slightly from the ones in the STCC–GARCH models due to the two-step procedure, whereas the correlation dynamics are very persistent (for conciseness we do not present the estimation results).

As can be seen from Figure 5, in the four-variate STCC–GARCH model periods of strongly volatile periods are reflected by increased correlation levels. For example, during the stock market crash in November 1987 the correlations are high for a short period but return quickly to lower values. These shifts are also visible in Figure 7, indicating that they are, more precisely, resulting from large negative price movements rather than just high volatility. Figures 6 and 8 show that the higher the index returns, the lower the correlations. The rather turbulent period beginning in the late 1990s results in correlations that are more often in the ‘high regime’ than the previous ones.

Contrary to these results, the DCC–GARCH model suggests a very persistent response of correlations to large shocks. For example, the events of November 1987 lead to increased correlations, but the return to lower levels is very slow. Another notable fact is that the turbulent period from the late 1990s onwards does not seem to have much of an effect on the correlations, except that the correlations generally display an upward tendency at the very end of the observation period.

These two approaches thus lead to rather different conclusions about the conditional correlations between the return series. Since these correlations cannot be ob-
served, it is not possible to decide whether the STCC–GARCH or the DCC–GARCH models yield results that are closer to the ‘truth’. In theory, testing the models against each other may be possible but at the same time computationally quite demanding. These models may also be compared by investigating their out-of-sample forecasting performance, which has not been done in this study.

6 Conclusions

We have proposed a new multivariate conditional correlation model with time-varying correlations, the STCC–GARCH model. The conditional correlations are changing smoothly between two extreme states according to a transition variable that can be exogenous to the system. These correlations are weighted averages of two sets of constant correlations, which means that the corresponding time-varying correlation matrices are always positive definite on the condition that the two constant correlation matrices are positive definite.

The transition variable controlling the time-varying correlations can be chosen quite freely, depending on the modelling problem at hand. The STCC–GARCH model may thus be used for investigating the effects of numerous potential factors, endogenous as well as exogenous, on conditional correlations. In this respect the model differs from most other dynamic conditional correlation models such as the ones proposed by Tse and Tsui (2002), Engle (2002), and Pelletier (2006).

The STCC–GARCH model is applied to up to a five-variable set of daily returns of frequently traded stocks included in the S&P 500 index. When using the seven-day lagged average of the daily absolute return of the index as the transition variable we find that the conditional correlations are substantially higher during periods of high volatility than otherwise. Asymmetric response of correlations to shocks is examined using the one-day lag of the two-day index returns. In that case very large negative returns on the index imply very high conditional correlations between the volatilities.

In its present form the model allows for a single transition with location and smoothness parameters common to all series. In theory this restriction can be relaxed, but finding a useful way of doing it is left for future work. The model may be further refined by allowing specifications of the univariate GARCH equations beyond the standard GARCH(1,1) model. An extension in the spirit of the multivariate CCC–GARCH model of Jeantheau (1998) would be an interesting alternative. Then the squared returns would be linked not only through the conditional correlations but also through the GARCH equations. Another point worth considering is incorporating higher-frequency data into the model. Recent research has emphasized the importance of information that is present in the high-frequency data but lost in aggregation. One such possibility would be to use the realized volatility or bipower variation of stock index returns over a day or a number of days as the transition variable in a model for stock returns. This possibility is left for future research.
Figure 4: The estimated time-varying conditional correlations from the five-variable STCC-model when the transition variable is lagged absolute S&P 500 returns averaged over seven days, where some of the correlations restricted constant, see Table 7. The estimated location is $c = 0.24$. 
Figure 5: The estimated conditional correlations from the four-variate (GM-HPQ-IBM-TXN) STCC-GARCH model from Table 7, when the transition variable is lagged absolute S&P 500 returns averaged over seven days. The estimated location is $\hat{c} = 0.71$. 
Figure 6: The estimated conditional correlations from the three-variable (HPQ-IBM-TXN) STCC-model when the transition variable is a lagged S&P 500 return over two days, see Table 9. The estimated location is $\hat{c} = 0.26$. The time period covers the years from 1986 to 1989.
Figure 7: The estimated conditional correlations from the four-variable (F-GM-HPQ-IBM) STCC-model when the transition variable is a lagged S&P 500 return over two days, see Table 10. The estimated location is $\hat{c} = -1.97$. The time period covers the years from 1986 to 1989.
Figure 8: The estimated conditional correlations from the five-variable STCC-model when the transition variable is a lagged S&P 500 return over two days, see Table 10. The estimated location is $\hat{c} = 0.19$. The time period covers the years from 1986 to 1989.
Figure 8 (continued)
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Figure 9: The estimated conditional correlations from the five-variable DCC-model.
Figure 9 (continued)
<table>
<thead>
<tr>
<th></th>
<th>abbr.</th>
<th>min</th>
<th>max</th>
<th>mean (b.t.)</th>
<th>mean (a.t.)</th>
<th>st.dev (b.t.)</th>
<th>st.dev (a.t.)</th>
<th>skewness (b.t.)</th>
<th>skewness (a.t.)</th>
<th>kurtosis (b.t.)</th>
<th>kurtosis (a.t.)</th>
<th>no. of trunc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ford</td>
<td>F</td>
<td>−30.44</td>
<td>6.30</td>
<td>−0.0084</td>
<td>0.0062</td>
<td>1.173</td>
<td>0.956</td>
<td>−9.076</td>
<td>−1.162</td>
<td>215.176</td>
<td>18.220</td>
<td>5</td>
</tr>
<tr>
<td>General Motors</td>
<td>GM</td>
<td>−30.23</td>
<td>5.93</td>
<td>−0.0028</td>
<td>0.0016</td>
<td>0.950</td>
<td>0.860</td>
<td>−6.720</td>
<td>−0.739</td>
<td>210.671</td>
<td>13.704</td>
<td>2</td>
</tr>
<tr>
<td>Hewlett-Packard</td>
<td>HPQ</td>
<td>−29.23</td>
<td>6.93</td>
<td>−0.0053</td>
<td>0.0046</td>
<td>1.317</td>
<td>1.154</td>
<td>−5.841</td>
<td>−0.672</td>
<td>125.323</td>
<td>11.433</td>
<td>3</td>
</tr>
<tr>
<td>IBM</td>
<td>IBM</td>
<td>−30.89</td>
<td>5.37</td>
<td>−0.0023</td>
<td>0.0061</td>
<td>1.031</td>
<td>0.854</td>
<td>−10.404</td>
<td>−0.919</td>
<td>306.696</td>
<td>19.480</td>
<td>3</td>
</tr>
<tr>
<td>Texas Instruments</td>
<td>TXN</td>
<td>−48.37</td>
<td>9.36</td>
<td>−0.0115</td>
<td>0.0150</td>
<td>1.704</td>
<td>1.308</td>
<td>−9.794</td>
<td>−0.393</td>
<td>230.166</td>
<td>9.379</td>
<td>6</td>
</tr>
<tr>
<td>S&amp;P500 Index</td>
<td></td>
<td>−9.94</td>
<td>3.78</td>
<td>0.0164</td>
<td>−0.473</td>
<td>−2.012</td>
<td>−</td>
<td>43.194</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>Transition variable 1</td>
<td>s_{t}^{(1)}</td>
<td>0</td>
<td>3.39</td>
<td>0.3202</td>
<td>−0.198</td>
<td>4.707</td>
<td>−</td>
<td>53.354</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td></td>
</tr>
<tr>
<td>Transition variable 2</td>
<td>s_{t}^{(2)}</td>
<td>−12.20</td>
<td>6.00</td>
<td>0.0328</td>
<td>−0.673</td>
<td>−1.584</td>
<td>−</td>
<td>31.173</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Descriptive statistics of the asset returns. The mean, standard deviation, skewness and kurtosis are reported both before (b.t.) and after (a.t.) removing the extreme negative returns. The cutoff value for truncation corresponds roughly to 10 standard deviations. The transition variables are \( s_{t}^{(1)} \), the lagged absolute S&P 500 index return averaged over past seven days, and \( s_{t}^{(2)} \), the lagged S&P 500 index return over past two days.
Table 4: Test of constant conditional correlation against STCC-GARCH model for all combinations of assets. The transition variables are $s_{t-1}^{(1)}$, the lagged absolute S&P 500 index returns averaged over seven days, and $s_{t-1}^{(2)}$, a lagged S&P 500 index return over two days.
<table>
<thead>
<tr>
<th>model</th>
<th>(\hat{\alpha}_0)</th>
<th>(\hat{\alpha})</th>
<th>(\hat{\beta})</th>
<th>(\hat{\rho}_1)</th>
<th>(\hat{\rho}_2)</th>
<th>(\hat{\gamma})</th>
</tr>
</thead>
<tbody>
<tr>
<td>F</td>
<td>0.0071</td>
<td>0.0166</td>
<td>0.9760</td>
<td>0.7157</td>
<td>0.5075</td>
<td>0.2395</td>
</tr>
<tr>
<td>GM</td>
<td>0.0046</td>
<td>0.0380</td>
<td>0.9291</td>
<td>0.0116</td>
<td>0.0127</td>
<td>(0.0542)</td>
</tr>
<tr>
<td>F</td>
<td>0.0059</td>
<td>0.0198</td>
<td>0.9744</td>
<td>0.2636</td>
<td>0.4539</td>
<td>0.7221</td>
</tr>
<tr>
<td>HPQ</td>
<td>0.0111</td>
<td>0.0194</td>
<td>0.9719</td>
<td>0.0138</td>
<td>0.0378</td>
<td>(0.0323)</td>
</tr>
<tr>
<td>F</td>
<td>0.0065</td>
<td>0.0220</td>
<td>0.9719</td>
<td>0.2855</td>
<td>0.4332</td>
<td>0.7154</td>
</tr>
<tr>
<td>IBM</td>
<td>0.0058</td>
<td>0.0703</td>
<td>0.9277</td>
<td>0.0146</td>
<td>0.0403</td>
<td>(0.0325)</td>
</tr>
<tr>
<td>F</td>
<td>0.0065</td>
<td>0.0210</td>
<td>0.9727</td>
<td>0.2560</td>
<td>0.3568</td>
<td>0.5076</td>
</tr>
<tr>
<td>TXN</td>
<td>0.0102</td>
<td>0.0324</td>
<td>0.9612</td>
<td>0.0146</td>
<td>0.0297</td>
<td>(0.0184)</td>
</tr>
<tr>
<td>GM</td>
<td>0.0264</td>
<td>0.0474</td>
<td>0.9162</td>
<td>0.2688</td>
<td>0.6000</td>
<td>0.7142</td>
</tr>
<tr>
<td>HPQ</td>
<td>0.0171</td>
<td>0.0253</td>
<td>0.9614</td>
<td>0.0156</td>
<td>0.0350</td>
<td>(0.0120)</td>
</tr>
<tr>
<td>GM</td>
<td>0.0218</td>
<td>0.0440</td>
<td>0.9263</td>
<td>0.3179</td>
<td>0.6823</td>
<td>0.8413</td>
</tr>
<tr>
<td>IBM</td>
<td>0.0061</td>
<td>0.0706</td>
<td>0.9270</td>
<td>0.0130</td>
<td>0.0364</td>
<td>(0.0173)</td>
</tr>
<tr>
<td>GM</td>
<td>0.0259</td>
<td>0.0467</td>
<td>0.9178</td>
<td>0.2687</td>
<td>0.5054</td>
<td>0.6628</td>
</tr>
<tr>
<td>TXN</td>
<td>0.0125</td>
<td>0.0352</td>
<td>0.9579</td>
<td>0.0138</td>
<td>0.0363</td>
<td>(0.0121)</td>
</tr>
<tr>
<td>HPQ</td>
<td>0.0271</td>
<td>0.0351</td>
<td>0.9443</td>
<td>0.3989</td>
<td>0.6503</td>
<td>0.6867</td>
</tr>
<tr>
<td>IBM</td>
<td>0.0081</td>
<td>0.0762</td>
<td>0.9187</td>
<td>0.0123</td>
<td>0.0321</td>
<td>(0.0178)</td>
</tr>
<tr>
<td>HPQ</td>
<td>0.0270</td>
<td>0.0333</td>
<td>0.9458</td>
<td>0.4205</td>
<td>0.6044</td>
<td>0.6827</td>
</tr>
<tr>
<td>TXN</td>
<td>0.0155</td>
<td>0.0361</td>
<td>0.9548</td>
<td>0.0121</td>
<td>0.0334</td>
<td>(0.0215)</td>
</tr>
<tr>
<td>IBM</td>
<td>0.0093</td>
<td>0.0767</td>
<td>0.9162</td>
<td>0.3871</td>
<td>0.6001</td>
<td>0.6966</td>
</tr>
<tr>
<td>TXN</td>
<td>0.0144</td>
<td>0.0369</td>
<td>0.9550</td>
<td>0.0124</td>
<td>0.0351</td>
<td>(0.0168)</td>
</tr>
</tbody>
</table>

Table 5: Estimation results for all bivariate STCC-GARCH models (standard errors in parentheses) when the transition variable is a lagged absolute S&P 500 index returns averaged over seven days.
MGARCH with smooth transitions in conditional correlations

<table>
<thead>
<tr>
<th>model</th>
<th>$\hat{\alpha}$</th>
<th>$\hat{\beta}$</th>
<th>$\hat{P}_1$</th>
<th>$\hat{P}_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>F</td>
<td>0.0071</td>
<td>0.0169</td>
<td>0.9758</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0012)</td>
<td>(0.0028)</td>
<td>(0.0026)</td>
<td></td>
</tr>
<tr>
<td>GM</td>
<td>0.0203</td>
<td>0.0337</td>
<td>0.9926</td>
<td>0.5101</td>
</tr>
<tr>
<td></td>
<td>(0.0084)</td>
<td>(0.0046)</td>
<td>(0.0097)</td>
<td>(0.0026)</td>
</tr>
<tr>
<td>IBM</td>
<td>0.0053</td>
<td>0.0678</td>
<td>0.9130</td>
<td>0.2914</td>
</tr>
<tr>
<td></td>
<td>(0.0015)</td>
<td>(0.0085)</td>
<td>(0.0088)</td>
<td>(0.0157)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F</td>
<td>0.0071</td>
<td>0.0163</td>
<td>0.9762</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0012)</td>
<td>(0.0019)</td>
<td>(0.0026)</td>
<td></td>
</tr>
<tr>
<td>GM</td>
<td>0.0230</td>
<td>0.0352</td>
<td>0.9335</td>
<td>0.5068</td>
</tr>
<tr>
<td></td>
<td>(0.002)</td>
<td>(0.0036)</td>
<td>(0.0114)</td>
<td>(0.0027)</td>
</tr>
<tr>
<td>TXN</td>
<td>0.0116</td>
<td>0.0327</td>
<td>0.9608</td>
<td>0.2755</td>
</tr>
<tr>
<td></td>
<td>(0.0016)</td>
<td>(0.0044)</td>
<td>(0.0053)</td>
<td>(0.0159)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F</td>
<td>0.0065</td>
<td>0.0212</td>
<td>0.9725</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0013)</td>
<td>(0.0026)</td>
<td>(0.0031)</td>
<td></td>
</tr>
<tr>
<td>IBM</td>
<td>0.0069</td>
<td>0.0688</td>
<td>0.9267</td>
<td>0.4130</td>
</tr>
<tr>
<td></td>
<td>(0.0018)</td>
<td>(0.0098)</td>
<td>(0.0065)</td>
<td>(0.0413)</td>
</tr>
<tr>
<td>TXN</td>
<td>0.0130</td>
<td>0.0354</td>
<td>0.9572</td>
<td>0.3928</td>
</tr>
<tr>
<td></td>
<td>(0.0027)</td>
<td>(0.0043)</td>
<td>(0.0035)</td>
<td>(0.0394)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F</td>
<td>0.0218</td>
<td>0.0426</td>
<td>0.9276</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0046)</td>
<td>(0.0052)</td>
<td>(0.0148)</td>
<td></td>
</tr>
<tr>
<td>IBM</td>
<td>0.0069</td>
<td>0.0688</td>
<td>0.9265</td>
<td>0.5811</td>
</tr>
<tr>
<td></td>
<td>(0.0018)</td>
<td>(0.0084)</td>
<td>(0.0092)</td>
<td>(0.0484)</td>
</tr>
<tr>
<td>TXN</td>
<td>0.0144</td>
<td>0.0369</td>
<td>0.9549</td>
<td>0.4954</td>
</tr>
<tr>
<td></td>
<td>(0.0029)</td>
<td>(0.0046)</td>
<td>(0.0056)</td>
<td>(0.0385)</td>
</tr>
</tbody>
</table>

Table 6: Estimation results for selected combinations of trivariate STCC-GARCH models (standard errors in parentheses) when the transition variable is a lagged absolute S&P 500 index returns averaged over seven days. The first two models failed to reject the hypothesis of partially constant correlations with respect to the parameters indicated by a superscript $r$. 

$F$ represents the factor model, $GM$ represents the GARCH model, $IBM$ represents the IBM model, and $TXN$ represents the TXN model. The estimated parameters are denoted by $\hat{\alpha}$ and $\hat{\beta}$, with standard errors in parentheses.
Table 7: Estimation results for one four-variate and the five-variate STCC–GARCH models (standard errors in parentheses) when the transition variable is a lagged absolute S&P 500 index returns averaged over seven days. The superscript $R$ indicates that the correlation is restricted to be constant.
Table 8: Estimation results for all bivariate STCC-GARCH models (standard errors in parentheses) when the transition variable is a lagged S&P 500 index return over two days.

<table>
<thead>
<tr>
<th>model</th>
<th>$\alpha_0$</th>
<th>$\delta$</th>
<th>$\hat{\beta}$</th>
<th>$\hat{\rho}_1$</th>
<th>$\hat{\rho}_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>F</td>
<td>0.0060</td>
<td>0.0193</td>
<td>0.9747</td>
<td>0.6992</td>
<td>0.2662</td>
</tr>
<tr>
<td></td>
<td>(0.0012)</td>
<td>(0.0024)</td>
<td>(0.0029)</td>
<td>(0.0041)</td>
<td>(0.0014)</td>
</tr>
<tr>
<td>HPQ</td>
<td>0.0104</td>
<td>0.0184</td>
<td>0.9734</td>
<td>0.6952</td>
<td>0.2636</td>
</tr>
<tr>
<td></td>
<td>(0.0030)</td>
<td>(0.0034)</td>
<td>(0.0054)</td>
<td>(0.0044)</td>
<td>(0.0014)</td>
</tr>
<tr>
<td>F</td>
<td>0.0065</td>
<td>0.0209</td>
<td>0.9726</td>
<td>0.7159</td>
<td>0.2829</td>
</tr>
<tr>
<td></td>
<td>(0.0013)</td>
<td>(0.0066)</td>
<td>(0.0031)</td>
<td>(0.0044)</td>
<td>(0.0132)</td>
</tr>
<tr>
<td>IBM</td>
<td>0.0059</td>
<td>0.0707</td>
<td>0.9272</td>
<td>0.6907</td>
<td>0.2636</td>
</tr>
<tr>
<td></td>
<td>(0.0017)</td>
<td>(0.0086)</td>
<td>(0.0094)</td>
<td>(0.0050)</td>
<td>(0.0014)</td>
</tr>
<tr>
<td>F</td>
<td>0.0076</td>
<td>0.0209</td>
<td>0.9726</td>
<td>0.3347</td>
<td>0.2145</td>
</tr>
<tr>
<td></td>
<td>(0.0014)</td>
<td>(0.0027)</td>
<td>(0.0032)</td>
<td>(0.0017)</td>
<td>(0.0189)</td>
</tr>
<tr>
<td>TXN</td>
<td>0.0012</td>
<td>0.0320</td>
<td>0.9625</td>
<td>0.3247</td>
<td>0.2145</td>
</tr>
<tr>
<td></td>
<td>(0.0023)</td>
<td>(0.0042)</td>
<td>(0.0050)</td>
<td>(0.0017)</td>
<td>(0.0189)</td>
</tr>
<tr>
<td>GM</td>
<td>0.0263</td>
<td>0.0463</td>
<td>0.9174</td>
<td>0.7160</td>
<td>0.2777</td>
</tr>
<tr>
<td></td>
<td>(0.0060)</td>
<td>(0.0062)</td>
<td>(0.0116)</td>
<td>(0.0043)</td>
<td>(0.0133)</td>
</tr>
<tr>
<td>HPQ</td>
<td>0.0142</td>
<td>0.0218</td>
<td>0.9670</td>
<td>0.8896</td>
<td>0.3098</td>
</tr>
<tr>
<td></td>
<td>(0.0046)</td>
<td>(0.0042)</td>
<td>(0.0079)</td>
<td>(0.0050)</td>
<td>(0.0145)</td>
</tr>
<tr>
<td>GM</td>
<td>0.0295</td>
<td>0.0462</td>
<td>0.9199</td>
<td>0.4290</td>
<td>0.1995</td>
</tr>
<tr>
<td></td>
<td>(0.0055)</td>
<td>(0.0065)</td>
<td>(0.0126)</td>
<td>(0.0030)</td>
<td>(0.0268)</td>
</tr>
<tr>
<td>TXN</td>
<td>0.0116</td>
<td>0.0334</td>
<td>0.9602</td>
<td>0.8896</td>
<td>0.3098</td>
</tr>
<tr>
<td></td>
<td>(0.0026)</td>
<td>(0.0044)</td>
<td>(0.0050)</td>
<td>(0.0050)</td>
<td>(0.0145)</td>
</tr>
<tr>
<td>HPQ</td>
<td>0.0264</td>
<td>0.0276</td>
<td>0.9563</td>
<td>0.7846</td>
<td>0.4012</td>
</tr>
<tr>
<td></td>
<td>(0.0074)</td>
<td>(0.0067)</td>
<td>(0.0122)</td>
<td>(0.0050)</td>
<td>(0.0121)</td>
</tr>
<tr>
<td>IBM</td>
<td>0.0085</td>
<td>0.0779</td>
<td>0.9166</td>
<td>0.7846</td>
<td>0.4012</td>
</tr>
<tr>
<td></td>
<td>(0.0021)</td>
<td>(0.0094)</td>
<td>(0.0103)</td>
<td>(0.0050)</td>
<td>(0.0121)</td>
</tr>
<tr>
<td>HPQ</td>
<td>0.0280</td>
<td>0.0336</td>
<td>0.9150</td>
<td>0.4786</td>
<td>0.3372</td>
</tr>
<tr>
<td></td>
<td>(0.0113)</td>
<td>(0.0097)</td>
<td>(0.0176)</td>
<td>(0.0118)</td>
<td>(0.0218)</td>
</tr>
<tr>
<td>TXN</td>
<td>0.0149</td>
<td>0.0336</td>
<td>0.9576</td>
<td>0.4786</td>
<td>0.3372</td>
</tr>
<tr>
<td></td>
<td>(0.0033)</td>
<td>(0.0048)</td>
<td>(0.0062)</td>
<td>(0.0050)</td>
<td>(0.0121)</td>
</tr>
<tr>
<td>IBM</td>
<td>0.0098</td>
<td>0.0775</td>
<td>0.9150</td>
<td>0.4468</td>
<td>0.2845</td>
</tr>
<tr>
<td></td>
<td>(0.0023)</td>
<td>(0.0097)</td>
<td>(0.0109)</td>
<td>(0.0131)</td>
<td>(0.0241)</td>
</tr>
<tr>
<td>TXN</td>
<td>0.0136</td>
<td>0.0333</td>
<td>0.9588</td>
<td>0.4468</td>
<td>0.2845</td>
</tr>
<tr>
<td></td>
<td>(0.0028)</td>
<td>(0.0043)</td>
<td>(0.0053)</td>
<td>(0.0050)</td>
<td>(0.0121)</td>
</tr>
</tbody>
</table>
Table 9: Estimation results for selected combinations of trivariate STCC-GARCH models (standard errors in parentheses) when the transition variable is a lagged S&P 500 index return over two days.
Table 10: Estimation results for one four-variate and the five-variate STCC–GARCH model (standard errors in parentheses) when the transition variable is a lagged S&P 500 index return over two days. When testing the hypothesis of partially constant correlations in the four-variate model, Wald test fails to reject and LM–test barely rejects the constancy of the parameters indicated by a superscript $r$ ($p$–value of the Wald statistic $W_{PCCC}$ is 0.2646 and of the LM–statistic $LM_{PCCC}$ is 0.0095).

<table>
<thead>
<tr>
<th>model</th>
<th>$\hat{\alpha}_0$</th>
<th>$\hat{\alpha}$</th>
<th>$\hat{\beta}$</th>
<th>$P_1$</th>
<th>$P_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>F</td>
<td>0.0062 (0.0011)</td>
<td>0.0171 (0.0019)</td>
<td>0.9764 (0.0023)</td>
<td>F</td>
<td>GM</td>
</tr>
<tr>
<td></td>
<td>0.00172 (0.0031)</td>
<td>0.0312 (0.0037)</td>
<td>0.9446 (0.0077)</td>
<td>GM</td>
<td>HPQ</td>
</tr>
<tr>
<td></td>
<td>0.0170 (0.0034)</td>
<td>0.0187 (0.0038)</td>
<td>0.9718 (0.0089)</td>
<td>HPQ</td>
<td>0.6319 (0.0585)</td>
</tr>
<tr>
<td></td>
<td>0.0050 (0.0014)</td>
<td>0.0697 (0.0075)</td>
<td>0.9566 (0.0081)</td>
<td>IBM</td>
<td>0.6470 (0.0498)</td>
</tr>
<tr>
<td></td>
<td>0.0067 (0.0011)</td>
<td>0.0172 (0.0019)</td>
<td>0.9759 (0.0024)</td>
<td>F</td>
<td>GM</td>
</tr>
<tr>
<td></td>
<td>0.0170 (0.0034)</td>
<td>0.0322 (0.0048)</td>
<td>0.9444 (0.0079)</td>
<td>GM</td>
<td>0.6113 (0.0108)</td>
</tr>
<tr>
<td></td>
<td>0.0154 (0.0059)</td>
<td>0.0218 (0.0056)</td>
<td>0.9662 (0.0099)</td>
<td>HPQ</td>
<td>0.3248 (0.0161)</td>
</tr>
<tr>
<td></td>
<td>0.0065 (0.0017)</td>
<td>0.0650 (0.0084)</td>
<td>0.9312 (0.0092)</td>
<td>IBM</td>
<td>0.3363 (0.0155)</td>
</tr>
<tr>
<td></td>
<td>0.0144 (0.0026)</td>
<td>0.0327 (0.0046)</td>
<td>0.9587 (0.0051)</td>
<td>TXN</td>
<td>0.3198 (0.0460)</td>
</tr>
<tr>
<td></td>
<td>0.0217 (0.0024)</td>
<td>0.3215 (0.0018)</td>
<td>0.3651 (0.0018)</td>
<td>IBM</td>
<td>0.2041 (0.0177)</td>
</tr>
</tbody>
</table>

\[ \hat{\gamma} = 0 \]

$P$-value of the Wald statistic $W_{PCCC}$ is 0.2646 and of the LM–statistic $LM_{PCCC}$ is 0.0095.
Appendix

Construction of LM(/Wald)–statistic

Let \( \theta_0 \) be the vector of true parameters. Under suitable assumptions and regularity conditions,

\[
\sqrt{T}^{-1} \frac{\partial l(\theta_0)}{\partial \theta} \xrightarrow{d} N(0, \Theta(\theta_0)) \tag{13}
\]

To derive LM–statistics of the constant conditional correlation hypothesis \( \rho^*_2 = 0 \) consider the following quadratic form:

\[
T^{-1} \frac{\partial l(\theta_0)}{\partial \theta} \Theta(\theta_0)^{-1} \frac{\partial l(\theta_0)}{\partial \theta} = T^{-1} \left( \sum_{t=1}^{T} \frac{\partial l_t(\theta_0)}{\partial \theta} \right) \Theta(\theta_0)^{-1} \left( \sum_{t=1}^{T} \frac{\partial l_t(\theta_0)}{\partial \theta} \right)
\]

and evaluate it at the maximum likelihood estimators under the restriction \( \rho^*_2 = 0 \). The limiting information matrix \( \Theta(\theta_0) \) is replaced by the consistent estimator

\[
\hat{\Theta}_T(\theta_0) = T^{-1} \sum_{t=1}^{T} \frac{\partial l_t(\theta_0)}{\partial \theta} \frac{\partial l_t(\theta_0)}{\partial \theta} \mid \mathcal{F}_{t-1} \tag{14}
\]

The following derivations are straightforward implications of the definitions and elementary rules of matrix algebra. Results in Anderson (2003) and Lütkepohl (1996) are heavily relied upon.

Test of constant conditional correlations against an STCC–GARCH model

To construct the test statistic we introduce some simplifying notation. Let \( \omega_i = (\alpha_i, \omega_i, \beta_i)^\top \), \( i = 1, \ldots, N \), denote the parameter vectors of the GARCH equations, and \( \rho^* = (\rho^*_1, \rho^*_2)^\top \), where \( \rho^*_1 = \text{vecl} P^*_1 \) and \( \rho^*_2 = \text{vecl} P^*_2 \) are the vectors holding all the unique off-diagonal elements in the two matrices \( P^*_1 \) and \( P^*_2 \), respectively. The notation \( \text{vecl} P \) is used to denote the vec-operator applied to the strictly lower triangular part of the matrix \( P \). Let \( \theta = (\omega_1, \ldots, \omega_N, \rho^*)^\top \) be the full parameter vector and \( \theta_0 \) the corresponding vector of true parameters under the null. The linearized time-varying correlation matrix is \( P^*_t = P^*_1 - s_t P^*_2 \) as defined in (9). Furthermore, let \( w_{it} = (1, \delta^*_i, h_{it})^\top \), \( i = 1, \ldots, N \), and \( w_{p,t} = (1, -n) \). Symbols \( \otimes \) and \( \circ \) represent the Kronecker and Hadamard products of two matrices, respectively. Let \( 1_n \) be a \( N \times 1 \) vector of zeros with \( i \)th element equal to one and \( 1_n \) be a \( n \times n \) matrix of ones. The identity matrix \( I \) is of size \( N \) unless otherwise indicated by a subscript.

Consider the log-likelihood function for observation \( t \) as defined in (7) with linearized time-varying correlation matrix:

\[
l_t(\theta) = -\frac{N}{2} \log(2\pi) - \frac{1}{2} \sum_{i=1}^{N} \log(h_{it}) - \frac{1}{2} \log|P_t^*| - \frac{1}{2} z_t^\top P_t^{*-1} z_t.
\]

The first order derivatives of the log-likelihood function with respect to the GARCH and correlation parameters are

\[
\frac{\partial l_t(\theta)}{\partial \omega_{i} } = -\frac{1}{2h_{it}} \frac{\partial h_{it}}{\partial \omega_{i}} \left\{ 1 - z_{it}^\top P_t^{*-1} z_t \right\}, \quad i = 1, \ldots, N,
\]

\[
\frac{\partial l_t(\theta)}{\partial \rho^* } = -\frac{1}{2} \frac{\partial (\text{vecl} P_t^*)^\top}{\partial \rho^*} \left\{ \text{vecl} P_t^{*-1} - \left( P_t^{*-1} \otimes P_t^{*-1} \right) (z_t \otimes z_t) \right\},
\]

where \( \partial \text{vecl} P_t^* / \partial \rho^* \) is evaluated at \( \rho^* = (\rho^*_1, \rho^*_2)^\top \).
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where

$$\frac{\partial h_{it}}{\partial \omega_i} = \psi_{i,t-1} + \beta \frac{\partial h_{i,t-1}}{\partial \omega_i}, \quad i = 1, \ldots, N,$$

$$\frac{\partial (\text{vec} \ P_i^*)}{\partial \rho^*} = \psi_{i,t} \otimes U^*.$$

The matrix $U$ is an $N^2 \times \frac{N(N-1)}{2}$ matrix of zeros and ones, whose columns are defined as

$$[\text{vec} (1_i 1_j')]_{i=1, \ldots, N-1, j=i+1, \ldots, N}$$

and the columns appear in the same order from left to right as the indices in $\text{vec} \ P_t$. Under the null hypothesis $\rho^* = 0$, and thus the derivatives at the true parameter values under the null can be written as

$$\frac{\partial h_{it}(\theta)}{\partial \omega_i} = -\frac{1}{2h_{it}} \frac{\partial h_{it}(\theta)}{\partial \omega_i}(1 - z_i 1_i' P_t^{-1} z_i), \quad i = 1, \ldots, N, \quad (15)$$

$$\frac{\partial h_{it}(\theta)}{\partial \rho^*} = \frac{1}{2} \frac{\partial (\text{vec} \ P_t^* (\theta))'}{\partial \rho^*} \left\{ \text{vec} P_t^{-1} - (P_t^{-1} \otimes P_t^{-1}) (z_i \otimes z_i) \right\}. \quad (16)$$

Taking conditional expectations of the cross products of (15) and (16) yields, for $i, j = 1, \ldots, N$,

$$E_{t-1} \left[ \frac{\partial h_{it}(\theta)}{\partial \omega_i} \frac{\partial h_{jt}(\theta)}{\partial \omega_j'} \right] = \frac{1}{4h_{ij}} \frac{\partial h_{it}(\theta)}{\partial \omega_i} \frac{\partial h_{jt}(\theta)}{\partial \omega_j'} \left( 1 + 1_i' P_t^{-1} 1_j \right),$$

$$E_{t-1} \left[ \frac{\partial h_{it}(\theta)}{\partial \omega_i} \frac{\partial h_{ij}(\theta)}{\partial \omega_j'} \right] = \frac{1}{4h_{it}h_{jt}} \frac{\partial h_{it}(\theta)}{\partial \omega_i} \frac{\partial h_{jt}(\theta)}{\partial \omega_j'} \left( \rho_{1,i} \rho_{1,j} 1_i' P_t^{-1} 1_j \right), \quad i \neq j$$

$$E_{t-1} \left[ \frac{\partial h_{it}(\theta)}{\partial \rho^*} \frac{\partial h_{ij}(\theta)}{\partial \rho^*} \right] = \frac{1}{4} \frac{\partial (\text{vec} \ P_t^* (\theta))'}{\partial \rho^*} \left( P_t^{-1} \otimes P_t^{-1} + (P_t^{-1} \otimes I) K (P_t^{-1} \otimes I) \right) \frac{\partial (\text{vec} \ P_t^* (\theta))}{\partial \rho^*},$$

$$E_{t-1} \left[ \frac{\partial h_{it}(\theta)}{\partial \omega_i} \frac{\partial h_{ij}(\theta)}{\partial \rho^*} \right] = \frac{1}{4h_{it}} \frac{\partial h_{it}(\theta)}{\partial \omega_i} \left( 1_i' P_t^{-1} \otimes 1_i' + 1_i' \otimes 1_i' P_t^{-1} \right) \frac{\partial (\text{vec} \ P_t^* (\theta))}{\partial \rho^*}. \quad (17)$$

where

$$K = \begin{bmatrix} 1_i 1_i' & \cdots & 1_N 1_N' \\ \vdots & \ddots & \vdots \\ 1_N 1_i' & \cdots & 1_N 1_N' \end{bmatrix}. \quad (18)$$

Expressions (17) for the conditional expectations follow from the fact that for a model with general correlation matrix $P_t$,

$$E_{t-1} \left[ z_i z_i' \otimes z_i z_i' \right] = \left( I_{N^2} + K \right) (P_t \otimes P_t) + \text{vec} P_t (\text{vec} P_t)'$$

$$= (P_t \otimes P_t) + (I \otimes P_t) K (I \otimes P_t) + \text{vec} P_t (\text{vec} P_t)'$$

and

$$E_{t-1} \left[ z_i' z_i' \otimes z_i' z_i' \right] = E_{t-1} \left[ z_i' z_i' \otimes z_i' z_i' \right] (1 \otimes I),$$

$$E_{t-1} \left[ z_i' z_i' \otimes z_i' z_i' \right] = \left( 1_i' \otimes I \right) \left( 1_i' \otimes I \right),$$

see Anderson (2003). In the present case $P_t$ is replaced with $P_t^*$. The estimator for the information matrix is obtained by making use of the submatrices in (17). For a more compact expression, let $x_t = (x_{1t}, \ldots, x_{Nt})'$ where $x_{it} = -\frac{1}{2h_{it}} \frac{\partial h_{it}}{\partial \omega_i}$, and let $x_{\rho^*t} = -\frac{1}{2} \psi_{i,t} \otimes U^*$, and let $x_{it}^* = (1_i' \otimes I) x_{it}$, denote the corresponding expressions.
simplifies to

Replacing the true unknown values with maximum likelihood estimators, the test statistic

asymptotic normality of ML estimators that the statistic (20) has an asymptotic

parameters that are set to zero under the null. It follows from (13) and consistency and

from where the south-east

The block corresponding to the correlation parameters of the inverse of \( \hat{M} \) is

the information matrix \( \mathcal{I}(\theta_0) \) is approximated by

\[
\mathcal{I}(\theta_0) = \sum_{t=1}^{T} \frac{\partial l_t(\theta_0)}{\partial \theta} \frac{\partial l_t(\theta_0)}{\partial \theta'} | \mathcal{F}_{t-1} \]

The block corresponding to the correlation parameters of the inverse of \( \hat{\mathcal{I}}(\theta_0) \) can be calculated as

from where the south-east \( \mathcal{N}(N-1) \times \mathcal{N}(N-1) \) block corresponding to \( \rho^* \) can be extracted.

Replacing the true unknown values with maximum likelihood estimators, the test statistic simplifies to

\[
LM = T^{-1} \left( \sum_{t=1}^{T} \frac{\partial l_t(\hat{\theta})}{\partial \rho^*} \right) \left[ \hat{\mathcal{I}}(\hat{\theta})^{-1} \right]^{-1} \left( \sum_{t=1}^{T} \frac{\partial l_t(\hat{\theta})}{\partial \rho^*} \right)
\]

where \( [\hat{\mathcal{I}}(\hat{\theta})^{-1}]_{\rho^* \rho^*} \) is the block of the inverse of \( \hat{\mathcal{I}} \) corresponding to those correlation parameters that are set to zero under the null. It follows from (13) and consistency and asymptotic normality of ML estimators that the statistic (20) has an asymptotic \( \chi^2_{N(N-1)} \) distribution when the null hypothesis is valid.

Test of constant conditional correlations against partially constant STCC–GARCH model

In this case the null model is a CCC–GARCH model, and the alternative model is partially constant STCC–GARCH model. Let there be \( k \) pairs of variables with constant correlations in the alternative model. The test is as above, but with the following changes to definitions and notations. The linearized time-varying correlation matrix is \( P_t = P_1^* - s_t P_2^* \), where \( P_2^* \) is as \( P_2^* \) but with the elements corresponding to the constant correlations under the alternative set to zero. The vector of correlation parameters is \( \rho^* = (\rho_1^*, \rho_2^*)' \), where \( \rho_2^* = vec(\rho_2^*) \) but with the elements corresponding to the constant correlations under the alternative being deleted. Furthermore,

\[
\frac{\partial (vec P_t^*)'}{\partial \rho^*}
\]

is as above, but with \( k \) rows deleted so that the remaining rows are corresponding to the elements in \( \rho^* = (\rho_1^*, \rho_2^*)' \). The same rows are also deleted from \( x_{\rho^*} \). With these modifications the test statistic is as in (20) above, and the asymptotic distribution under the null hypothesis is \( \chi^2_R \) where \( R \) is the number of restrictions to be tested.
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Test of partially constant correlations against an STCC–GARCH model

To construct the test statistic we introduce some simplifying notation. Let \( \omega_i = (\alpha_0, \alpha_i, \beta_i)' \), \( i = 1, \ldots, N \), denote the parameter vectors of the GARCH equations, \( \rho = (\rho_1', \rho_2)' \), where \( \rho_1 = \text{vec} P_1 \) and \( \rho_2 = \text{vec} P_2 \), and \( \varphi = (\gamma, s)' \). Let \( \theta = (\omega_1', \ldots, \omega_N', \rho', \varphi)' \) be the full parameter vector and \( \theta_0 \) the corresponding vector of true parameters under the null. The time-varying correlation matrix is \( P_t = (1 - G_t)P_1 + G_tP_2 \) as defined in (5) and (6). Furthermore, let \( \nu_{it} = (1, y_{it}', h_{it})' \), \( i = 1, \ldots, N \), \( \nu_{it} = (1 - G_t, G_t)' \) and \( \nu_{it} = (-\gamma, s_t - c)' \). Symbols \( \otimes \) and \( \odot \) represent the Kronecker and Hadamard products of two matrices, respectively. Let \( \mathbf{1}_a \) be a \( 1 \times N \) vector of zeros with \( i \)th element equal to one and \( \mathbf{1}_N \) be an \( n \times n \) matrix of ones. The identity matrix \( \mathbf{I} \) is of size \( N \) unless otherwise indicated by a subscript.

Consider the log-likelihood function for observation \( t \) as defined in (7):

\[
l_t(\theta) = \frac{N}{2} \log(2\pi) - \frac{1}{2} \sum_{i=1}^{N} \log(h_{it}) - \frac{1}{2} \log|P_t| - \frac{1}{2} \nu_{it}' P_t^{-1} \nu_{it}.
\]

The elements of the score for observation \( t \) are

\[
\frac{\partial l_t(\theta)}{\partial \omega_i} = - \frac{1}{2h_{it}} \frac{\partial h_{it}}{\partial \omega_i} \left\{ 1 - z_{it}' P_{t-1}^{-1} z_t \right\}, \quad i = 1, \ldots, N,
\]

\[
\frac{\partial l_t(\theta)}{\partial \rho} = - \frac{1}{2} \frac{\partial (\text{vec}P(\theta))'}{\partial \rho} \left\{ \text{vec}P_{t-1}^{-1} - \left( P_{t-1}^{-1} \otimes P_{t-1}^{-1} \right) (z_t \odot z_t) \right\},
\]

\[
\frac{\partial l_t(\theta)}{\partial \varphi} = - \frac{1}{2} \frac{\partial (\text{vec}P(\theta))'}{\partial \varphi} \left\{ \text{vec}P_{t-1}^{-1} - \left( P_{t-1}^{-1} \otimes P_{t-1}^{-1} \right) (z_t \odot z_t) \right\},
\]

where

\[
\frac{\partial h_{it}}{\partial \omega_i} = v_{i,t-1} + \beta \frac{\partial h_{i,t-1}}{\partial \omega_i}, \quad i = 1, \ldots, N,
\]

\[
\frac{\partial (\text{vec}P(\theta))'}{\partial \rho} = v_{i,t} \odot U',
\]

\[
\frac{\partial (\text{vec}P(\theta))'}{\partial \varphi} = \nu_{i,t} (1 - G_t) G_t \nu_{i,t} \text{vec}(P_1 - P_2)'.
\]

Next we evaluate the score at the true parameters under the null. Taking conditional expectations of the outer product of the score using (19) gives

\[
E_{t-1} \left[ \frac{\partial h_{i,t}(\theta)}{\partial \omega_i} \frac{\partial h_{i,t}(\theta)}{\partial \omega_j} \right] = \frac{1}{4h_{i,t}^2} \frac{\partial h_{i,t}(\theta)}{\partial \omega_i} \frac{\partial h_{i,t}(\theta)}{\partial \omega_j} \left( 1 + 1_i' P_{t-1}^{-1} 1_i \right),
\]

\[
E_{t-1} \left[ \frac{\partial h_{i,t}(\theta)}{\partial \omega_i} \frac{\partial h_{i,t}(\theta)}{\partial \omega_j} \right] = \frac{1}{4h_{i,t}^2} \frac{\partial h_{i,t}(\theta)}{\partial \omega_i} \frac{\partial h_{i,t}(\theta)}{\partial \omega_j} \left( \rho_{i,j} 1_i' P_{t-1}^{-1} 1_j \right), \quad i \neq j
\]

\[
E_{t-1} \left[ \frac{\partial h_{i,t}(\theta)}{\partial \varphi} \frac{\partial h_{i,t}(\theta)}{\partial \varphi} \right] = \frac{1}{4h_{i,t}^2} \frac{\partial h_{i,t}(\theta)}{\partial \omega_i} \frac{\partial h_{i,t}(\theta)}{\partial \omega_j} \left( P_{t-1}' \odot P_{t-1}' + \left( P_{t-1}' \odot I \right) K \left( P_{t-1}' \odot I \right) \right) \frac{\partial \text{vec}P(\theta)}{\partial \varphi},
\]

\[
E_{t-1} \left[ \frac{\partial \nu_{i,t}(\theta)}{\partial \rho} \frac{\partial \nu_{i,t}(\theta)}{\partial \rho} \right] = \frac{1}{4} \frac{\partial (\text{vec}P(\theta))'}{\partial \rho} \left( P_{t-1}' \odot P_{t-1}' + \left( P_{t-1}' \odot I \right) K \left( P_{t-1}' \odot I \right) \right) \frac{\partial \text{vec}P(\theta)}{\partial \rho},
\]

\[
E_{t-1} \left[ \frac{\partial \nu_{i,t}(\theta)}{\partial \varphi} \frac{\partial \nu_{i,t}(\theta)}{\partial \varphi} \right] = \frac{1}{4} \frac{\partial (\text{vec}P(\theta))'}{\partial \varphi} \left( P_{t-1}' \odot P_{t-1}' + \left( P_{t-1}' \odot I \right) K \left( P_{t-1}' \odot I \right) \right) \frac{\partial \text{vec}P(\theta)}{\partial \varphi},
\]

\[
E_{t-1} \left[ \frac{\partial \nu_{i,t}(\theta)}{\partial \rho} \frac{\partial \nu_{i,t}(\theta)}{\partial \varphi} \right] = \frac{1}{4} \frac{\partial (\text{vec}P(\theta))'}{\partial \rho} \left( P_{t-1}' \odot P_{t-1}' + \left( P_{t-1}' \odot I \right) K \left( P_{t-1}' \odot I \right) \right) \frac{\partial \text{vec}P(\theta)}{\partial \varphi},
\]

\[
E_{t-1} \left[ \frac{\partial \nu_{i,t}(\theta)}{\partial \rho} \frac{\partial \nu_{i,t}(\theta)}{\partial \varphi} \right] = \frac{1}{4} \frac{\partial (\text{vec}P(\theta))'}{\partial \varphi} \left( P_{t-1}' \odot P_{t-1}' + \left( P_{t-1}' \odot I \right) K \left( P_{t-1}' \odot I \right) \right) \frac{\partial \text{vec}P(\theta)}{\partial \varphi}.
\]
where \( K \) is defined as in (18).

The estimator for the information matrix is obtained by using the submatrices in (21). To derive a more compact expression for the information matrix, let \( x_{it} = (x_{1t}, \ldots, x_{Nt})' \) where \( x_{it} = -\frac{\partial l_t(\Theta_0)}{\partial \theta'} \), let \( x_{pit} = -\frac{1}{2}v_{pi}(1-G_t)G_t \), and \( x_{vpi} = -\frac{1}{2}v_{pi}(1-G_t)G_t \), and let \( x_{it}^{(0)}, i = 1, \ldots, N, \rho, \varphi \), denote the corresponding expressions evaluated at the true values under the null hypothesis. Setting

\[
M_1 = T^{-1} \sum_{t=1}^{T} x_{it}^{(0)}x_{it}^{(0)} \odot \left( (I + P_t \otimes P_t^{-1}) \otimes I_3 \right),
\]

\[
M_2 = T^{-1} \sum_{t=1}^{T} \begin{bmatrix} x_{it}^{(0)} & 0 & \cdots & 0 \\ 0 & x_{it}^{(0)}_{N} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & x_{it}^{(0)}_{N} \end{bmatrix} \left[ \begin{bmatrix} 1'_{i} P_t^{-1} \otimes 1_{i} + 1_{i} \otimes 1'_{i} P_t^{-1} \\ \vdots \\ 1'_{N} P_t^{-1} \otimes 1_{N} + 1_{N} \otimes 1'_{N} P_t^{-1} \end{bmatrix} \right] x_{it}^{(0)},
\]

\[
M_3 = T^{-1} \sum_{t=1}^{T} x_{pit}^{(0)} \left( P_t^{-1} \otimes P_t^{-1} + (P_t^{-1} \otimes I) K (P_t^{-1} \otimes I) \right) x_{pit}^{(0)},
\]

\[
M_4 = T^{-1} \sum_{t=1}^{T} \begin{bmatrix} x_{it}^{(0)} & 0 & \cdots & 0 \\ 0 & x_{it}^{(0)}_{N} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & x_{it}^{(0)}_{N} \end{bmatrix} \left[ \begin{bmatrix} 1'_{i} P_t^{-1} \otimes 1_{i} + 1_{i} \otimes 1'_{i} P_t^{-1} \\ \vdots \\ 1'_{N} P_t^{-1} \otimes 1_{N} + 1_{N} \otimes 1'_{N} P_t^{-1} \end{bmatrix} \right] x_{pit}^{(0)},
\]

\[
M_5 = T^{-1} \sum_{t=1}^{T} x_{pit}^{(0)} \left( P_t^{-1} \otimes P_t^{-1} + (P_t^{-1} \otimes I) K (P_t^{-1} \otimes I) \right) x_{pit}^{(0)},
\]

\[
M_6 = T^{-1} \sum_{t=1}^{T} x_{vpi}^{(0)} \left( P_t^{-1} \otimes P_t^{-1} + (P_t^{-1} \otimes I) K (P_t^{-1} \otimes I) \right) x_{vpi}^{(0)},
\]

the information matrix \( \gamma(\theta_0) \) is approximated by

\[
\gamma_T(\theta_0) = T^{-1} \sum_{t=1}^{T} E \left[ \frac{\partial l_t(\Theta_0)}{\partial \theta} \frac{\partial l_t(\Theta_0)}{\partial \theta'} \right] | F_{t-1}
\]

\[
= \begin{bmatrix} M_1 & M_2 & M_3 \\ M_2' & M_4 & M_5 \\ M_3' & M_5' & M_6 \end{bmatrix}.
\]

The block of the inverse of \( \gamma_T(\theta_0) \) corresponding to the correlation and transition parameters is given by

\[
\left( \begin{bmatrix} M_1 & M_2 & M_3 \\ M_2' & M_4 & M_5 \\ M_3' & M_5' & M_6 \end{bmatrix} \right)^{-1}
\]

from which the south-east \( N(N-1) \times N(N-1) \) block \( \gamma_T(\theta_0)_{(\rho,\varphi)}^{-1} \) corresponding to the correlation parameters can be extracted. The test statistic evaluated at the restricted maximum likelihood estimates is then

\[
LM_{PCCC} = T^{-1} q(\hat{\theta})' \left[ \gamma_T(\hat{\theta})_{(\rho,\varphi)}^{-1} \right] q(\hat{\theta}).
\]

In (22), \( q(\hat{\theta}) \) is the \( N(N-1) \times 1 \) block of the score vector corresponding to the correlation parameters whose elements equal \( \sum_{t=1}^{T} \frac{\partial l_t(\Theta_0)}{\partial \theta} \) if the correlation between assets \( i \) and \( j \) is constrained to be constant and zero otherwise. Under the null hypothesis, the LM–statistic has an asymptotic \( \chi^2_R \) distribution where \( R \) is the number of restrictions to be tested.

The Wald statistic is

\[
WPCCC = T a(\hat{\theta})' \left( A \left[ \gamma_T(\hat{\theta})_{(\rho,\varphi)}^{-1} \right] A' \right)^{-1} a(\hat{\theta})
\]
where $\hat{\theta}$ is the vector of maximum likelihood estimates of the full STCC–GARCH model, $a$ is the $R \times 1$ vector of constraints, where $R$ is the number of those constraints, more specifically
\[ a = V' \text{vec} (P_1 - P_2), \]
where matrix $V$ is an $\frac{N(N-1)}{2} \times R$ matrix of zeros and ones, whose columns are defined as
\[ \text{vec} \{ 1,1 \}_i \]
where $i$ and $j$ correspond to the indices of the assets whose correlation is restricted equal under the null model and the columns appear in the same order from left to right as the indices in $\text{vec}(P_1)$, $A = \frac{\partial a}{\partial \rho}$, and $[\tilde{\tau}(\hat{\theta})]_{(\rho,\rho)}^{-1}$ is the $N(N-1) \times N(N-1)$ block corresponding the correlation parameters of the inverse of $\tilde{\tau}$. Under the null hypothesis, the Wald statistic is also asymptotically $\chi^2_R$ distributed where $R$ is the number of restrictions to be tested.

Test of partially constant correlations against a less restricted STCC–GARCH model

In this final case, the alternative model is partially constant STCC–GARCH model. Let there be $k$ pairs of variables with constant correlations in the alternative model. The test is as above but with the following changes to definitions and notations. The vector of correlation parameters is $\rho = (\rho'_1, \rho'_2)'$, where the $\frac{N(N-1)}{2} - k \times 1$ vector $\rho'_2$ is $\text{vec}P_2$ without the constant elements. Then the partial derivatives are as above, with the modification that
\[ \frac{\partial (\text{vec}P_1)'}{\partial \rho} \]
is as above, but with $k$ rows deleted so that the remaining rows are corresponding to the elements in $\rho = (\rho'_1, \rho'_2)'$, and of the first $\frac{N(N-1)}{2}$ rows, the $k$ rows corresponding to the constant correlations in the alternative model are multiplied with 1 instead of $1 - G_t$. With this modification the calculation of the statistics is straightforward, and again the asymptotic distribution under the null hypothesis is $\chi^2_R$ where $R$ is the number of restrictions to be tested.
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Modelling multivariate autoregressive conditional heteroskedasticity with the double smooth transition conditional correlation GARCH model
Abstract

In this paper we propose a multivariate GARCH model with a time-varying conditional correlation structure. The new Double Smooth Transition Conditional Correlation GARCH model extends the Smooth Transition Conditional Correlation GARCH model of Silvennoinen and Teräsvirta (2005) by including another variable according to which the correlations change smoothly between states of constant correlations. A Lagrange multiplier test is derived to test the constancy of correlations against the DSTCC–GARCH model, and another one to test for another transition in the STCC–GARCH framework. In addition, other specification tests, with the aim of aiding the model building procedure, are considered. Analytical expressions for the test statistics and the required derivatives are provided. The model is applied to a selection of world stock indices, and it is found that time is an important factor affecting correlations between them.
1 Introduction

Multivariate financial time series have been subject to many modelling proposals incorporating conditional heteroskedasticity, originally introduced by Engle (1982) in a univariate context. For a review, the reader is referred to a recent survey on multivariate GARCH models by Bauwens, Laurent, and Rombouts (2006). One may model the time-varying covariances directly. Examples of this are VEC and BEKK models, as well factor GARCH ones, all discussed in Bauwens, Laurent, and Rombouts (2006). Alternatively, one may model the conditional correlations. The simplest approach is to assume that the correlations are time-invariant. Although the Constant Conditional Correlation (CCC) GARCH model of Bollerslev (1990) is attractive to the practitioner due to its interpretable parameters and easy estimation, its fundamental assumption that correlations remain constant over time has often been found unrealistic. In order to remedy this problem, Tse and Tsui (2002) and Engle (2002) introduced models with dynamic conditional correlations called the VC–GARCH and the DCC–GARCH model, respectively, that impose GARCH-type structure on the correlations. By construction, these models have the property that the variation in correlations is mainly due to the size and the sign of the shock of the previous time period.

An interesting model combining aspects from both the CCC–GARCH and the DCC–GARCH has been suggested by Pelletier (2006). The author introduces a regime switching correlation structure driven by an unobserved state variable following a first-order Markov chain. The regime switching model asserts that the correlations remain constant in each regime and the change between the states is abrupt and governed by transition probabilities. Thus the factors affecting the correlations remain latent and are not observed.

In a recent paper, Silvennoinen and Teräsvirta (2005) introduced the Smooth Transition Conditional Correlation (STCC) GARCH model.\footnote{A bivariate special case of the STCC–GARCH model was coincidentally introduced in Berben and Jansen (2005a).} In this model the correlations vary smoothly between two extreme states of constant correlations and the dynamics are driven by an observable transition variable. The transition variable can be chosen by the modeller, and the model combined with tests of constant correlations constitutes a useful tool for modellers interested in characterizing the dynamic structure of the correlations. This paper extends the STCC–GARCH model into one that allows variation in conditional correlations to be controlled by two observable transition variables instead of only one. This makes it possible, for example, to nest the Berben and Jansen (2005a) model with time as the transition variable in this general double-transition model.

It has become a widely accepted feature of financial data that volatile periods in financial markets are related to an increase in correlations among assets. However, as pointed out by Boyer, Gibson, and Lorentan (1999) and Longin and Solnik (2001), in many studies this hypothesis is not investigated properly and the reported results may be misleading. In fact, the latter authors report evidence that in international markets correlations are not related to market volatility as measured in large absolute
returns, but only to large negative returns, or to the market trend. Our modelling framework allows the researcher to easily explore such possibilities by first testing the relevance of a model with a transition variable corresponding to the hypothesis to be tested and, in case of rejection, estimating the model to find out the direction of change in correlations controlled by that variable; see Silvennoinen and Teräsvirta (2005) for an example.

The paper is organized as follows. In Section 2 the new DSTCC–GARCH model is introduced and its estimation discussed. Section 3 gives the testing procedures and Section 4 reports simulation experiments on the tests. In Section 5 we apply our model to a set of four international stock market indices, namely French CAC 40, German DAX, FTSE 100 from UK, and Hong Kong Hang Seng, from December 1990 until present. Finally, Section 6 concludes. The detailed derivations of the tests can be found in the Appendix.

2 The Double Smooth Transition Conditional Correlation GARCH model

2.1 The general multivariate GARCH model

Consider the following stochastic N-dimensional vector process with the standard representation

\[ y_t = E[y_t \mid F_{t-1}] + \varepsilon_t \quad t = 1, 2, \ldots, T \]  

where \( F_{t-1} \) is the sigma-field generated by all the information until time \( t - 1 \). Each of the univariate error processes has the specification

\[ \varepsilon_{it} = h_{it}^{1/2} z_{it} \]

where the errors \( z_{it} \) form a sequence of independent random variables with mean zero and variance one, for each \( i = 1, \ldots, N \). The conditional variance \( h_{it} \) follows a univariate GARCH process, for example that of Bollerslev (1986)

\[ h_{it} = \alpha_0 + \sum_{j=1}^{q} \alpha_j \varepsilon_{i,t-j}^2 + \sum_{j=1}^{p} \beta_j h_{i,t-j} \]  

with the non-negativity and stationarity restrictions imposed. The results in this paper are derived using (2) with \( p = q = 1 \) to account for the conditional heteroskedasticity. It is straightforward to modify them to allow for a higher-order or some other type of GARCH process. The conditional covariances of the vector \( z_t \) are given by

\[ E[z_t z'_t \mid F_{t-1}] = P_t. \]  

Furthermore, the standardized errors \( \eta_t = P_t^{-1/2} z_t \sim iid(0, I_N) \). Since \( z_{it} \) has unit variance for all \( i \), \( P_t = [\rho_{ij,t}] \) is the conditional correlation matrix for the \( \varepsilon_t \) whose
elements $\rho_{ij,t}$ are allowed to be time-varying for $i \neq j$. It will, however, be assumed that $P_t \in \mathcal{F}_{t-1}$.

The conditional covariance matrix $H_t = S_t P_t S_t$, where $P_t$ is the conditional correlation matrix as in equation (3), and $S_t = \text{diag}(h_{1t}^{1/2}, ..., h_{Nt}^{1/2})$ with elements defined in (2), is positive definite whenever the correlation matrix $P_t$ is positive definite.

### 2.2 Smooth transitions in conditional correlations

The idea of introducing smooth transition in the conditional correlations is discussed in detail in Silvennoinen and Teräsvirta (2005) where a simple structure with one type of transition between two states of constant correlations is introduced. Specifically, the STCC–GARCH model defines the time-varying correlation structure as

$$ P_t = (1 - G_t)P_{(1)} + G_tP_{(2)} $$

where the transition function $G_t = G(s_t; \gamma, c)$ is the logistic function

$$ G_t = \left(1 + e^{-\gamma(s_t-c)}\right)^{-1}, \quad \gamma > 0 $$

that is bounded between zero and one. Furthermore, $P_{(1)}$ and $P_{(2)}$ represent the two extreme states of correlations between which the conditional correlations can vary over time according to the transition variable $s_t$. The two parameters in (5), $\gamma$ and $c$, define the speed and location of the transition. When the transition variable has values less than $c$, the correlations are closer to the state defined by $P_{(1)}$ than the one defined by $P_{(2)}$. For $s_t > c$, the situation is the opposite. The parameter $\gamma$ controls the smoothness of the transition between the two states. The closer $\gamma$ is to zero the slower the transition. As $\gamma \to \infty$, the transition function eventually becomes a step function. The positive definiteness of $P_t$ in each point in time is ensured by the requirement that the two correlation matrices $P_{(1)}$ and $P_{(2)}$ are positive definite. As a special case, by defining the transition variable to be the calendar time, $s_t = t/T$, one arrives at the Time-Varying Conditional Correlation (TVCC) GARCH model.

A bivariate version of this model was introduced by Berben and Jansen (2005a).

We extend the original STCC–GARCH model by allowing the conditional correlations to vary according to two transition variables. The time-varying correlation structure in the Double Smooth Transition Conditional Correlation (DSTCC) GARCH model is imposed through the following equations:

$$ P_t = (1 - G_{1t})P_{(1)t} + G_{1t}P_{(2)t} $$

$$ P_{(i)t} = (1 - G_{2t})P_{(i1)t} + G_{2t}P_{(i2)t}, \quad i = 1, 2 $$

where the transition functions are the logistic functions

$$ G_{it} = \left(1 + e^{-\gamma_i(s_{it}-c_i)}\right)^{-1}, \quad \gamma_i > 0, \quad i = 1, 2 $$
and $s_{it}$, $i = 1, 2$, are transition variables that can be either stochastic or deterministic. The correlation matrix $P_t$ is thus a convex combination of four positive definite matrices, $P_{(11)}$, $P_{(12)}$, $P_{(21)}$, and $P_{(22)}$, each of which defines an extreme state of constant correlation. The positive definiteness of $P_t$ at each point in time follows again from the positive definiteness of these four matrices. In (7) the parameters $\gamma_i$ and $c_i$ determine the speed and the location of the transition $i$, $i = 1, 2$. The transition variables are chosen by the modeller. As in the STCC–GARCH model, the values of these variables are assumed to be known at time $t$. Possible choices are for instance functions of lagged elements of $y_t$, or exogenous variables. When applying the model to stock return series one could consider functions of market indices or business cycle indicators, or simply time. If one of the transition variables is time, say $s_{2t} = t/T$, the model with correlation dynamics (6) is the Time-Varying Smooth Transition Conditional Correlation (TVSTCC) GARCH model. In this case it may be illustrative to write (6) as

$$P_t = (1 - G_{2t})((1 - G_{1t})P_{(11)} + G_{1t}P_{(21)}) + G_{2t}((1 - G_{1t})P_{(12)} + G_{1t}P_{(22)})�t. \tag{8}$$

The role of the correlation matrices describing the constant states is easily seen from (8). At the beginning of the sample the correlations vary smoothly between the states defined by $P_{(11)}$ and $P_{(21)}$: when $s_{1t} < c_1$, the correlations are closer to the state in $P_{(11)}$ than $P_{(21)}$ whereas when $s_{1t} > c_1$, the situation is the opposite. As time evolves the correlations in $P_{(11)}$ and $P_{(21)}$ transform smoothly to the ones in $P_{(12)}$ and $P_{(22)}$, respectively. Therefore, at the end of the sample, $s_{1t}$ shifts the correlations between these two matrices.

The specification (6) describes the correlation structure of the DSTCC–GARCH model in its fully general form. Imposing certain restrictions on the correlations give rise to numerous special cases; those will be discussed in Section 3. One restricted version, however, is worth discussing in detail. The effect of the two transition variables can be independent in a sense that the time-variation of the correlations due to one of the transition variables do not depend on the value of the other transition variable. This condition can be expressed as

$$P_{(11)} - P_{(12)} = P_{(21)} - P_{(22)} \tag{9a}$$

or, equivalently,

$$P_{(11)} - P_{(21)} = P_{(12)} - P_{(22)}. \tag{9b}$$

In terms of equation (8) these conditions imply that on the right-hand side this equation the matrices with coefficients $\pm G_{1t}G_{2t}$ are eliminated. Furthermore, from (9a) and (9b) it follows that the difference between the extreme states described by one of the transition variables remains constant across all values of the other transition variable. In this case the dynamic conditional correlations of the DSTCC–GARCH model become

$$P_t = (1 - G_{1t} - G_{2t})P_{(11)} + G_{1t}P_{(21)} + G_{2t}P_{(22)}. \tag{10}$$

This parsimonious specification may prove useful when dealing with large systems because one only has to estimate three correlation matrices instead of four in an unrestricted DSTCC–GARCH model.
2.3 Estimation of the DSTCC–GARCH model

For maximum likelihood estimation of parameters we assume joint conditional normality of the errors:

\[ z_t \mid \mathcal{F}_{t-1} \sim N(0, P_t). \]

Denoting by \( \theta \) the vector of all the parameters in the model, the log-likelihood for observation \( t \) is

\[ l_t(\theta) = -\frac{N}{2} \log(2\pi) - \frac{1}{2} \sum_{i=1}^{N} \log h_{it} - \frac{1}{2} \log |P_t| - \frac{1}{2} z_t' P_t^{-1} z_t, \quad t = 1, \ldots, T \]

and maximizing \( \sum_{t=1}^{T} l_t(\theta) \) with respect to \( \theta \) yields the maximum likelihood estimator \( \hat{\theta}_T \).

For inference we assume that the asymptotic distribution of the ML-estimator is normal, that is,

\[ \sqrt{T} \left( \hat{\theta}_T - \theta_0 \right) \overset{d}{\rightarrow} N(0, J^{-1}(\theta_0)) \]

where \( \theta_0 \) is the true parameter and \( J(\theta_0) \) the population information matrix evaluated at \( \theta = \theta_0 \). Asymptotic properties of the estimators are yet to be explored, see the discussion in Silvennoinen and Teräsvirta (2005). To increase efficiency of the estimation, maximization of the log-likelihood is carried out iteratively by concentrating the likelihood, in each round by splitting the parameters into three sets: GARCH, correlation, and transition function parameters. The log-likelihood is maximized with respect to one set at the time keeping the other parameters fixed at their previously estimated values. The convergence is reached once the estimated values cannot be improved upon when compared with the ones obtained from previous iteration. As mentioned in Section 2.2, the transition between the extreme states becomes more rapid and the transition function eventually becomes a step function as \( \gamma \to \infty \). When \( \gamma \) has reached a value large enough, no increment will change the shape of the transition function. The likelihood function becomes flat with respect to that parameter and numerical optimizers have difficulties in converging. Therefore, one may want to fix an upper limit for \( \gamma \), whose value naturally depends on the transition variable in question. Plotting a graph of the transition function can be useful in deciding such a limit. It should be noted that, if the upper limit is reached, the resulting estimates for the rest of the parameters are conditional on this value of \( \gamma \). Furthermore, it should be pointed out, that estimation requires care. The log-likelihood may have several local maxima, so estimation should be initiated from a set of different starting-values, and the maxima thus obtained compared before settling for final estimates. All computations in this paper have been performed using Ox, version 3.30, see Doornik (2002), and our own source code.

Before estimating an STCC–GARCH or a DSTCC–GARCH model, however, it is necessary to test the hypothesis that the conditional correlations are constant. The reason for this is that some of the parameters of the alternative model are not identified if the true model has constant conditional correlations. Estimating an STCC–GARCH or a DSTCC–GARCH model without first testing the constancy hypothesis could thus
lead to inconsistent parameter estimates. The same is true if one wishes to increase the number of transitions in an already estimated STCC–GARCH model. Testing procedures will be discussed in the next section.

3 Hypothesis testing

3.1 Testing for smooth transitions in conditional correlations

Parametric modelling of the dynamic behaviour of the conditional correlations should begin with testing constancy of the correlations. Neglected variation in parameters leads to a misspecified likelihood and thus to invalid asymptotic inference. Tse (2000), Bera and Kim (2002), Engle and Sheppard (2001), and Silvennoinen and Teräsvirta (2005) have proposed tests for this purpose. Tse (2000) derives a Lagrange multiplier (LM) test where the alternative model imposes ARCH-type dynamics on the conditional correlations. Bera and Kim (2002) discuss testing the hypothesis of no parameter variation using the information matrix test of White (1982). The test of Engle and Sheppard (2001) is based on the fact that the standardized residuals \( \eta_t \) should be iid both in time and across the series if the model is correctly specified. This test, however, is not only a test of constant correlations but a general misspecification test as it cannot distinguish between misspecified conditional correlations and conditional heteroskedasticity in the univariate residual series.

The approach of Silvennoinen and Teräsvirta (2005) differs from the others in that the test is conditioned on a particular transition variable and in effect tests whether that particular factor affects conditional correlations between the variables. A failure to reject the constancy of correlations is thus interpreted as evidence that this transition variable is not informative about possible time-variation of the correlations. A non-rejection thus does not indicate that the correlations are constant, but the test may of course be carried out for a sequence of different transition variables. But then, a rejection of the null hypothesis does provide evidence of nonconstancy of the conditional correlations and may be taken to imply that the transition variable in question carries information about the time-varying structure of the correlations.

After fitting an STCC–GARCH model to the data one may wish to see whether or not the transition variable of the model is the only factor that affects the conditional correlations over time. In the present framework this means that there may be another factor whose effect on correlations cannot be ignored. For instance, the unconditional correlations may vary as a function of time, in which case a second transition depending directly on time together with the previous one would provide a better description of the correlation dynamics than the STCC–GARCH model does. A linear function of time would indicate a monotonic relationship between calendar time and correlations, whereas introducing higher-order polynomials or nonlinear functions would allow that structure to capture more complicated patterns in time-varying correlations.

An indication of the importance of a second transition variable can be obtained by testing the constancy of correlations against an STCC–GARCH model in which the correlations are functions of to this particular transition variable. The next step
is to estimate the STCC–GARCH model with the transition variable against which the strongest rejection of constancy is obtained, and proceed by testing this model against the DSTCC–GARCH one.

The null hypothesis in testing for another transition is $\gamma_2 = 0$ in (6) and (7). The problem of unidentified parameters under the null hypothesis is circumvented by linearizing the form of dynamic correlations under the alternative model. This is done by a Taylor approximation of the second transition function, $G_{2t}$, around $\gamma_2 = 0$; see Luukkonen, Saikkonen, and Teräsvirta (1988) for this idea. Replacing the transition function in (6) by the approximation, the dynamic conditional correlations become

$$ P_t^* = (1 - G_{1t}) P_{(1)}^* + G_{1t} P_{(2)}^* + s_{2t} P_{(3)}^* + R \tag{12} $$

where the remainder $R$ is the error due to the linearization. Note that under the null hypothesis $R = 0_{N \times N}$, so the remainder does not affect the asymptotic null distribution of the LM–test statistic. Note also that when $G_{1t} \equiv 0$ so that under the null the correlations are constant, the test collapses into the correlation constancy test in Silvennoinen and Teräsvirta (2005). For details of the linearization and the transformed dynamic correlations in (12), see the Appendix. The auxiliary null hypothesis can now be stated as $vec l P_{(3)}^* = 0_{N(N-1)/2 \times 1}$, where $vec l(\cdot)$ is an operator that stacks the columns of the strict lower triangular part of its argument square matrix. Under the null hypothesis,

$$ P_t^* = (1 - G_{1t}) P_{(1)}^* + G_{1t} P_{(2)}^* \tag{13} $$

Constructing the Lagrange multiplier test yields the statistic and its asymptotic null distribution in the usual way. The test statistic is

$$ T^{-1} \left( \sum_{t=1}^{T} \frac{\partial l(\hat{\theta})}{\partial \rho_{(3)}^*} \right) \left( \sum_{t=1}^{T} \frac{\partial l(\hat{\theta})}{\partial \rho_{(3)}^*} \right)^{-1} \left( \sum_{t=1}^{T} \frac{\partial l(\hat{\theta})}{\partial \rho_{(3)}^*} \right) \sim \chi^2_{N(N-1)/2}. \tag{14} $$

The detailed form of (14) can be found in the Appendix.

It should be pointed out that even if constancy is rejected against an STCC–GARCH model for both $s_{1t}$ and $s_{2t}$, the test for another transition after estimating this model for one of the two may not be able to reject the null hypothesis. This may be the case when both variables contain similar information about the correlations, whereby adding a second transition will not improve the model. Because estimation of an STCC–GARCH model can sometimes be a computationally demanding task, some idea of suitable transition variables may be obtained by testing constancy of correlations directly against the DSTCC–GARCH model. The null hypothesis is $\gamma_1 = \gamma_2 = 0$ in (6) and (7). To circumvent the problem with unidentified parameters under the null, both transition functions, $G_{1t}$ and $G_{2t}$, in (6) are linearized around $\gamma_1 = 0$ and $\gamma_2 = 0$, respectively, as discussed above. The linearized dynamic correlations then become

$$ P_t^* = P_{(1)}^* + s_{1t} P_{(2)}^* + s_{2t} P_{(3)}^* + s_{1t} s_{2t} P_{(4)}^* + R \tag{15} $$

where $R$ again holds all approximation error. The auxiliary null hypothesis based on the transformed dynamic correlations is now $vec l P_{(2)}^* = vec l P_{(3)}^* = vec l P_{(4)}^* =$
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$0_{N(N-1)/2 \times 1}$ under which the conditional correlations are constant, $P^*_t = P^*_t(1)$. The Lagrange multiplier test statistic and its asymptotic null distribution are constructed as usual:

$$T^{-1} \left( \sum_{t=1}^{T} \frac{\partial l_t(\hat{\theta})}{\partial (\rho_{i(2)}, \rho_{i(3)}, \rho_{i(4)})} \right) \left[ \hat{\Sigma}_T(\hat{\theta}) \right]^{-1} \left( \sum_{t=1}^{T} \frac{\partial l_t(\hat{\theta})}{\partial (\rho_{i(2)}, \rho_{i(3)}, \rho_{i(4)})}' \right) \sim \chi^2_{N(N-1)/2}.$$

The detailed form of (16) can be found in the Appendix.

As discussed in Section 2.2, the full DSTCC–GARCH model is simplified when the effects of the two transition variables are independent. This restricted version can be used as a more parsimonious alternative than the DSTCC–GARCH model when testing constancy. For instance, if one of the transition variables, say $s_{2t}$, is time, one can test constancy against an alternative where the variation controlled by $s_{1t}$ does not depend on time, that is, the differences between the two extremes states are equal during the whole sample period. The constancy of correlations is tested by testing $\gamma_1 = \gamma_2 = 0$ in (10) and now the linearized equation is simply a special case of (15) such that $P^*_t (4) = 0$. The auxiliary null hypothesis is $veclP^*_t (2) = veclP^*_t (3) = 0_{N(N-1)/2 \times 1}$ under which the conditional correlations are constant: $P^*_t = P^*_t (1)$. The Lagrange multiplier test statistic and its asymptotic null distribution are the following:

$$T^{-1} \left( \sum_{t=1}^{T} \frac{\partial l_t(\hat{\theta})}{\partial (\rho_{i(2)}, \rho_{i(3)})} \right) \left[ \hat{\Sigma}_T(\hat{\theta}) \right]^{-1} \left( \sum_{t=1}^{T} \frac{\partial l_t(\hat{\theta})}{\partial (\rho_{i(2)}, \rho_{i(3)})}' \right) \sim \chi^2_{N(N-1)}.$$

Statistic (17) is a special case of (16) and its detailed form can be found in the Appendix.

If the tests fail to reject the null hypothesis or the rejection is not particularly strong, the reason for this can be that some correlations are constant. If sufficiently many but not all correlations are constant according to one of the transition variables or both, the tests may not be sufficiently powerful to reject the null hypothesis. In these cases the power of the tests can be increased by modifying the alternative model. For instance, one may want to test constancy of correlations against a DSTCC–GARCH model in which some correlations are constant with respect to one of the transition variables, or both. Similarly, an STCC–GARCH model containing constant correlations can be tested against a DSTCC–GARCH model with constancy restrictions. These tests are straightforward extensions of the tests already discussed, see the Appendix for details. A test of constant correlations against an STCC–GARCH model containing constant correlations is discussed in Silvennoinen and Teräsvirta (2005).

When it comes to ‘fine-tuning’ of the model, i.e., when the model under the null hypothesis has the same number of transitions as under the alternative and the modeller is focused on potential constancy of some of the correlations controlled by one of the transition variables or both, tests of partial constancy can also be built on the Wald principle. This is quite practical because after estimating the alternative model,
several restrictions can be tested at the same time without re-estimation. In our experience, when it comes to restricting correlations to be constant, the specification search beginning with a general model and restricting correlations generally yields the same final model as would a bottoms-up approach beginning with a restricted model and testing for additional time-varying correlations. This conclusion has been reached using both simulated series and observed returns. The only difference between these two approaches seems to be that the final model is obtained faster with the former than with the latter. Restricting some of the correlations to be constant decreases the number of parameters to be estimated, which is convenient especially in large models.

4 Size simulations

Empirical size of the LM–type test of STCC–GARCH models against DSTCC–GARCH ones are investigated by simulation. The observations are generated from a bivariate first-order STCC–GARCH model. The transition variable is generated from an exogenous process: $s_t = h_{et}^{1/2} z_{et}$, where $h_{et}$ has a GARCH(1,1) structure and $z_{et} \sim \text{nid}(0, 1)$. The STCC–GARCH model is tested against a DSTCC–GARCH model where the correlations vary also as function of time, i.e. the alternative model is the TVSTCC–GARCH model. The parameter values in each of the individual GARCH equations are chosen such that they resemble results often found in fitting GARCH(1,1) models to financial return series. Thus,

$$
\begin{align*}
    h_{1t} &= 0.01 + 0.04 \varepsilon_{1,t-1}^2 + 0.94 h_{1,t-1} \\
    h_{2t} &= 0.03 + 0.05 \varepsilon_{2,t-1}^2 + 0.92 h_{2,t-1} \\
    h_{et} &= 0.005 + 0.03 s_{t-1}^2 + 0.96 h_{et,t-1}.
\end{align*}
$$

We conduct three experiments where $\rho(1) = 0$, and $\rho(2) = 1/3, 1/2, 2/3$. The location parameter $\gamma = 0$. We consider two choices for the value of the slope parameter $\gamma$. The first one represents a rather slow transition, $\gamma = 5$, in which case about 75% of the correlations lie genuinely between $\rho(1)$ and $\rho(2)$, and the remaining 25% take one of the extreme values. The other choice is $\gamma = 20$, and the ratios are now interchanged: only 25% of the correlations are different from $\rho(1)$ or $\rho(2)$. The sample sizes are $T = 1000$ and $T = 2500$. Considering longer time series was found unnecessary because the results suggested that the empirical size is close to the nominal one at these sample sizes already. The results in Table 1 are based on 5000 replications.

We carry out another size simulation experiment in which we test the CCC–GARCH model directly against the TVSTCC–GARCH model. In the latter model, one transition is controlled by an exogenous GARCH(1,1) process and the other one by time. Specifically, the model under the null is a bivariate CCC–GARCH(1,1) model where the GARCH processes are $h_{1t}$ and $h_{2t}$ from the previous study. For the constant correlation between the series we use four values: 0, 1/3, 1/2, and 2/3. These four experiments are performed using samples of sizes $T = 1000$ and $T = 2500$, with 5000 replications. The results in Table 2 indicate that the test does not suffer
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Table 1: Size of the test of STCC–GARCH model against an STCC–GARCH model with an additional transition for sample sizes 1000 and 2500 and for three choices of correlations for the extreme states; 5000 replications.

<table>
<thead>
<tr>
<th>nominal size</th>
<th>$\rho_1 = 0, \rho_2 = 1/3$</th>
<th>$\rho_1 = 0, \rho_2 = 1/2$</th>
<th>$\rho_1 = 0, \rho_2 = 2/3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T = 1000$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1%</td>
<td>0.0104</td>
<td>0.0082</td>
<td>0.0098</td>
</tr>
<tr>
<td>5%</td>
<td>0.0482</td>
<td>0.0418</td>
<td>0.0472</td>
</tr>
<tr>
<td>10%</td>
<td>0.0944</td>
<td>0.0884</td>
<td>0.0970</td>
</tr>
<tr>
<td>$T = 2500$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1%</td>
<td>0.0098</td>
<td>0.0106</td>
<td>0.0120</td>
</tr>
<tr>
<td>5%</td>
<td>0.0518</td>
<td>0.0512</td>
<td>0.0498</td>
</tr>
<tr>
<td>10%</td>
<td>0.0558</td>
<td>0.1020</td>
<td>0.1018</td>
</tr>
</tbody>
</table>

Table 2: Size of the test of CCC–GARCH model against an STCC–GARCH model with two transitions for sample sizes 1000 and 2500 and for three choices of correlations for the extreme states; 5000 replications.

<table>
<thead>
<tr>
<th>nominal size</th>
<th>$\rho = 0$</th>
<th>$\rho = 1/3$</th>
<th>$\rho = 1/2$</th>
<th>$\rho = 2/3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T = 1000$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1%</td>
<td>0.0116</td>
<td>0.0122</td>
<td>0.0138</td>
<td>0.0144</td>
</tr>
<tr>
<td>5%</td>
<td>0.0522</td>
<td>0.0538</td>
<td>0.0542</td>
<td>0.0616</td>
</tr>
<tr>
<td>10%</td>
<td>0.1016</td>
<td>0.1054</td>
<td>0.1050</td>
<td>0.1156</td>
</tr>
<tr>
<td>$T = 2500$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1%</td>
<td>0.0102</td>
<td>0.0136</td>
<td>0.0146</td>
<td>0.0146</td>
</tr>
<tr>
<td>5%</td>
<td>0.0466</td>
<td>0.0550</td>
<td>0.0588</td>
<td>0.0538</td>
</tr>
<tr>
<td>10%</td>
<td>0.0950</td>
<td>0.1068</td>
<td>0.1132</td>
<td>0.1072</td>
</tr>
</tbody>
</table>

Correlations are especially relevant to risk management and finding efficient hedging positions for portfolios. Inaccurate estimates of correlations put the performance of hedging operations at risk. One often recommended hedging strategy is to diversify the portfolio internationally. However, due to the globalization the financial markets around the world are increasingly integrated which can weaken the protection of the portfolio against local or national crises.

5 Correlations between world market indices

from size distortions and can thus be applied without further adjustments. This was also the case for the test of constant correlations against the STCC–GARCH model, reported in Silvennoinen and Teräsvirta (2005).
In this section we investigate the correlation dynamics among world stock indices. The interest lies in revealing potential risks to internationally diversified portfolios, posed by increasing integration of the world markets. The four major indices considered are the French CAC 40, German DAX, FTSE 100 from UK, and Hong Kong Hang Seng (HSI). We use weekly observations recorded as the closing price of the current week from the beginning of December 1990 to the end of April 2006, 804 observations in all. Weekly observations are preferred to daily ones because the aggregation over time is likely to weaken the effect of different opening hours of the markets around the world. Martens and Poon (2001) discussed the problem of distinguishing contemporaneous correlation from a spillover effect and provided evidence of downward bias in estimated correlations in the presence of nonsynchronous markets. The returns are calculated as differenced log prices. Descriptive statistics of the return series are reported in Table 3.

It is often found, see for instance Lin, Engle, and Ito (1994), de Santis and Gerard (1997), Longin and Solnik (2001), Chesnay and Jondeau (2001), and Cappiello, Engle, and Sheppard (2003), that the correlations behave differently in times of distress from what they do during periods of tranquillity. It is therefore of interest to study how the general level of uncertainty or market turbulence affects the correlation dynamics between the stock indices. In order to do this, we choose our first transition variable to be the one-week lag of the CBOE volatility index (VIX) that represents the market expectation of 30-day volatility. It is constructed using the implied volatilities of a wide range of S&P 500 index options. The VIX is a commonly used measure of market risk and is for this reason often referred to as the ‘investor fear gauge’. The values of the index exceeding 30 are generally associated with a large amount of volatility, due to investor fear or uncertainty, whereas the index falling below 20 indicates less stressful, even complacent, times in the markets. But then, the level of unconditional correlations can also change over time. In order to allow for this effect we use time, rescaled between zero and one, as our second transition variable in our DSTCC–GARCH model.

Tests of constant correlations against smooth transition over time as well as against correlations that vary according to the lagged VIX result in rejecting the null hypothesis in the full four-variate model. When testing constancy against the DSTCC–GARCH model, the rejection of the null model is very strong (the $p$-value equals $2 \times 10^{-27}$). It appears that both time itself and the volatility index convey informa-

<table>
<thead>
<tr>
<th></th>
<th>min</th>
<th>max</th>
<th>mean</th>
<th>st.dev</th>
<th>skewness</th>
<th>kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAC</td>
<td>-12.13</td>
<td>11.03</td>
<td>0.1459</td>
<td>2.7320</td>
<td>-0.1272</td>
<td>4.1330</td>
</tr>
<tr>
<td>DAX</td>
<td>-14.08</td>
<td>12.89</td>
<td>0.1776</td>
<td>2.9699</td>
<td>-0.2894</td>
<td>5.1952</td>
</tr>
<tr>
<td>FTSE</td>
<td>-8.86</td>
<td>10.07</td>
<td>0.1282</td>
<td>2.0667</td>
<td>-0.0944</td>
<td>4.8674</td>
</tr>
<tr>
<td>HSI</td>
<td>-19.92</td>
<td>13.92</td>
<td>0.2147</td>
<td>3.4701</td>
<td>-0.4302</td>
<td>5.9599</td>
</tr>
</tbody>
</table>

Table 3: Descriptive statistics of the return series.
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Estimated model

<table>
<thead>
<tr>
<th>Transition variable in the test</th>
<th>CCC</th>
<th>CCC</th>
<th>CCC</th>
<th>TVCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>t/T</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VIX_{t-1}</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VIX_{t-1} and t/T</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CAC–DAX</td>
<td>$1 \times 10^{-24}$</td>
<td>0.0005</td>
<td>$3 \times 10^{-23}$</td>
<td>0.0020</td>
</tr>
<tr>
<td>CAC–FTSE</td>
<td>$1 \times 10^{-17}$</td>
<td>0.0020</td>
<td>$2 \times 10^{-16}$</td>
<td>0.4136</td>
</tr>
<tr>
<td>CAC–HSI</td>
<td>0.0009</td>
<td>0.0220</td>
<td>0.0022</td>
<td>0.2756</td>
</tr>
<tr>
<td>DAX–FTSE</td>
<td>$3 \times 10^{-11}$</td>
<td>0.0156</td>
<td>$9 \times 10^{-10}$</td>
<td>0.6879</td>
</tr>
<tr>
<td>DAX–HSI</td>
<td>0.0047</td>
<td>0.1770</td>
<td>0.0087</td>
<td>0.4827</td>
</tr>
<tr>
<td>FTSE–HSI</td>
<td>0.0030</td>
<td>0.0043</td>
<td>0.0030</td>
<td>0.1234</td>
</tr>
</tbody>
</table>

Table 4: Results ($p$-values) from bivariate tests of constant correlations against the TVCC–GARCH model with single or double transition, and bivariate tests of another transition in the TVCC–GARCH model.

<table>
<thead>
<tr>
<th>model</th>
<th>$\hat{\rho}(1)$</th>
<th>$\hat{\rho}(2)$</th>
<th>$\hat{c}$</th>
<th>$\hat{\gamma}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAC–DAX</td>
<td>0.5457</td>
<td>0.9553</td>
<td>0.48</td>
<td>6.11</td>
</tr>
<tr>
<td></td>
<td>(0.0844)</td>
<td>(0.0208)</td>
<td>(0.09)</td>
<td>(2.37)</td>
</tr>
<tr>
<td>CAC–FTSE</td>
<td>0.6047</td>
<td>0.8935</td>
<td>0.60</td>
<td>15.07</td>
</tr>
<tr>
<td></td>
<td>(0.0317)</td>
<td>(0.0137)</td>
<td>(0.03)</td>
<td>(2.35)</td>
</tr>
<tr>
<td>CAC–HSI</td>
<td>0.2948</td>
<td>0.5285</td>
<td>0.54</td>
<td>43.50</td>
</tr>
<tr>
<td></td>
<td>(0.0448)</td>
<td>(0.0464)</td>
<td>(0.05)</td>
<td>(14.10)</td>
</tr>
<tr>
<td>DAX–FTSE</td>
<td>0.5092</td>
<td>0.8270</td>
<td>0.52</td>
<td>8.18</td>
</tr>
<tr>
<td></td>
<td>(0.0907)</td>
<td>(0.0337)</td>
<td>(0.10)</td>
<td>(5.72)</td>
</tr>
<tr>
<td>DAX–HSI</td>
<td>0.3229</td>
<td>0.5377</td>
<td>0.51</td>
<td>500</td>
</tr>
<tr>
<td></td>
<td>(0.0425)</td>
<td>(0.0352)</td>
<td>(0.00)</td>
<td>(—)</td>
</tr>
<tr>
<td>FTSE–HSI</td>
<td>0.2554</td>
<td>0.5358</td>
<td>0.32</td>
<td>8.66</td>
</tr>
<tr>
<td></td>
<td>(0.1258)</td>
<td>(0.0452)</td>
<td>(0.12)</td>
<td>(2.22)</td>
</tr>
</tbody>
</table>

Table 5: Estimation results for each of the bivariate TVCC–GARCH models. The standard errors are given in parentheses.

tion about the process causing the conditional correlations to fluctuate over time. As Silvennoinen and Teräsvirta (2005) showed, valuable information of the behaviour of the correlations can be extracted from studying submodels. For this reason we study bivariate models of stock returns before considering the full four-variate model.

Table 4 contains $p$-values of the tests of constant correlations against the TVCC–GARCH model, the STCC–GARCH model where the transition variable is the lagged VIX, and the TVSTCC–GARCH model. Time clearly appears to be an indicator of change in correlations: the null hypothesis is rejected for every bivariate combination of the indices. The volatility index VIX seems to be a substantially weaker indicator than time. When VIX is the transition variable, the test rejects at the 1% significance level only in three of the six cases, although five of the six $p$-values do remain below 0.05. When constancy is tested directly against TVSTCC–GARCH the rejections are very strong, see the fourth column of Table 4. Because all tests reject constancy of correlations in favour of variation in time, we first estimate the TVCC–GARCH model for each pair of series and then test for another transition. Note that in one model the parameter estimate of $\gamma$ reaches its upper bound (500) and thus defines the transition as being nearly a break.
The resulting \( p \)-values are given in the fifth column of Table 4. For all models except the CAC–DAX one the null hypothesis is not rejected when the alternative model is the complete DSTCC–GARCH model. This indicates that some of the correlations in the complete TVSTCC–GARCH model may be constant in the VIX dimension either at the beginning or the end of the sample, or both. These scenarios can be tested by testing for another transition when the null model is the complete TVCC–GARCH model and a partially constant TVSTCC–GARCH model forms the alternative.

Because the model restricts the location of the smooth transition over time to be the same for all indices in the full four-variate model, we have to check whether imposing that type of restriction is plausible. This is done by comparing the estimated bivariate TVCC–GARCH models in Table 5. Their time-varying bivariate conditional correlations are plotted in Figure 1. All correlations increase during the sample time period. The transitions between Hang Seng and both CAC and DAX are quite abrupt whereas the ones between CAC and DAX, FTSE and DAX, and FTSE and Hang Seng are rather smooth and not completed (the transition function does not reach values zero or one) during the observation period. Although some of the locations seem to be significantly different from each other, the transitions still occur around the turn of the century, and we shall consider complete four-variate models.

Within this framework the rejection of constancy of correlations when using time as the transition variable is much stronger (the \( p \)-value equals \( 2 \times 10^{-32} \)) than when the lagged VIX is used (the \( p \)-value equals 0.0111). Consequently, we proceed to first estimate a TVCC–GARCH model and then test for another transition. This test rejects the null model (the \( p \)-value equals 0.0045), and we estimate the full four-variate DSTCC–GARCH model. As the bivariate tests already suggest, some of the estimates of the correlations do not differ significantly at the beginning of the sample between the states in \( P_{(11)} \) and \( P_{(21)} \), or at the end of the sample between the states in \( P_{(12)} \) and \( P_{(22)} \).

We test the TVCC–GARCH model against DSTCC–GARCH models that are partially constant in the VIX dimension. As alternative models we consider different combinations of pairs of correlations that are restricted constant according to VIX (for conciseness we do not report the partial tests). There is a clear indication that the correlations between Hang Seng and the other indices do not vary according to VIX at any point in time during our observation period. Our conclusion is that those correlations are only controlled by time. We continue testing for time-variation according to VIX in the remaining correlations and are able to reject the TVCC–GARCH model only against the DSTCC–GARCH model in which VIX acts as an indicator of time-varying correlations between the European indices.

The final model and the estimated parameters can be found in Table 6. To give a visual idea of how the correlations vary over time, the estimated correlations are plotted in Figure 2. The correlations seem to have increased at the turn of the century. The estimated midpoint of the transition, 0.54, points at the spring of 1999 and agrees well with the results from bivariate models. This is in agreement with Cappiello, Engle, and Sheppard (2003). They document a structural break that implies an increase in the correlations from their previous unconditional level around
January 1999. This coincides with the introduction of Euro, which affected markets both within and outside the Euro-area.

Before the 1990’s the correlations have been reported to shift to higher levels during periods of distress than they have during calm periods, a phenomenon that has become global with the increase of financial market integration, see for instance Lin, Engle, and Ito (1994) and de Santis and Gerard (1997). Our observation period starts in December 1990, and the estimation results suggest that the behaviour of the correlations may have changed when it comes to calm and turbulent periods. The correlations that actually respond to VIX behave in an opposite way to the one documented before 1990. The estimated transition due to VIX is rather abrupt, and one may thus speak about high and low volatility regimes. During the former, i.e., when the volatility index exceeds the estimated location, $\hat{c}_1 = 23.31$, which constitutes 21% of the sample, the correlations are lower than during calm periods. That is, the uncertainty of the investors shows as a decrease in correlations. Similar behaviour was found in Silvennoinen and Teräsvirta (2005) for daily returns of a pair of stocks in the S&P 500 stock index, although for a majority of them financial distress increased the correlations between returns.

6 Conclusions

In this paper we extend the Smooth Transition Conditional Correlation (STCC) GARCH model of Silvennoinen and Teräsvirta (2005). The new model, the Double Smooth Transition Conditional Correlation (DSTCC) GARCH model allows time-variation in the conditional correlations to be controlled by two transition variables instead of only one. A useful choice for one of the transition variables is simply time, in which case the model also accounts for a change in unconditional correlations over time. This is a very appealing property because in applications of GARCH models the number of observations is often quite large. The time series may be, for example, daily returns and consist of several years of data. It is not reasonable to simply assume that the correlations remain constant over years and in fact, as shown in the empirical application, and also in that of Berben and Jansen (2005a, b), this is generally not the case.

We also complement the battery of specification and misspecification tests in Silvennoinen and Teräsvirta (2005). We derive LM–tests for testing constancy of correlations against the DSTCC–GARCH model and testing whether another transition is required, i.e. testing STCC–GARCH model against DSTCC–GARCH model. We also discuss the implementation of partial constancy restrictions into the tests above. This becomes especially relevant when the number of variables in the model is large, because the tests offer an opportunity to reduce the otherwise large number of parameters to be estimated.

We apply the DSTCC–GARCH model to a set of world stock indices from Europe and Asia. As discussed in Longin and Solnik (2001), the market trend affects correlations more than volatility. We use the CBOE volatility index as one transition
variable to account for both uncertainty and volatility on the markets. The other transition variable has been time which allows the level of unconditional correlations to change over time. We find a clear upward shift in the level of unconditional correlations around the turn of the century. This change is significant both within and across the two geographical areas, Europe and Asia. The volatility index seems to carry some information about the time-varying correlations in Europe, especially towards the end of the observation period, and estimation results suggest that the correlations tend to decrease whenever the markets grow uncertain. It is clear from this application that the extension of the original STCC–GARCH model proves useful because of its ability to separate the effects of different transition variables, in our application those being the market uncertainty and time, on conditional correlations.
Figure 1: Estimated time-varying correlations in the bivariate TVCC–GARCH models.
Figure 2: Estimated time-varying correlations in the four-variate TVSTCC–GARCH model. In the top right corner is the volatility index VIX and the estimated location $\hat{c}_1$ of the transition.
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#### Table 6: Estimation results for the TVSTCC–GARCH model. The transition variable \( s_{1t} \) is one week lag of the volatility index (VIX) and \( s_{2t} \) is time in percentage. The correlation matrices \( P_{(11)} \) and \( P_{(21)} \) refer to the extreme states according to the VIX at the beginning of the sample, and similarly matrices \( P_{(12)} \) and \( P_{(22)} \) refer to those at the end of the sample. The parameters indicated by a superscript \( r \) are restricted constant with respect to the transition variable \( s_{1t} \). The transition functions \( G_{1t} \) and \( G_{2t} \) are functions of \( s_{1t} \) and \( s_{2t} \), respectively. The standard errors are given in parentheses.
Appendix

Construction of the auxiliary null hypothesis 1: Test for another transition

The null hypothesis for the test for another transition is $\gamma_2 = 0$ in (6). When the null hypothesis is true, some of the parameters in the model cannot be identified. This problem is circumvented following Luukkonen, Saikkonen, and Teräsvirta (1988). Linearizing the transition function $G_{2t}$ by a first-order Taylor approximation around $\gamma_2 = 0$ yields

$$G_{2t} \approx 1/2 + 1/4\gamma_2(s_{2t} - c_2) + R$$

where $R$ is the remainder that equals zero when the null hypothesis is valid. Thus, ignoring $R$ and inserting (18) into (6) the dynamic correlations become

$$P^*_t = (1 - G_{1t})(1/2 - 1/4\gamma_2(s_{2t} - c_2))P_{(1)} + (1 - G_{1t})(1/2 + 1/4\gamma_2(s_{2t} - c_2))P_{(12)} + G_{1t}(1/2 - 1/4\gamma_2(s_{2t} - c_2))P_{(2)}.$$

Rearranging the terms yields

$$P^*_t = (1 - G_{1t})P^*_t + G_{1t}P^*_2 + s_{2t}P^*_3$$

where

$$P^*_1 = 1/2(P_{(1)} + P_{(12)}) + 1/4\gamma_2(P_{(11)} - P_{(12)})$$
$$P^*_2 = 1/2(P_{(21)} + P_{(22)}) + 1/4\gamma_2(P_{(21)} - P_{(22)})$$
$$P^*_3 = -1/4(1 - G_{1t})\gamma_2(P_{(11)} - P_{(12)}) - 1/4G_{1t}\gamma_2(P_{(21)} - P_{(22)}).$$

Under $H_0$, $\gamma_2 = 0$ and hence

$$P^*_1 = 1/2(P_{(1)} + P_{(12)})$$
$$P^*_2 = 1/2(P_{(21)} + P_{(22)})$$
$$P^*_3 = 0_{N \times N}$$

and the model collapses to the STCC–GARCH model with correlations varying according to $s_{1t}$. The auxiliary null hypothesis is therefore

$$H_0^{aux} : \text{vecl}P^*_3 = 0_{N(N - 1)/2 \times 1}$$

in (19). The LM–test of this auxiliary null hypothesis is carried out in the usual way and the test statistic is $\chi^2$ distributed with $N(N - 1)/2$ degrees of freedom. The construction of the LM–test is discussed in a later subsection.

Construction of the auxiliary null hypothesis 2: Test of constant correlations against an STCC–GARCH model with two transitions

The constancy of correlations hypothesis is equivalent to $\gamma_1 = \gamma_2 = 0$ in (6). The problem with unidentified parameters under the null is avoided by linearizing both transition functions, $G_{1t}$ and $G_{2t}$, by first-order Taylor expansions around $\gamma_1 = 0$ and $\gamma_2 = 0$, respectively. This yields

$$G_{it} \approx 1/2 + 1/4\gamma_i(s_{it} - c_i) + R_i, \quad i = 1, 2.$$
The constancy of correlations hypothesis is imposed by setting variables are independent correlations against an STCC–GARCH model with two transitions, transition functions discussed in a later subsection.

Therefore, the auxiliary null hypothesis is stated as

\[ H_{0}^{aux} : \text{vecl}\ P_{(2)}^{*} = \text{vecl}\ P_{(3)}^{*} = \text{vecl}\ P_{(4)}^{*} = 0_{N(N - 1)/2 \times 1} \]

in (21). The test statistic for the LM-test for this auxiliary null hypothesis is \( \chi^2 \) distributed with \( 3N(N - 1)/2 \) degrees of freedom. The details of the construction of the LM-test are discussed in a later subsection.

Construction of the auxiliary null hypothesis 3: Test of constant correlations against an STCC–GARCH model with two transitions, transition variables are independent

The constancy of correlations hypothesis is imposed by setting \( \gamma_1 = \gamma_2 = 0 \) in (10). The problem with unidentified parameters under the null is avoided by linearizing both transition functions, \( G_{1t} \) and \( G_{2t} \), by first-order Taylor expansions around \( \gamma_1 = 0 \) and \( \gamma_2 = 0 \), respectively. Replacing the transition functions in (10) by the linearized ones (20) gives

\[
\begin{align*}
P_{t}^{*} &= (1/2 - 1/4\gamma_1(s_{1t} - c_1))(1/2 - 1/4\gamma_2(s_{2t} - c_2))P_{11} \nonumber \\
& \quad + (1/2 - 1/4\gamma_1(s_{1t} - c_1))(1/2 + 1/4\gamma_2(s_{2t} - c_2))P_{12} \nonumber \\
& \quad + (1/2 + 1/4\gamma_1(s_{1t} - c_1))(1/2 - 1/4\gamma_2(s_{2t} - c_2))P_{21} \nonumber \\
& \quad + (1/2 + 1/4\gamma_1(s_{1t} - c_1))(1/2 + 1/4\gamma_2(s_{2t} - c_2))P_{22}.
\end{align*}
\]

Rearranging the terms gives

\[
P_{t}^{*} = P_{(1)}^{*} + s_{1t}P_{(2)}^{*} + s_{2t}P_{(3)}^{*} + s_{1t}s_{2t}P_{(4)}^{*}
\]

where

\[
\begin{align*}
P_{(1)}^{*} &= 1/4(P_{11} + P_{12} + P_{21} + P_{22}) \\
& \quad + 1/8c_1\gamma_1(P_{11} + P_{21} - P_{21} - P_{22}) \\
& \quad + 1/8c_2\gamma_2(P_{11} - P_{12} + P_{21} - P_{22}) \\
& \quad + 1/16c_1c_2\gamma_1\gamma_2(P_{11} - P_{12} - P_{21} + P_{22})
\end{align*}
\]

\[
\begin{align*}
P_{(2)}^{*} &= -1/8\gamma_1(P_{11} + P_{12} - P_{21} - P_{22}) \\
& \quad - 1/16c_1c_2\gamma_1\gamma_2(P_{11} - P_{12} - P_{21} + P_{22})
\end{align*}
\]

\[
\begin{align*}
P_{(3)}^{*} &= -1/8\gamma_2(P_{11} - P_{12} + P_{21} - P_{22}) \\
& \quad - 1/16c_1c_2\gamma_1\gamma_2(P_{11} - P_{12} - P_{21} + P_{22})
\end{align*}
\]

\[
\begin{align*}
P_{(4)}^{*} &= 1/16\gamma_1\gamma_2(P_{11} - P_{12} - P_{21} + P_{22}).
\end{align*}
\]
Rearranging the terms gives

\[ P_t^* = P_{(1)}^* + s_{1t} P_{(2)}^* + s_{2t} P_{(3)}^* \]  \hspace{1cm} (22)

where

\begin{align*}
P_{(1)}^* &= 1/2(P_{(12)} + P_{(21)}) + 1/4c_1\gamma_1(P_{(11)} - P_{(21)}) + 1/4c_2\gamma_2(P_{(11)} - P_{(12)}) \\
P_{(2)}^* &= 1/4\gamma_1(P_{(21)} - P_{(11)}) \\
P_{(3)}^* &= 1/4\gamma_2(P_{(12)} - P_{(11)}).
\end{align*}

Under \( H_0, \gamma_1 = \gamma_2 = 0 \) and hence

\begin{align*}
P_{(1)}^* &= 1/2(P_{(12)} + P_{(21)}) \\
P_{(2)}^* &= 0_{N \times N} \\
P_{(3)}^* &= 0_{N \times N}.
\end{align*}

Therefore, the auxiliary null hypothesis is stated as:

\[ H_0^{aux}: \text{vecl} P_{(2)}^* = \text{vecl} P_{(3)}^* = 0_{N(N-1)/2 \times 1} \]

in (22). The test statistic for the LM–test for this auxiliary null hypothesis is \( \chi^2 \) distributed with \( N(N-1) \) degrees of freedom. The details of the construction of the LM–test are discussed in a later subsection.

**Construction of LM( /W ald)–statistic**

Let \( \theta_0 \) be the vector of true parameters. Under suitable assumptions and regularity conditions,

\[ \sqrt{T} \frac{\partial l(\theta_0)}{\partial \theta} \xrightarrow{d} N(0, I(\theta_0)). \]  \hspace{1cm} (23)

To derive LM–statistics of the null hypothesis consider the following quadratic form:

\[ T^{-1} \frac{\partial l(\theta_0)}{\partial \theta} \delta(\theta_0)^{-1} \frac{\partial l(\theta_0)}{\partial \theta} = T^{-1} \left( \sum_{t=1}^{T} \frac{\partial l_t(\theta_0)}{\partial \theta} \right) \delta(\theta_0)^{-1} \left( \sum_{t=1}^{T} \frac{\partial l_t(\theta_0)}{\partial \theta} \right) \]

and evaluate it at the maximum likelihood estimators under the restriction of the null hypothesis. The limiting information matrix \( \delta(\theta_0) \) is replaced by the consistent estimator

\[ \hat{\delta}_T(\theta_0) = T^{-1} \sum_{t=1}^{T} E \left[ \frac{\partial l_t(\theta_0)}{\partial \theta} \frac{\partial l_t(\theta_0)}{\partial \theta}' | F_{t-1} \right]. \]  \hspace{1cm} (24)

The following derivations are straightforward implications of the definitions and elementary rules of matrix algebra. Results in Anderson (2003) and Lütkepohl (1996) are heavily relied upon.

**Test of constant conditional correlations against a DSTCC–GARCH model**

The model under the null is the CCC–GARCH model. The alternative model is an STCC–GARCH model with two transitions where the correlations are controlled by the transition variables \( s_{1t} \) and \( s_{2t} \). Under the null, the linearized time-varying correlation matrix is

\[ P_t^* = P_{(1)}^* + s_{1t} P_{(2)}^* + s_{2t} P_{(3)}^* + s_{12t} s_{2t} P_{(4)}^* \]

as defined in (21). To construct the test statistic we introduce some simplifying notation. Let \( \omega_i = (\alpha_{i0}, \alpha_i, \beta_i)' \), \( i = 1, \ldots, N \), denote the parameter vectors of the GARCH equations, and \( \rho^* = (\rho_{(1)}^*, \ldots, \rho_{(4)}^*)' \), where
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\( \rho_{(j)}^* = \text{vec}_1 P_{(j)}^* \), \( j = 1, \ldots, 4 \), are the vectors holding all unique off-diagonal elements in the four matrices \( P_{(1)}^*, \ldots, P_{(4)}^* \), respectively. Let \( \theta = (\omega^1, \ldots, \omega^N, \rho^*)' \) be the full parameter vector and \( \theta_0 \) the corresponding vector of true parameters under the null. Furthermore, let \( v_{it} = (1, e_i^2, h_{it})' \), \( i = 1, \ldots, N \), and \( v_{i \rho^*} = (1, s_{it}, s_{it} s_{jt})' \). Symbols \( \otimes \) and \( \circ \) represent the Kronecker and Hadamard products of two matrices, respectively. Let \( 1 \) be an \( N \times 1 \) vector of zeros with ith element equal to one and \( 1_n \) be an \( n \times n \) matrix of ones. The identity matrix \( I \) is of size \( N \) unless otherwise indicated by a subscript.

Consider the log-likelihood function for observation \( t \) as defined in (11) with linearized time-varying correlation matrix:

\[
l_t(\theta) = -\frac{N}{2} \log (2\pi) - \frac{N}{2} \sum_{i=1}^{N} \log(h_{it}) - \frac{1}{2} \log |P_t^*| - \frac{1}{2} z_i^* P_t^{-1} z_i.
\]

The first order derivatives of the log-likelihood function with respect to the GARCH and correlation parameters are

\[
\frac{\partial l_t(\theta)}{\partial \omega_i} = -\frac{1}{2h_{it}} \frac{\partial h_{it}}{\partial \omega_i} \left\{ 1 - z_i t_1 P_t^{-1} z_i \right\}, \quad i = 1, \ldots, N
\]
\[
\frac{\partial l_t(\theta)}{\partial \rho^*} = -\frac{1}{2} \frac{\partial (\text{vec} P_t^*)'}{\partial \rho^*} \left\{ \text{vec} P_t^{-1} - \left( P_t^{-1} \otimes P_t^{-1} \right) (z_i \otimes z_i) \right\}
\]

where

\[
\frac{\partial h_{it}}{\partial \omega_i} = v_{i,t-1} + \beta \frac{\partial h_{i,t-1}}{\partial \omega_i}, \quad i = 1, \ldots, N
\]
\[
\frac{\partial (\text{vec} P_t^*)'}{\partial \rho^*} = v_{\rho^*1} \otimes U'.
\]

The matrix \( U \) is an \( N^2 \times \frac{N(N-1)}{2} \) matrix of zeros and ones, whose columns are defined as

\[
[v_{\text{vec} (1,1)' + 1_j 1_i')]_{i=1,N-1,j=i+1,N}
\]

and the columns appear in the same order from left to right as the indices in \( \text{vec}_1 P_t \). Under the null hypothesis \( \rho_{(2)}^* = \rho_{(3)}^* = \rho_{(4)}^* = 0 \), and thus the derivatives at the true parameter values under the null can be written as

\[
\frac{\partial l_t(\theta_0)}{\partial \omega_i} = \frac{1}{2h_{it}} \frac{\partial h_{it}(\theta_0)}{\partial \omega_i} \left\{ 1 - z_i t_1 P_t^{-1}(1) z_i \right\}, \quad i = 1, \ldots, N
\]
\[
\frac{\partial l_t(\theta_0)}{\partial \rho^*} = \frac{1}{2} \frac{\partial (\text{vec} P_t^*(\theta_0))'}{\partial \rho^*} \left\{ \text{vec} P_t^{-1}(1) - \left( P_t^{-1}(1) \otimes P_t^{-1}(1) \right) (z_i \otimes z_i) \right\}
\]

Taking conditional expectations of the cross products of (25) and (26) yields, for \( i, j = 1, \ldots, N \),

\[
E_{t-1} \left[ \frac{\partial l_t(\theta_0)}{\partial \omega_i} \frac{\partial l_t(\theta_0)}{\partial \omega_j} \right] = \frac{1}{4h_{it}^2} \frac{\partial h_{it}(\theta_0)}{\partial \omega_i} \frac{\partial h_{it}(\theta_0)}{\partial \omega_j} \left( 1 + t_1 P_t^{-1} P_t^{-1} \right)
\]
\[
E_{t-1} \left[ \frac{\partial l_t(\theta_0)}{\partial \omega_i} \frac{\partial l_t(\theta_0)}{\partial \rho^*} \right] = \frac{1}{4h_{it} h_{jt}} \frac{\partial h_{it}(\theta_0)}{\partial \omega_i} \frac{\partial h_{jt}(\theta_0)}{\partial \omega_j} \left( t_1 f(1) P_t^{-1} P_t^{-1} f(1)' \right), \quad i \neq j
\]
\[
E_{t-1} \left[ \frac{\partial l_t(\theta_0)}{\partial \rho^*} \frac{\partial l_t(\theta_0)}{\partial \rho^*} \right] = \frac{1}{4} \frac{\partial (\text{vec} P_t^*(\theta_0))'}{\partial \rho^*} \left( P_t^{-1} \otimes P_t^{-1} + P_t^{-1} \otimes P_t^{-1} \right) K \left( P_t^{-1} \otimes I \right) \frac{\partial (\text{vec} P_t^*(\theta_0))}{\partial \rho^*}
\]
\[
E_{t-1} \left[ \frac{\partial l_t(\theta_0)}{\partial \omega_i} \frac{\partial l_t(\theta_0)}{\partial \omega_j} \right] = \frac{1}{4h_{it} h_{jt}} \frac{\partial h_{it}(\theta_0)}{\partial \omega_i} \left( t_1 f(1) \otimes t_1 f(1) + t_1 f(1) P_t^{-1} P_t^{-1} f(1) \right) \frac{\partial (\text{vec} P_t^*(\theta_0))}{\partial \omega_j}
\]
where

\[
K = \begin{bmatrix}
1_1 1_Y' & \cdots & 1_N 1_Y' \\
\vdots & \ddots & \vdots \\
1_1 1_Y & \cdots & 1_N 1_Y'
\end{bmatrix}
\] (28)

For the derivation of the expressions (27), see Silvennoinen and Teräsvirta (2005).

The estimator of the information matrix is obtained by making use of the submatrices in (27). For a more compact expression, let \( x_t = (x_{1t}, \ldots, x_{Nt})' \) where \( x_{it} = \frac{1}{n_{it}} \frac{\partial l_t(\theta)}{\partial \theta_i} \), and let \( x^0_{\rho^*t} = -\frac{1}{2} \frac{\partial (\log P^*)}{\partial \theta^*} \), and let \( x^0_t, i = 1, \ldots, N, \rho^* \), denote the corresponding expressions evaluated at the true values under the null hypothesis. Setting

\[
M_1 = T^{-1} \sum_{t=1}^T x^0_t x^0_t' \odot (I + P^*_{(1)} \otimes P^*_{(1)}^{-1}) \odot 1_3
\]

\[
M_2 = T^{-1} \sum_{t=1}^T \begin{bmatrix}
x^0_{1t} & \cdots & x^0_{Nt}
\end{bmatrix} \begin{bmatrix}
\frac{1}{1_N} P_{(1)}^*^{-1} \otimes 1_N + 1_N \otimes 1_N P_{(1)}^*^{-1}
\vdots
\frac{1}{1_N} P_{(1)}^*^{-1} \otimes 1_N + 1_N \otimes 1_N P_{(1)}^*^{-1}
\end{bmatrix} x^0_{\rho^*t}
\]

\[
M_3 = T^{-1} \sum_{t=1}^T x^0_{\rho^*t} \left( P_{(1)}^* \otimes P_{(1)}^*^{-1} + \left( P_{(1)}^* \otimes I \right) K \left( P_{(1)}^* \otimes I \right) \right) x^0_{\rho^*t}
\]

the information matrix \( \mathcal{I}(\theta_0) \) is approximated by

\[
\hat{\mathcal{I}}_T(\theta_0) = T^{-1} \sum_{t=1}^T E \left[ \frac{\partial l_t(\theta_0)}{\partial \theta} \frac{\partial l_t(\theta_0)}{\partial \theta'} | F_{t-1} \right]
\]

\[
= \begin{bmatrix}
M_1 & M_2 \\
M_2' & M_3
\end{bmatrix}
\]

The block corresponding to the correlation parameters of the inverse of \( \hat{\mathcal{I}}_T(\theta_0) \) can be calculated as

\[
\left( M_3 - M_2 M_1^{-1} M_2' \right)^{-1}
\]

from where the south-east \( \frac{1}{2} N (N-1) \times \frac{1}{2} N (N-1) \) block corresponding to \( \rho_{(2)}^*, \rho_{(3)}^*, \) and \( \rho_{(4)}^* \) can be extracted. Replacing the true unknown values with maximum likelihood estimators, the test statistic simplifies to

\[
T^{-1} \left( \sum_{t=1}^T \frac{\partial l_t(\hat{\theta})}{\partial \rho_{(2)}^*, \rho_{(3)}^*, \rho_{(4)}^*} \right) \left[ \hat{\mathcal{I}}_T(\hat{\theta}) \right]_{(\rho_{(2-4)}^*, \rho_{(2-4)}^*)}^{-1} \left( \sum_{t=1}^T \frac{\partial l_t(\hat{\theta})}{\partial \rho_{(2)}^*, \rho_{(3)}^*, \rho_{(4)}^*} \right)
\] (29)

where \( \left[ \hat{\mathcal{I}}_T(\hat{\theta}) \right]_{(\rho_{(2-4)}^*, \rho_{(2-4)}^*)}^{-1} \) is the block of the inverse of \( \hat{\mathcal{I}}_T \) corresponding to those correlation parameters that are set to zero under the null. It follows from (23) and consistency and asymptotic normality of ML estimators that the statistic (29) has an asymptotic \( \chi^2_{\frac{1}{2} N (N-1)} \) distribution when the null hypothesis is valid.

Test of constant conditional correlations against a partially constant DSTCC–GARCH model

The test of constant correlations of previous subsection is not affected unless one or more of the parameters are restricted to be constant according to one of the transition variables in both extreme states described by the other transition variable. In those cases certain
parameters in the linearized time-varying correlation matrix $P^*$ in (21) are set to zero. Let there be $k$ pairs of correlation parameters that, under the alternative hypothesis, are restricted to be constant with respect to the transition variable $s_{1t}$ in both extreme states described by $s_{12}$. That is, there are $k$ pairs of restrictions as follows:

$$\rho_{(11)ij} = \rho_{(22)ij} \quad \text{and} \quad \rho_{(12)ij} = \rho_{(21)ij}, \quad i > j$$

where $\rho_{(mn)ij}$ is the $ij$-element of the correlation matrix $P_{(mn)}$ in (6). In the linearized correlation matrix $P^*$, the $k$ elements in each of the matrices $P^*(2)$ and $P^*(4)$ corresponding to these restrictions are set to zero. Similarly, let there be $l$ pairs of correlation parameters that, under the alternative hypothesis, are restricted to be constant with respect to $s_{12}$ in both extreme states described by $s_{12}$. The pairs of restrictions are then

$$\rho_{(11)ij} = \rho_{(12)ij} \quad \text{and} \quad \rho_{(21)ij} = \rho_{(22)ij}, \quad i > j.$$ 

In the linearized correlation matrix $P^*$ the $l$ elements in each of the matrices $P^*_3$ and $P^*_4$ corresponding to these restrictions are set to zero. The vector of correlation parameters $\rho^*$ is formed as before but the elements corresponding to the restrictions, i.e., the elements that were set to zero, are excluded. Furthermore,

$$\frac{\partial (vec P^*)'}{\partial \rho^*}$$

is defined as before, but with $m$ ($m$ equals $2k + 2l$ less the number of possibly overlapping restrictions) rows deleted so that the remaining rows correspond to the elements in $\rho^*$. The same rows are also deleted from $x_{\rho^*1}$. With these modifications the test statistic is as in (29) above, and its asymptotic distribution under the null hypothesis is $\chi^2_{N(N-1)-m}$.

### Test of constant conditional correlations against a DSTCC–GARCH model whose transition variables are independent

The model under the null is the CCC–GARCH model. The alternative model is an STCC–GARCH model with two transitions where the correlations are varying according to the transition variables $s_{1t}$ and $s_{2t}$ and the restriction $P_{(11)} = P_{(22)} = P_{(21)} = P_{(22)}$ holds. Under the null, the linearized time-varying correlation matrix is $P^*_1 = P^*_3 + s_{1t} P^*_2 + s_{2t} P^*_4$ as defined in (22). The statistic is constructed as in the case of testing constancy of correlations against DSTCC–GARCH model but with following modifications: Let $\rho^* = (\rho^*_1, \rho^*_2, \rho^*_3)'$, where $\rho^*_j = vec P^*_j$, $j = 1, 2, 3$, are the vectors holding all the unique off-diagonal elements in the four matrices $P^*_1, P^*_2, P^*_3$, respectively. Furthermore, define $v_{\rho^*1} = (1, s_{1t}, s_{2t})'$. With these changes the test statistic is as constructed as before, and the block corresponding to the correlation parameters of the inverse of $\gamma_t(\theta_i)$ can be calculated as

$$\left(M_3 - M_2 M_1^{-1} M_2 \right)^{-1}$$

from where the south-east $N(N - 1) \times N(N - 1)$ block corresponding to $\rho^*_{(2)}$ and $\rho^*_{(3)}$ can be extracted. Replacing the true unknown values with maximum likelihood estimators, the test statistic simplifies to

$$T^{-1} \left( \sum_{t=1}^{T} \frac{\partial \gamma_t(\theta)}{\partial \rho^*_{(2)}}, \rho^*_{(3)} \right) \left[ \gamma_t(\theta) \right]^{-1} \left( \sum_{t=1}^{T} \frac{\partial \gamma_t(\theta)}{\partial \rho^*_{(2)}}, \rho^*_{(3)} \right)'$$

(30)
where $[T(\theta)[\sigma_\tau^{-1}\sigma_\tau^{-1}\sigma_\tau^{-1}]]$ is the block of the inverse of $T$ corresponding to those correlation parameters that are set to zero under the null. It follows from (23) and consistency and asymptotic normality of ML estimators that the statistic (30) has an asymptotic $\chi^2_{N(N-1)}$ distribution when the null hypothesis is valid.

**Testing for the additional transition in the STCC–GARCH model**

The model under the null is an STCC–GARCH model where the correlations are varying according to the transition variable $s_{1t}$. The transition that we wish to test for is a function of $s_{2t}$. Under the null, the linearized time-varying correlation matrix is $P_t^* = (1 - G_{11})P^*_t + G_{11}P^*_t + s_{2t}P^*_t$ as defined in (19). The notation is as in the previous subsection with the following modifications: Let $\rho^* = (\rho_{11}^*, \rho_{22}^*, \rho_{33}^*)'$ where $\rho_{ij}^* = \text{vec}P^*_t$, $i = 1, \ldots, 3$, and $\varphi = (c_1, c_2)'. \ Let \ \theta = (\omega_{11}, \omega_{22}, \omega_{33}, \varphi)'$ be the full parameter vector, and $\theta_0$ the corresponding vector of the true parameters under the null. Let $v_{\varphi} = (1 - G_{11}, G_{11}, s_{2t})'$, and let $v_{\varphi} = (c_1, c_2, s_{1t})'$.

The first order derivatives of the log-likelihood function with respect to the GARCH, correlation, and transition parameters are

$$
E_t \left[ \frac{\partial l_t(\theta)}{\partial \omega_i} \frac{\partial l_t(\theta)}{\partial \omega_j} \right] = \begin{cases} 1 & i = j \\ 0 & i \neq j \end{cases}$$

Evaluating the score at the true parameters under the null and taking conditional expectations of the cross products of the first-order derivatives gives

$$
E_t \left[ \frac{\partial l_t(\theta)}{\partial \omega_i} \frac{\partial l_t(\theta)}{\partial \omega_j} \right] = \begin{cases} 1 & i = j \\ 0 & i \neq j \end{cases}
$$

where

$$
\frac{\partial l_t(\theta)}{\partial \omega_i} = \frac{1}{1 + 1' \rho_t^{-1} 1},
$$

$$
\frac{\partial l_t(\theta)}{\partial \varphi} = v_{\varphi} t \odot U'
$$

(31)
The double smooth transition conditional correlation GARCH model

where \( K \) is defined as before and \( P_t^0 \) is evaluated at the true parameters under the null. The estimator of the information matrix is obtained by using the submatrices in (31). To make the expression more compact, let \( x_t = (x_{t1}, \ldots, x_{tN})' \) where \( x_{it} = -\frac{1}{2} \frac{\partial l_t(\theta_0)}{\partial \psi} \). Furthermore, let \( x_{it} = -\frac{1}{2} \frac{\partial l_t(\theta_0)}{\partial \psi} \). Finally, let \( x_{it}, i = 1, \ldots, N, \rho, \varphi \), denote the corresponding expressions evaluated at the true parameters under the null. Setting

\[
M_1 = T^{-1} \sum_{t=1}^{T} x_{0t}^0 x_{it}^0 \left( I + P_t^0 \right) \otimes I
\]

\[
M_2 = T^{-1} \sum_{t=1}^{T} x_{0t}^0 \left[ \begin{array}{c} 0 \\ x_{Nt}^0 \\ \vdots \\ 0 \end{array} \right] \left[ \begin{array}{c} 1' P_t^0 \otimes 1' + 1' P_t^0 \otimes 1' P_t^0 \otimes 1' \end{array} \right] x_{it}^0
\]

\[
M_3 = T^{-1} \sum_{t=1}^{T} x_{0t}^0 \left( P_t^0 \otimes P_t^0 + \left( P_t^0 \otimes I \right) K \left( P_t^0 \otimes I \right) \right) x_{it}^0
\]

\[
M_4 = T^{-1} \sum_{t=1}^{T} x_{0t}^0 \left[ \begin{array}{c} 0 \\ x_{Nt}^0 \\ \vdots \\ 0 \end{array} \right] \left[ \begin{array}{c} 1' P_t^0 \otimes 1' + 1' P_t^0 \otimes 1' P_t^0 \otimes 1' \end{array} \right] x_{it}^0
\]

\[
M_5 = T^{-1} \sum_{t=1}^{T} x_{0t}^0 \left( P_t^0 \otimes P_t^0 + \left( P_t^0 \otimes I \right) K \left( P_t^0 \otimes I \right) \right) x_{it}^0
\]

\[
M_6 = T^{-1} \sum_{t=1}^{T} x_{0t}^0 \left( P_t^0 \otimes P_t^0 + \left( P_t^0 \otimes I \right) K \left( P_t^0 \otimes I \right) \right) x_{it}^0
\]

the information matrix \( I(\theta_0) \) is approximated by

\[
\hat{\Psi}_T(\theta_0) = T^{-1} \sum_{t=1}^{T} \left[ \frac{\partial l_t(\theta_0)}{\partial \theta} \frac{\partial l_t(\theta_0)}{\partial \psi} \right] I_{t-1}
\]

The block of the inverse of \( \hat{\Psi}_T(\theta_0) \) corresponding to the correlation and transition parameters is given by

\[
\left[ \begin{array}{c} M_3 \\ M_4 \end{array} \right] - \left[ \begin{array}{c} M_5 \\ M_6 \end{array} \right] M^{-1}_T \left[ \begin{array}{c} M_2 \\ M_1 \end{array} \right]^{-1}
\]

from where the \( N(N-1)/2 \times N(N-1)/2 \) block corresponding to \( \rho(3) \) can be extracted. Replacing the true unknown parameter values with their maximum likelihood estimators, the test statistic simplifies to

\[
T^{-1} \sum_{t=1}^{T} \left( \sum_{i=1}^{N} \frac{\partial l_t(\hat{\theta})}{\partial \rho_i} \right) \left( \hat{\Psi}_T(\hat{\theta}) \right)^{-1} \left( \sum_{i=1}^{N} \frac{\partial l_t(\hat{\theta})}{\partial \rho_i} \right) \left( \rho_{3i}^2 \right)^{-1}
\]

where \( \hat{\Psi}_T(\hat{\theta})^{-1} \) is the block of the inverse of \( \hat{\Psi}_T \) corresponding to those correlation parameters that are set to zero under the null. (32) has an asymptotic \( \chi^2_{N(N-1)/2} \) distribution when the null is true.
Test of the partially constant STCC–GARCH model against a partially constant DSTCC–GARCH model

When testing the hypothesis that some of the correlation parameters are constant according to the transition variable $s_{2t}$ in both extreme states described by variable $s_{1t}$, the following modifications need to be done to the testing procedure of the previous subsection: Let there be $k$ pairs of correlation restrictions in the alternative hypothesis of the form

$$\rho_{(11)ij} = \rho_{(12)ij} \quad \text{and} \quad \rho_{(21)ij} = \rho_{(22)ij}, \quad i > j.$$ 

In the linearized correlation matrix $P^*_t$ the $k$ elements in matrix $P^*_t(3)$ corresponding to these restrictions are set to zero, and the vector $\rho^*$ is defined as before but excluding the elements that have been set to zero. Furthermore,

$$\frac{\partial (\text{vec} P^*_t)}{\partial \rho^*}$$ 

is defined as before, but with the corresponding $k$ rows deleted. The same rows are also deleted from $x_{\rho^*t}$.

When restricting some of the correlation parameters constant according to the transition variable $s_{1t}$ in both extreme states described by variable $s_{2t}$ the test is as defined in the previous subsection with the following modifications: Let there be $l$ pairs of correlations of the form

$$\rho_{(11)ij} = \rho_{(21)ij} \quad \text{and} \quad \rho_{(12)ij} = \rho_{(22)ij}, \quad i > j$$

in both null and alternative hypothesis. In the linearized correlation matrix $P^*_t$ the $l$ elements in matrix $P^*_t(2)$ corresponding to these restrictions are set to zero, and the vector $\rho^*$ is defined as before but excluding the elements that have been set to zero. Furthermore, when forming

$$\frac{\partial (\text{vec} P^*_t)}{\partial \rho^*}$$

the first $\frac{N(N-1)}{2}$ rows are multiplied by 1 instead of $1 - G_{1t}$, and from the next $\frac{N(N-1)}{2}$ rows, $l$ rows corresponding to the restricted correlations are deleted. The same rows are also deleted from $x_{\rho^*t}$.

These two specifications for partial constancy can be combined, and the test statistic is as defined in the previous subsection with the modifications described above. The asymptotic distribution needs to be adjusted for degrees of freedom to equal the number of restrictions that are tested.
References


149


Numerical aspects of the estimation of multivariate GARCH models
Numerical aspects of the estimation of multivariate GARCH models

Abstract
This paper discusses general issues related to estimation of multivariate GARCH models. The estimation is a numerical procedure and therefore understanding the model at hand and the algorithms used, as well as recognizing potential numerical problems encountered along the way, are of tantamount importance in order to produce reliable model estimates. Special emphasis is put on the computational aspects, such as numerical methods, software programs, use of object oriented programming, and efficiency of computer code.
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1 Introduction

While there is little predictability in asset returns themselves, the time-varying volatility of an individual asset has direct implications on its riskiness. The autoregressive conditional heteroskedasticity (ARCH) model introduced by Engle (1982) provides a way of capturing volatility behaviour present in financial data. Modelling volatility has ever since been an object of a large body of research resulting in numerous model specifications within a class of generalized ARCH (GARCH) models. For references of developments in the area of univariate volatility modelling, see for instance Bollerslev, Engle, and Nelson (1994), Engle (1995), Palm (1996), Shephard (1996), and Teräsvirta (2007).

Many financial decisions, however, do not depend on the behaviour of a single asset only. Comovement between assets in, say, a portfolio is an important factor when it comes to practical finance. Asset pricing and hedging are examples in which a major role is played by the covariance of the assets in a portfolio. Another area of application is volatility and correlation transmission in studies of contagion. Extending a univariate GARCH model to a multivariate setting has been in focus for many years. Multivariate GARCH (MGARCH) models have problems that do not appear in the univariate context. For example, the number of parameters may increase rapidly with the dimension of the model. Another problem is that ensuring positive definiteness of the conditional covariance matrix can be troublesome. The statistical properties of a general MGARCH model are difficult to establish. There have been several proposals for MGARCH models that try to solve or at least alleviate these problems. For reviews of MGARCH models, see Bauwens, Laurent, and Rombouts (2006) and Silvennoinen and Teräsvirta (2007).

In this paper we discuss problems related to estimation of MGARCH models. The existing literature focuses largely on comparison of ready-to-use packages, see for example Brooks, Burke, and Persand (2003). The study conducted in their paper seems to indicate that these packages can deliver results incompatible with each other. The question of the reliability of the model estimates is left open as different packages provide different results. Without being able to see the implementation of the algorithm used in the package there is no way of knowing the reason behind this outcome. We endeavour to open the ‘black box’ of the estimation functions provided by the available software programs. To do this requires programming, so we analyze some popular software and consider their support for programming. We also emphasize the need to understand issues related to optimizing algorithms and numerical problems.

The paper is organized as follows. In Section 2 we list important issues related to estimation of MGARCH models. In Section 3 we review the most popular numerical algorithms included in software programs and address numerical problems and possible resolutions. Programming and the relevant features of some of the popular software programs are discussed in Section 4, and Section 5 concludes.
2 Estimation of MGARCH models

In principle, (quasi) maximum likelihood estimation of parametric MGARCH models is straightforward. The objective is to maximize a function that is given in closed form, with respect to a set of parameters. From a mathematical point of view, this is a trivial task, even if the parameter space is constrained by equality or inequality restrictions. In practice, the task often turns out to be computationally highly non-trivial. A major problem with estimation is that the empirical likelihood has several local maxima. Most algorithms used in the numerical optimization of the likelihood function are local optimizers that detect a local maximum but are not designed to look further for alternative solutions. Using global optimizers improve the situation but still cannot guarantee an optimal solution. The problem is exacerbated by the fact that the likelihood surface is often ill-behaved, for example having very flat areas. Another issue is that whenever the parameter space has restrictions, numerical optimizers tend to get stuck on the boundary. This problem arises especially when the core algorithm is meant to solve an unconstrained optimization problem and the user has to impose the restrictions separately. Even algorithms that provide a way of including such restrictions cannot always escape the boundary either. The conditions to ensure positive definiteness of the covariance matrix can in some cases be expressed in terms of parameter restrictions. However, increasing the number of restrictions in the parameter space increases the risk of getting stuck on the boundary. This also complicates the optimization task because the algorithms may have problems in finding search directions that lie within the constrained parameter space.

Estimation is a time-consuming procedure that can, in the first instance, be altered by an appropriate choice of an optimizing algorithm and the set of starting values. Another route is to look, at a technical level, at the computer code and how the estimation procedure is written. Programming skills and knowledge of properties of different software programs are essential in attempts to create efficient and well-written code and to manage modifications and improvements in existing ones. For example, some languages support object oriented programming, which is very useful in data handling and simulations. These issues become even more important when the goal is to produce a program that makes it possible to estimate several MGARCH models, and, furthermore, is fast, reliable, and easy to use, so the code can be shared with and understood by others. Furthermore, these aspects are important in modelling financial time series. Estimation is costly in the MGARCH framework in a sense of time-consumption, because the number of observations is large when compared to many other estimation problems in econometrics, and the structure of the models is highly nonlinear. Careful consideration of numerical methods and software programs can make a difference in obtaining reliable results in a reasonable amount of time.

3 Numerical optimization

The estimators for parametric multivariate GARCH models are generally obtained by maximizing a log-likelihood function. An analytical solution to the optimization
problem, however, is highly intractable and usually impossible to find. Therefore numerical methods are called for. To set notation, let \( l(\theta) \) be the log-likelihood function that depends on the parameter vector \( \theta \) belonging to the parameter space \( \Theta \subset \mathbb{R}^p \), and let \( \hat{\theta} \) be the value that maximizes the likelihood. The numerical optimization procedure is iterative, that is, commencing from a starting value \( \theta_1 \), the vector of parameters are updated from \( \theta_i \) to \( \theta_{i+1} \) in each iteration \( i \), often preferably such that \( l(\theta_{i+1}) > l(\theta_i) \), until a stopping rule is encountered. This rule is a combination of convergence criteria and a maximum number of iterations allowed. If the iterative process converges, the value from the last iteration \( \theta_k \) serves as an approximation to \( \hat{\theta} \) whose goodness is controlled by the stopping rule. In case of divergence, the stopping rule ensures that the procedure is only continued up to a certain number of iterations, whereafter which a failure in convergence is reported.

Thus, estimating an MGARCH model of choice requires decisions regarding the starting values, the algorithm, and the convergence criteria. These choices are not independent of each other. The central and active, but also most delicate, part of the estimation procedure is the algorithm that updates the vector of parameters. Therefore one needs to understand the essential build of the algorithm in order to find out how the choices of starting values and stopping rules can affect the results. The issues here are, for instance, the sensitivity to misleading or non-trivial likelihood contours (such as local maxima, ridges, or nearly flat surfaces), the speed of convergence, and whether the convergence criteria should be placed on the parameter values themselves, on derivatives of the likelihood, or on search directions.

### 3.1 Numerical optimization – methods

#### Gradient methods

Generally, the updating formula for the parameters is of the form

\[
\theta_{i+1} = \theta_i + s_i d_i \tag{1}
\]

where \( s_i \in \mathbb{R}^+ \) is step size and \( d_i \in \mathbb{R}^p \) determines the search direction. First-order Taylor expansion of \( l(\theta_i + d_i) \) yields the linear approximation \( l(\theta_i) + \frac{\partial l(\theta_i)}{\partial \theta} d_i \) and hence the direction of search that increases the value of the log-likelihood can be characterized as any vector \( d_i \) that satisfies \( \frac{\partial l(\theta_i)}{\partial \theta} d_i > 0 \). Setting \( d_i = Q_i \frac{\partial l(\theta_i)}{\partial \theta} \) where \( Q_i \) is any symmetric, positive definite \( p \times p \) matrix trivially satisfies the condition. The updating formula (1) thus becomes

\[
\theta_{i+1} = \theta_i + s_i Q_i \frac{\partial l(\theta_i)}{\partial \theta} \tag{2}
\]

and it suffices to find a suitable step size to follow an increasing direction when maximizing the objective function. The algorithms following (2) are called gradient methods and they differ mainly on the choice of \( Q_i \). The scaling factor \( s_i \) is used to increase the speed of convergence but also to ensure that the iterative search converges.
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to a maximum. For instance, the step size can be chosen by univariate line search procedure by maximizing $l(\theta_i) + s Q_i \frac{\partial l(\theta_i)}{\partial \theta}$ with respect to $s$.

The Newton-Raphson algorithm, see e.g. Gill, Murray, and Wright (1981), is a direct application of the Newton’s method to maximum likelihood estimation. The second-order Taylor expansion of $l(\theta_i + d_i)$ gives the quadratic approximation $l(\theta_i) + \frac{\partial l(\theta_i)}{\partial \theta} d_i + \frac{1}{2} d_i' \frac{\partial^2 l(\theta_i)}{\partial \theta'^2} d_i$. The optimal direction must satisfy first-order conditions, that is, $\frac{\partial l(\theta_i)}{\partial \theta} + d_i' \frac{\partial^2 l(\theta_i)}{\partial \theta'^2} = 0$, which yields $d_i = -\left(\frac{\partial^2 l(\theta_i)}{\partial \theta'^2}\right)^{-1} \frac{\partial l(\theta_i)}{\partial \theta}$. The iteration formula becomes

$$\theta_{i+1} = \theta_i - s_i \left(\sum_{t=1}^{T} \frac{\partial^2 l_t(\theta_i)}{\partial \theta \partial \theta'}\right)^{-1} \frac{\partial l(\theta_i)}{\partial \theta}.$$ 

Whenever the log-likelihood function is concave and the Hessian negative definite in the area around the maximum and the starting values are not too far from the true optimum, the Newton-Raphson algorithm in principle works well. As $\theta_i \rightarrow \hat{\theta} = -\left(\frac{\partial^2 l(\theta_i)}{\partial \theta'^2}\right)$ converges to $-\frac{\partial l(\hat{\theta})}{\partial \theta}$, which is, up to a scalar, an estimator of the information matrix.

The BHHH algorithm of Berndt, Hall, Hall, and Hausman (1974) makes use of the equivalent representation of the information matrix by using another (up to a scalar factor) estimator $\sum_{t=1}^{T} \frac{\partial l_t(\theta_i)}{\partial \theta} \frac{\partial l_t(\theta_i)}{\partial \theta'}$. The iteration scheme in this case is the following:

$$\theta_{i+1} = \theta_i + s_i \left(\sum_{t=1}^{T} \frac{\partial l_t(\theta_i)}{\partial \theta} \frac{\partial l_t(\theta_i)}{\partial \theta'}\right)^{-1} \frac{\partial l(\theta_i)}{\partial \theta}.$$ 

One advantage of this approach compared to the Newton-Raphson algorithm is that the matrix premultiplying the score vector is always positive definite. Another is that it requires the use of first-order derivatives only. If one wants to use analytical forms of derivatives, the expressions for second-order derivatives can be quite tedious to work out. However, derivatives can also be computed numerically. From the theoretical point of view, differences in the performance of the Newton-Raphson and BHHH algorithms can be accredited to information matrix equality failing to hold. This can be an indication of the model misspecification.

The Newton-Raphson and BHHH algorithms may be costly as the dimension of the multivariate problem increases due to the large number of matrix inversions they require. Quasi-Newton methods replace the inverted Hessian by approximations that evolve with the iterations. The Broyden–Fletcher–Goldfarb–Shanno (BFGS) algorithm follows (2) with

$$Q_i = Q_{i-1} + \left(1 + \frac{q_i' Q_{i-1} q_i}{q_i' (\theta_i - \theta_{i-1})} \right) \frac{(\theta_i - \theta_{i-1})' (\theta_i - \theta_{i-1})}{q_i' (\theta_i - \theta_{i-1})}$$

$$- \frac{(\theta_i - \theta_{i-1})' Q_{i-1} q_i + Q_{i-1} q_i(\theta_i - \theta_{i-1})'}{q_i' (\theta_i - \theta_{i-1})},$$

where $q_i = \frac{\partial l_i(\theta_i)}{\partial \theta} - \frac{\partial l_i(\theta_{i-1})}{\partial \theta}$; see for instance Gill, Murray, and Wright (1981). This procedure relies on the assumption that the objective function can be approximated by
a quadratic function around the maximum. It is faster than the previous algorithms and only uses the first-order derivatives.

Thus far the methods discussed deal with unconstrained optimization. MGARCH models often involve parameter restrictions to ensure existence of moments, stationarity, positivity of certain parameters, and positive definiteness of the conditional covariance matrix. Although sometimes it is possible to transform the parameters in the model in such a way that incorporates the information in the constraints, generally that is either inconvenient, burdensome, or even impossible to implement. Nonlinear programming subject to equality or inequality constraints is therefore useful. Sequential quadratic programming (SQP) is designed to solve a nonlinear optimization problem subject to nonlinear constraints, stated for instance as

$$\max l(\theta) \text{ s.t. } g(\theta) > 0$$

where both $l(\theta)$ and $g(\theta)$ are nonlinear. For a review on SQP algorithms and theory, see Boggs and Tolle (1995). In its basic form SQP solves the problem by using a sequence of quadratic programming approximations obtained by replacing the nonlinear constraints by first-order Taylor approximations and the nonlinear objective function by second-order Taylor approximation that is augmented by the second order information from the constraints. More specifically, let $L(\theta_i, \lambda) = l(\theta_i) - \lambda'g(\theta_i)$ be the associated Lagrangian with nonnegative vector of Lagrange multipliers $\lambda$. The search direction $d_i$ then solves iteratively the quadratic problem with linear constraints:

$$\min \left\{ \partial l(\theta_i) \frac{\partial}{\partial \theta} d_i + \frac{1}{2} d_i' H_i d_i \right\} \text{ s.t. } g(\theta_i) + \frac{\partial g(\theta_i)}{\partial \theta} d_i > 0$$

where $H_i$ approximates the Hessian of the Lagrangian function $L(\theta_i, \lambda_i)$. Once the optimal search direction is found, the Lagrangian is optimized, resulting in the next iterate $\theta_{i+1}$, and the Hessian is updated using, for instance, the BFGS algorithm. After this a new iteration is commenced to find a new search direction. Note however, that the new direction of search may not be feasible, and several proposals have been made on how to tilt the direction into a feasible set. Recently, Lawrence and Tits (2001) proposed a feasible sequential quadratic programming (SQPF) algorithm. The main advantage in their approach is that it reduces the amount of computations per iterate when searching for the new search direction. This ensures faster convergence which is a major issue in nonlinear optimization.

### Simulated annealing

All of the algorithms discussed above implicitly rely on some underlying presumptions on the objective function, such as approximately quadratic behaviour near optimum, continuity, or first- or second-order differentiability. Furthermore, all of them impose the condition $l(\theta_{i+1}) > l(\theta_i)$ during the course of iterations. Even in cases where asymptotically likelihood functions have a single global maximum, sample behaviour is quite different and likelihood functions often exhibit multiple local maxima. Updating the parameter vector in such a way that increases the likelihood at every step
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will, unless getting stuck on the edge of the parameter space, converge to a nearby maximum. These algorithms are so called local optimizers, and their major drawback is indeed that they only find the local maximum, which is usually nearest the starting point of the algorithm. Commencing the algorithm from a range of different starting values may lead to different optima which can be then compared in terms of the function values at those points. When using local optimizers one should consider fairly extensive array of starting values in order to increase the probability that the chosen optimal point is at least close to the global maximum. The global optimization algorithms which evidently try to escape local maxima include, for instance, adaptive random search method, genetic algorithms and simulated annealing. Simulated annealing has proven to be the most reliable one in systems with a large number of variables and robust to likelihood surfaces that exhibit several maxima or other non-trivial surface shapes. The simulated annealing algorithm of Corana, Marchesi, Martini, and Ridella (1987), modified by Goffe, Ferrier, and Rogers (1994) and Brooks and Morgan (1995), relates to a technique used in thermodynamics to slowly cool metal to a global low energy state. Using a large step size the algorithm first explores the functions on the entire surface, moving both up- and downhill, and employing random moves in the directions of each of the parameters in turn. After finding the most promising area for the global maximum the algorithm refines the search, still allowing for steps that may decrease the likelihood value, which helps to avoid local maxima. For an overview of the theoretical aspects, implementations, and practical behaviour, see Brooks and Morgan (1995).

The algorithm starts at an initial temperature $T = T_0$, the vector of step-lengths $s = s_0$, and the parameter values $\theta = \theta_0$. The initial optimum point is recorded as $\theta_{opt} = \theta_0$ with optimal value $l_{opt} = l(\theta_0)$. A new candidate point $\theta'$ is chosen by varying one the elements of $\theta$ at a time:

$$\theta'_j = \theta_j + rs_j$$

where $\theta_j$ and $s_j$ are the jth elements of $\theta$ and $s$, respectively, and, for each $j$, $r$ is randomly drawn from $U[-1, 1]$. The new point is accepted if $l(\theta') > l(\theta)$ and stored as a new optimum if $l(\theta') > l_{opt}$. Otherwise the decision is made based on the so-called Metropolis criterion: the point is accepted if

$$e^{(l(\theta') - l(\theta))} > u$$

where $u$ is drawn from $U[0, 1]$. This implies that, for a fixed temperature $T$, the smaller the decrement in the likelihood value is, the larger the probability of accepting such a move. After trying a new point in the direction of each of the parameters, the procedure is started over and repeated $N^s$ times. After those $N^s$ steps the vector of step lengths $s$ is adjusted in each of its elements such that about half of all moves are accepted. This ensures that if only a small portion of moves are accepted in the direction of parameter $\theta_j$, the corresponding step length is decreased, which increases the probability of moves being accepted, and vice versa. The procedure is started over again, and after the loops described above are carried through $N^T$ times, the temperature is reduced to $vT$, where $v \in (0, 1)$ is a fixed proportion. Choosing $v$
close to one makes the temperature reduction process slow and hence increases the probability of escaping local maxima.

The algorithm is restarted from the current optimum point, but now the reduced temperature will decrease the number of accepted points according to the Metropolis criterion and, consequently, in subsequent loops the step-lengths will become smaller, which refines the search. At the time of each temperature reduction the latest accepted point is stored thus creating a succession of vectors \( \mathbf{\theta}_1, \mathbf{\theta}_2, \ldots \). Note that to reach such a terminal point \( p \times N_s \times N_T \) function evaluations are needed. Finally, after sufficiently many iterations, the latest \( N^\varepsilon \) recorded terminal points are compared with the current optimal one. The algorithm is stopped once the values of the likelihood function evaluated at these points are within a distance of size \( \varepsilon \) apart, \( \varepsilon > 0 \) sufficiently small. This condition is set to increase probability that the found optimum is reasonably close to the global one. The quantities \( N_s, N_T, v \), as well as the stopping rule \( \varepsilon \), are all user defined; some guidelines how to choose them, as well as detailed description of the procedure can be found in Corana, Marchesi, Martini, and Ridella (1987).

An advantage of the simulated annealing algorithm is that it does not place any prerequisites on the shape of the objective function, nor on its differentiability. In fact, the function does not even need to be defined at all points. When the algorithm chooses a new candidate point \( \mathbf{\theta}' \), a new random number \( r \) is drawn until the point is within the domain of the function. Therefore the simulated annealing algorithm can explore areas that would be impossible for other methods. The step size gives more information about the likelihood surface than a gradient at a given point does; the larger the step size in the direction of a certain parameter, the flatter the likelihood with respect to that parameter. Generally, simulated annealing is a procedure that can deal with functions that would be impossible to optimize using local optimizers. A drawback, however, is that, because finding an optimum is a slow process, the simulated annealing algorithm requires a vast amount of computation time to converge. Therefore, it may not be the first choice of algorithm one wants to try on an estimation problem unless, of course, the objective function is such that none of the local optimizers can be used. Initial checks of convergence in general, as well as sensitivity to starting values, can be carried out using faster algorithms, and if there are problems one can apply simulated annealing. However, due to ever increasing computing power, the simulated annealing algorithm can become a very appealing alternative to derivative-based methods in the near future.

### 3.2 Numerical optimization – problems

The gradient methods as well as the SQP methods require the knowledge of the first, and sometimes second, derivatives of the likelihood function. While finding analytic expressions for the derivatives can be a tedious task, once provided they substantially reduce the computation time. Gable, van Norden, and Vigfusson (1997) pointed out that the calculation of a gradient vector of size \( p \times 1 \) typically requires \( p + 1 \) and the matrix of second derivatives \( p^2 + 1 \) likelihood evaluations. However, a slight modification of the model to be estimated will unavoidably alter the derivatives, which should then
be recalculated and reprogrammed. Therefore, when searching for a model that fits the data well, it may be argued that even at a cost of longer estimation time, numerical derivatives are a practical choice. However, in simulation experiments analytical ones prove very useful as they may save weeks or even months of computation time. In practice, when a carefully written estimation algorithm is used, the analytical and numerical derivatives yield rather similar parameter and standard error estimates. Use of numerical derivatives tend to slightly increase the standard errors. There are analytical derivatives available for some specific models, see for instance Lucchetti (2002) for first-order derivatives for the BEKK model, Hafner and Herwartz (2005) for first- and second order derivatives for the VEC and BEKK models, as well as CCC– and DCC–GARCH models, Silvennoinen and Teräsvirta (2005, 2006) for first-order derivatives for the STCC– and the DSTCC–GARCH models, and Nakatani and Teräsvirta (2006) for first- and second-order derivatives of the ECCC–GARCH model.\footnote{For model definitions and references, see Silvennoinen and Teräsvirta (2007).}

In the previous section we discussed the problem of finding a local as opposed to the global maximum. Another issue related to the shape of the likelihood is that the surface can be flat in one or several directions of parameters.\footnote{For related discussion in context of models involving smooth transitions, see van Dijk, Teräsvirta, and Franses (2002).} That is, even a large change in the value of a parameter that is large in proportion to the scale of the other parameters may have a negligible effect on the value of the likelihood. The maximizing algorithm may then get stuck in a loop, searching through the same points over and over again, or push the parameter value in question towards positive or negative infinity. To alleviate this problem, one may rescale the problematic parameters such that the rescaled values are close to the values of the other parameters. In that way the numerical optimizer can be forced to take smaller steps and possibly find the optimal point. If, however, this does not bring results, one may consider fixing these parameters to specific values and estimating the remaining ones conditionally on these values. In that case a reasonably fine grid of fixed values should be considered and optimization carried out for each one of them in order to obtain a reasonably close approximation to the optimal solution.

Suitable rescaling of the parameters may have additional advantages. The differences in scale can lead to close to singular matrices, which the numerical optimizer then fails to invert. This is the case in particular when calculating standard errors of the parameters. The problem can often be avoided if the parameters have roughly the same numerical size. Instead of rescaling some of the parameters, one may try to rescale the likelihood function. This may become useful for instance when the likelihood surface appears flat in all directions. Suitable rescaling can enforce the contours of the surface of the likelihood and thereby facilitate the work of the numerical optimizer.

As discussed in the previous section, local optimizers can be especially sensitive to the starting values. A well-planned grid of initial values can benefit the overall estimation result by providing many individual results for comparison. Using a grid of starting values in the estimation routine can in principle be done automat-
ically by programming such a grid into the algorithm. However, as the number of parameters increases, the number of reasonable starting points explodes and the estimation quickly becomes infeasible. It is therefore crucial to understand the role of different parameters in the model at hand and use that information as a guideline to first construct a crude grid. The estimation results will then hopefully reveal a subset of the parameter space in which the grid should be refined and to which the search is focused. It may be argued that such techniques are redundant and that global optimizers should always be used, particularly where high-powered computers are available. However it should be noted that global optimizers do not always find the global solution and may be prone to the same issues as the local ones. Global optimizers are designed to escape local maxima and focus on the most promising area for finding a global optimum. However, the resulting approximation of the optimal point may be numerically poor. Therefore global optimizers can be used for the same purpose as the grid: to produce starting values for local, derivative-based algorithms which can then be used for the final refinement of the parameter estimates.

As already mentioned, MGARCH models often involve parameter restrictions. Many algorithms are designed for unconstrained optimization and using such methods means that the restrictions have to be forced into the estimation routine from outside of the optimizer. This causes the estimation algorithm to work in quite an inefficient way. The objective function is usually not behaving nicely close to the boundaries of the parameter space, because those restrictions are set to ensure, say, the existence of certain moments. Once getting close to the boundary, the likelihood function may behave badly. For instance, the derivatives can give the impression that the optimal solution is even outside the parameter space. This is one reason why an algorithm can get stuck on the boundary. Some built-in algorithms may have a way of identifying the problem of one or more parameters reaching the boundaries of the constrained space. In that case they are likely to contain some ‘standard’ procedure for getting away from the boundary. Whether these features are present and how they actually are implemented in the estimation program may not, however, be clear from the documentation of the maximizing function, which emphasizes the importance of an open source code. The methods designed for constrained optimization should have the restrictions well implemented. However, it may become necessary to modify even those implementations in order to be able to break away from the boundary. Each MGARCH model can have its own set of parameters that are more likely to remain on the boundary and the reasons for this can be very different from one model to another. For this reason it is not advisable to treat all models alike. One should try to understand why estimates of certain parameters of a model tend to move towards the edge of the parameter space and what type of a precautionary strategy would be likely to eschew the problem in that particular model.

The conditional covariance matrix of an MGARCH model should be positive definite at each point in time. Some models have this property by construction, whereas in some models the requirement of positive definiteness causes restrictions in some part of the model. Ensuring positive definiteness can sometimes be expressed as parameter restrictions. As discussed before, restricting the parameter space increases the risk of getting stuck on the boundary, and therefore it often is more convenient to
implement a numerical check instead. Requiring the conditional covariance matrix to be positive definite at each step during the iterations leads to a positive definite covariance matrix of the estimated model. However, checking the positive definiteness numerically is computationally demanding as it involves procedures, for instance computing the Cholesky decomposition of a potentially large matrix, that are time-consuming. It is not necessary, however, to require positive definiteness throughout the estimation, although one has ensure non-singularity of the matrices that have to be inverted. Once the model is estimated, one has to check that positive definiteness is not violated before accepting the parameter estimates. Whether this approach works in practice depends on the model and can only be found out by trial and error.

4 Programming

There are a number of software programs available for econometric modelling. Many of these can be enhanced by writing new functions. Eviews, RATS, and SAS are examples of such software. Brooks (1997) compared properties of some of the packages in a Monte Carlo study where the standard univariate GARCH(1,1) model was estimated using the BHHH algorithm. The comparison focused on the availability of pre-programmed functionality, and user-friendliness was described as being inversely related to the number of lines of computer code required for running an estimation routine. A similar comparison in MGARCH context is reported in Brooks, Burke, and Persand (2003). The study conducted in their paper requires some programming skills but still the focus is on the availability of pre-programmed packages. However, one may find statistical or mathematical packages not flexible enough to let the user deal with issues discussed in the previous section, and their modification may be difficult, if not impossible. Although many of those built-in procedures may be helpful, the estimation of MGARCH models may require fine-tuning that forces one to program the estimation routine from scratch. The user-friendliness in those situations comes from the ease of modifying the existing code, using custom-written functions, or even making use of procedures written in other languages. Another important consideration is the number of useful base functions and the quality of the documentation provided. Most of the languages have discussion boards and user mailing lists that provide support on programming related problems and also help users to identify bugs and suggest improvements.

4.1 Aspects to consider when choosing software

There are some basic criteria that should be considered when choosing a software program. Many of the programs providing statistical computing and graphics also provide packages for estimation. Four popular and flexible matrix oriented languages we consider are Matlab (www.mathworks.com), GAUSS (www.aptech.com), Ox (www.doornik.com), and R (www.r-project.org). ‘Matrix-oriented’ means that special native support for matrix operations is available, which naturally is a benefit
when it comes to modelling multivariate time series. Matlab has a highly developed graphical user interface, which makes it easier to use than the other three. The others require the user to have basic programming skills. Such skills will be required by any user who wishes to extend the basic functionality provided with the software program. All of them come with a comprehensive mathematical and statistical function library of pre-programmed functions. Only Ox and R support the use of object-oriented programming. This provides speed and well-designed syntax, which leads to programs that are easy to maintain. There is not much difference between the programs when it comes to the speed of the native functions, e.g. matrix inversion. Matlab, Ox, and R are compatible with C/C++ and Fortran, in that they can use existing programs written in those languages. Ox and R are also compatible with GAUSS. Matlab and GAUSS only have commercial versions available. GAUSS, Ox, and R provide console versions with limited graphical features. For Ox this version is free for academic use, whereas the advantage of R is that, not depending on the user group, the software program is free. The professional version of Ox offers enhanced functionality and a richer user interface, but is not free.

Matlab, GAUSS, Ox, and R provide open source code for many of their functions, which makes modification and enhancement of functions easy. However, the selection of open source functions in Matlab, GAUSS, and OxProfessional is limited by copyright restrictions and modifications may not always be permitted. Open source code also encourages collaboration between users on web forums. There are numerous functions available on the internet in the form of either accessible or compiled C-code. Because of the compatibility with the C-language, one can supplement the original function library provided by the software program, with new, improved, and fast alternatives. Specific parts of the estimation procedures for MGARCH models may need to be adjusted or refined to work more efficiently in different models. Access to the source code of certain functions may help to understand, for instance, why an optimizing algorithm fails in some cases and how it needs to be improved. All these programs have a range of numerical maximizers to choose from, such as Newton-Raphson, BFGS, and SQPF algorithms that include the option of using either analytical (provided by the user) or numerical derivatives. Simulated annealing is also available.3

These software programs provide a selection of ready-to-use univariate GARCH estimation routines. Very limited support is provided for estimating MGARCH models.4 Although Brooks, Burke, and Persand (2003) claim that implementing multivariate extensions to existing univariate packages ‘would not be a difficult exercise’, we would like to point out that even a simple model such as the BEKK model, or even the diagonal version of it, can turn out to be almost impossible to estimate reliably, not to mention the problems that arise when the code is extended to cover the VEC model. Even though the two models are mathematically quite closely related, any ‘trivial’ modification of a code for estimating BEKK is likely to result in nonsensical VEC estimates. Interestingly enough, as reported in Brooks, Burke, and

---

3See also Lester Ingber’s homepage, http://www.ingber.com/.
4Sébastien Laurent, Jeroen Rombouts, Annastiina Silvennoinen, and Francesco Violante are currently working on producing an estimation package for MGARCH models for Ox.
Persand (2003), the parameter estimates from the diagonal VEC model using various ready-to-use packages differ remarkably from each other.

4.2 Object-oriented programming

Object Oriented Programming (OOP) is a programming paradigm designed to address some of the limitations encountered in procedural and event-based programming models. An object is a self-contained building block. Objects, by definition, contain properties, methods and events. Properties are used for storing data, e.g. a name or a value. Methods define the actions an object can do, i.e. functions. Events provide support for non-sequential programming. All these entities are written into a program known as a class. This class is now the template for creating objects of this type. Programmers will create many classes, or building blocks, and then use them together with the pre-programmed ones to achieve their goals. Ox and R provide pre-programmed classes for data management and simulation, which makes these complex tasks much simpler than they otherwise would be. For instance, when investigating properties of, say, a model, tests, or an estimation algorithm, running simulations by a proper use of objects can make the job relatively easy.

Two core concepts associated with OOP are encapsulation and inheritance. Encapsulation means that the purpose of the object is defined and its boundaries are fixed. Inheritance provides an elegant mechanism to enhance and modify the functionality of an existing object. Together these concepts, when applied intelligently, go a long way towards providing simple code re-usability. Another advantage of OOP is that objects are inherently self-documenting, making the code easier to read and sparing programmers from having to provide a lot of documentation when they want to share their code. The object-oriented features in Ox and R are not as sophisticated as the ones of some high-level languages. This avoids the complexity of a language such as C++, while still providing most of the benefits. Both languages can, however, be used without taking advantage of the OOP features, thereby providing functionality similar to that of Matlab and GAUSS.

4.3 Observations on programming

All software programs require a fair amount of work to learn how the language works and how to make most efficient use of it. Given the similarity of their basic features and the large initial effort, the choice between them should be based on the potential user group, possibilities of sharing parts of the code with colleagues, support, potential benefits from using objects and classes, etc.

The speed of an estimation routine is a function of the efficiency of the computer code and the computer it is running on. Estimation routines can be both processor and memory intensive operations. The matrix operations will use a lot of the CPU time. Working with large dimensional matrices will require a lot of computer memory. In order to write efficient code the programmer should take these things into account.
Generally one should avoid the unnecessary use of loops, for example, by exploiting matrix operations. R is particularly inefficient in executing loops. Where loops are unavoidable and the performance is critical, R users may be well served by writing these sections in a language like C. The code can then be compiled and called from within the R program. If looping is required to, say, perform a memory intensive operation for all the elements in a time series, the programmer must be diligent in the use of memory. In large-dimensional models the memory may need to be released between each iteration of the loop. Failing to do this can result in the computer’s memory being used up, which in turn will cause the program to run increasingly slowly and ultimately to crash. Good practice is to release the memory used by variables and matrices as soon as they are no longer needed. Where processing power is the constraining factor, it may sometimes pay off to save certain large matrices in order to avoid the overhead of recalculating them in every iteration of a loop. Also, one should use native functions where possible as they generally are efficient both from the speed and memory-saving point of view. When running simulations code execution speed is critical. To this end, it is necessary to have good knowledge of the properties of the software and how its features can be exploited in a most efficient way to obtain a speed-optimized computer code.

As a general guideline, the largest effort should be directed towards improving the efficiency of the innermost loops in the program. Numerical optimization is itself an iterative process in which the whole parameter vector is updated in each iteration. When the number of parameters increases, dealing with all of them simultaneously can create numerical problems for the algorithm. This can be avoided by splitting the parameter vector into subvectors, each of which is updated in turn while keeping the other ones fixed to their previously updated values. The division of the parameters into subsets should be based on the role or scale of the parameters. For instance, in dynamic conditional correlation MGARCH models one group could contain the parameters involved in modelling the conditional volatilities whereas the other one would consist of the correlation parameters. The downside of such a division is that the number of iterations needed for convergence may grow. However, the procedure increases the efficiency of the estimation.

5 Concluding remarks

In this paper we draw attention to aspects in the estimation of MGARCH models that thus far have not been directly addressed. Parametric (quasi) maximum likelihood estimation of MGARCH models can be regarded as a straightforward task. There are several numerical algorithms designed for tackling such problems. However, due to the nonlinear nature of the model as well as the potentially large number of parameters, the optimization can turn out to be non-trivial. A key problem with the maximization of the likelihood function is that it often has several local maxima. A direct application of any numerical optimizer can lead to unreliable model estimates. Therefore it is crucial to understand the properties of the model to be estimated as well as the properties of the algorithm used in the estimation procedure.
Because the problems in the estimation of MGARCH models are not only theoretical but also depend on the actual implementation of the estimation routine, we also consider aspects that should be given attention when choosing a software program. Due to numerical difficulties in the estimation of MGARCH models, the modeller should be prepared to learn to program new procedures or modify existing ones. The computer code should also be both memory and speed efficient. An important aspect to consider before studying programming is the possibility to extend the functionality of a software program. Object oriented programming (OOP) is a relatively new tool in the estimation of econometric models, although the concept has been in use for decades in commercial software development. The benefits of OOP are already visible in the reduced effort required to carry out simulations and manage data, but there is potential for much more.
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