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Part I

Summary of Thesis
Introduction and summary of the thesis

Testing the unit root hypothesis in nonlinear univariate time series models

It is well known that the traditional unit root tests based on linear models by Dickey and Fuller (1979), Phillips (1987), and Phillips and Perron (1988) lack power when the model under the alternative hypothesis is nonlinear (especially models with structural changes in levels and trends). This is not necessarily a drawback, however, but by empirical findings it seems that many time series exhibit nonlinear adjustment paths towards an equilibrium, see for instance Perron (1989) and Stock and Watson (1996). Evidently, in these situations the classical unit root tests are based on misspecified alternatives and are biased towards nonrejection of the null hypothesis of a unit root, as pointed out in Perron (1990). In particular this has serious implications for applied work. For example, as a macro-economist it is crucial to know how shocks (booms/recessions) to the economy will affect e.g. the GDP in the future, i.e. do the shocks have a permanent or transitory or effect, see Nelson and Plosser (1982). If the adjustment process of the GDP time series is nonlinear, then the outcomes of the traditional unit root tests are most likely fallacious and the impact of shocks to the economy is seen as permanent, when it in fact dies out over time. Obviously there is a need for unit root tests in time series models where the adjustment process towards a long-run equilibrium is nonlinear. Strong research efforts are made in this area, and most of the tests concern nonlinear models with shifts in levels and trends, see for instance Perron (1989), Perron (1990), Perron and Vogelsang (1992), Zivot and Andrews (1992), Banerjee, Lumsdaine, and Stock (1992), Leybourne, Newbold, and Vougas (1998), Harvey and Mills (2002), Saikkonen and Lütkepohl (2002) and Lanne, Lütkepohl, and Saikkonen (2003) among many others.
My contribution to this area consists of deriving several new unit root tests in nonlinear models that accommodate smooth shifts in levels, dynamics, and trends. The models considered are generalizations of the smooth transition autoregressive (STAR) models by, Chan and Tong (1986), and Luukkonen, Saikkonen, and Teräsvirta (1988). As a first-order example, let \( \{y_t\}_{t=1}^{\infty} \) be a stochastic process generated according to

\[
y_t = x_t'\pi_1 + x_t'\pi_2 F(z) + u_t, \quad t = 1, ..., T, \tag{1}
\]

where \( x_t = (1, y_{t-1})' \), \( \pi_1 = (\pi_{10}, \pi_{11})' \), \( \pi_2 = (\pi_{20}, \pi_{21})' \), \( F(z) \) is the transition function discussed in detail below, and \( u_t \) is an error term. I also propose a new model by adding a time trend to the model specification in (1), in which case \( x_t = (1, y_{t-1}, t)' \), \( \pi_1 = (\pi_{10}, \pi_{11}, \pi_{12})' \), and \( \pi_2 = (\pi_{20}, \pi_{21}, \pi_{22})' \). This model is called the smooth transition autoregressive trend (START) model, and is a particularly interesting alternative when one wishes to test the null hypothesis of a random walk with drift. Obviously, the STAR and START models are nonlinear analogues to the linear models which Dickey and Fuller (1979), Phillips (1987), and Phillips and Perron (1988) base their unit root tests on.

In (1) it is the transition function \( F(z) \) that captures the nonlinear adjustment process towards an equilibrium, and it is essential to be precise about the nature of \( F(z) \). It is assumed that \( F(z) \) satisfies the following conditions:

(i) \( F(0) = 0 \). (ii) \( F(z) \) and its derivatives up to order \( n + 1 \) are continuous in an open interval \((-\varepsilon, \varepsilon)\) for \( \varepsilon > 0 \). (iii) \( d^n F(z)/dz^n|_{z=0} \neq 0 \) for some \( n \). (iv) \( F(z) \) is bounded for all \( z \). Typical examples of functions belonging to this class are cumulative distribution functions (after a proper downward shift) or the trigonometric function \( \sin(z) \) where \( z = 2\pi t \gamma / T \) and \( \gamma \) denotes a particular frequency. The transition function that I adopt is the modified logistic cumulative distribution function

\[
F(z) = 1/(1 + e^{-z}) - 1/2, \quad z \equiv \gamma(t - c), \quad \gamma \geq 0, \quad c \in (0, T), \tag{2}
\]

and (1) with (2) is now referred to as the LSTAR and LSTART models. It is clear that (2) satisfies (i) by setting \( \gamma = 0 \). The conditions (ii)-(iv) are trivially met. The transition function in (2) is a non-decreasing function of time and has the range \([-1/2, 1/2]\) allowing the model to change smoothly from an initial equilibrium \( E[y_t|F_{t-1}] = x_t'\pi_1 - 0.5\pi_2 \) to a long-run equilibrium.

---

1Bacon and Watts (1971) coined the term smooth transition.
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\[ E[y_t | F_{t-1}] = x'_t(\pi_1 + 0.5\pi_2) \] with \( t \). This emphasizes that the model (1) with (2) accommodates a smooth shift in levels, dynamics, and trends.\(^2\) The speed of transition between the two equilibriums is determined by \( \gamma \) and the transition is taking place around \( c \). Since the linear autoregressive (AR) process and the threshold autoregressive (TAR) model discussed in Chan and Tong (1986) are models frequently used as alternatives of a unit root hypothesis, it is important to note that both these models emerge as special cases of (1) with (2) by letting \( \gamma \to 0 \) (i.e. no transition) or \( \gamma \to \infty \) (i.e. an instantaneous transition), respectively.

To visualize some of the nonlinear features described above, a typical realization of an LSTAR model is depicted in Figure 1. In particular a smooth shift in level is seen from the traverse from an initial equilibrium at zero towards a long-run equilibrium at 10. Figure 1 also reveals the difficulty in distinguishing between a random walk and an LSTAR model just by visual inspection, especially in small samples.

The test of a unit root in the LSTAR and LSTART models is a joint test of linearity (parameter constancy) and a unit root in the linear part. However, testing linearity, obtained by setting \( \gamma = 0 \) in (2), causes problems with unidentified parameters under the null hypothesis. I remedy this problem by a Taylor approximation of a suitable order of \( F(t; \gamma, c) \) around \( \gamma = 0 \), as suggested in Luukkonen, Saikkonen, and Teräsvirta (1988). The approximation is applied to (1), and merging terms yields auxiliary regression equations that serve as a framework within which the unit root hypothesis is posed and tested. The crucial implication of the unit root hypothesis is that the asymptotic normality of the OLS estimates in the auxiliary regression equations, derived in Lin and Teräsvirta (1994), is no longer valid. Instead the distributional theory is non-standard and characterized by functionals of standard Brownian motions on the unit interval.

It should be pointed out that unit root tests already exist in the STAR framework, see for instance Enders and Granger (1998), Bec, Salem, and Carrasco (2002), Eklund (2003a), Eklund (2003b), and Kapetanios, Shin, and Snell (2003). They differ, however, fundamentally in that the transition function is assumed to be stochastic whereas in the present case it is deterministic. More closely related approaches where the transition is a function of time are found in Leybourne, Newbold, and Vougas (1998) and Harvey and Mills (2002). They test a unit root in time series models with a smooth transition in the intercept and the trend, many of which are nested within the LSTAR

\(^2\)It is not necessary to allow for a smooth transition in all parameters. One may consider a smooth transition only in a sub-set of the parameters.
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Figure 1 Typical realizations of an LSTAR(1) model (solid line) with initial and long-run equilibriums (dashed line), a stationary AR(1) process (dash-dotted line), and a random walk (dotted line)

and LSTAR models. More importantly, on the contrary to their simulation based results, the distributional theory is provided in detail along the testing procedures.

It is important to describe the implications of the testing philosophy that is adopted, and why it is a powerful device if one wishes to find evidence against the null hypothesis of a unit root. Since the tests are based on auxiliary regression equations, what does it mean if the null hypothesis of a non-stationary process is rejected? What can one say about the alternative? First note that essentially the same tests are obtained for any transition function with a valid Taylor approximation. Consider the following example: Applying a first-order Taylor approximation to the logistic and trigonometric functions $F(t; \gamma, c) = 1/(1 + e^{-\gamma(t-c)}) - 1/2$ and $G(t; \gamma) = \sin(2\pi t \gamma/T)$, respectively, leads to the same test in the sense that both approximations yield auxiliary regressions that contain the same set of explanatory variables. Moreover, by varying the order of the approximation, tests that are nested are obtained. Consider the following example: Applying a first-order Taylor approximation
Summary

to a transition function with two transitions

$$F_2(t; \gamma, c_1, c_2) = 1/(1 + e^{-\gamma(t-c_1)(t-c_2)}) - 1/2, \quad \gamma > 0, \quad c_1 < c_2,$$

in (1) yields a set of explanatory variables that are contained in the corresponding set of explanatory variables obtained by using a third-order Taylor approximation of $F(t; \gamma, c)$.

The discussion about the Taylor approximation also raises the important issue of a suitable order of approximation. This must depend upon the application, but in most of the cases, a third-order approximation of $F(t; \gamma, c)$ is enough. However, a test based on a transition function with $m$ ($m \geq 1$) transitions

$$F_m(t; \gamma, c_1, ..., c_m) = 1/(1 + e^{-\gamma \Pi_{i=1}^{m}(t-c_i)}) - 1/2, \quad \gamma > 0, \quad c_1 < ... < c_m,$$

with a first-order Taylor approximation is always nested within a test based on a $(m+2)$th-order Taylor approximation of $F(t; \gamma, c)$. It seems therefore, at least conceptually, desirable to derive tests where the order of approximation of $F(t; \gamma, c)$ in (2) is arbitrary.

To conclude, the rejection of the null hypothesis is for a wide class of non-linear models, and by increasing the order of the approximation of $F(t; \gamma, c)$, the members in the class increase. This also means that in a case of rejection the modeller is not left with a unique parametric alternative. However, suggestions and guidelines of how to proceed are for instance given in Teräsvirta (1994) and Teräsvirta (1998).

To this end, in the two first chapters in the thesis I establish the theory for a mth-order approximation of $F(t; \gamma, c)$ when testing the unit root hypothesis in pth-order LSTAR and LSTART models.

Testing the unit root hypothesis in nonlinear panel data models

In the case of a non-rejection of the unit root hypothesis in single time series by using traditional unit root tests, it has become a common practice to gather additional information by constructing a panel of single time series and to apply one of the conventional unit root tests in panels by Quah (1994), Harris and Tzavalis (1999), Levin, Lin, and Chu (2002), and Im, Pesaran, and Shin (2003). This is done in order to be able to find evidence against the null hypothesis, when for instance one examines the purchasing power parity conjecture. However, as pointed out above, many single time series seem to
be of a nonlinear nature and if one were to consider a panel, it would seem natural to consider the option that the cross sections in a panel, or at least a fraction of them, are nonlinear as well. If so, the conventional unit root tests in aforementioned papers will not have satisfactory power. Even though a panel set-up is considered, and the amount of information increased, a non-rejection of the null hypothesis is very likely. In other words, the issue of unit root tests in nonlinear panels is highly relevant.

Attempts towards this goal can be found in Im and Lee (1999), Silvestre, Barrio-Castro, and Lopez-Bazo (2001), Tzavalis (2002), and Bai and Silvestre (2003). They derive unit root tests in a panel allowing each cross section to have an instant structural shift in both the intercept and the time trend. My contribution consists of deriving tests of a common unit root hypothesis in a panel logistic smooth transition autoregressive (PLSTAR) model, where each cross section is modelled as the LSTAR model in (1) with (2). The panel thus accommodates a more gradual change in the intercepts (time-varying fixed effects, see e.g. Ahn, Lee, and Schmidt (2001) for examples) and in the dynamic structures of the cross section units over time. In Chapters 3 and 4 two different approaches to testing a common unit root in a PLSTAR model are described.

In Chapter 3 the PLSTAR model is specified under the assumption that all cross section units have the same autoregressive roots, implying that it is possible to pool the data after the fixed effects have been eliminated, and a common test of a unit root is accomplish by the least squares dummy variable (LSDV) estimator. An appealing fact is that the test statistic is derived under the assumption of a fixed time dimension and a large number of cross sections. Recall that it may be difficult in small samples to visually distinguish between a random walk and a LSTAR model. This approach is inspired by the one in Harris and Tzavalis (1999), and their results follow as special cases. The limiting distribution of the test statistic is the normal distribution and the first two moments of the test statistic are calculated analytically and inference is easily made.

One restrictive assumption about the PLSTAR model in Chapter 3 is that all cross sections under the alternative hypothesis should converge to a long-run equilibrium at the same rate. In Chapter 4 this assumption is relaxed by generalizing the PLSTAR model so that all parameters are cross section specific. In practice this means that the alternative hypothesis can be a mixture of linear, nonlinear, and non-stationary models. The test of a common unit root in the PLSTAR model is based on averaging the individual t-statistics of a unit root in a specific cross section. This approach is related to the testing
framework in linear panels by Im, Pesaran, and Shin (2003). The limiting distribution of the test statistics is the normal distribution but with moments that are hardly tractable, and as a result they are obtained by simulations.

Last, a brief summary of the main contributions in each of the four chapters follows.

Chapter 1: Testing parameter constancy in unit root autoregressive models against continuous change

In this chapter we derive tests of parameter constancy when the data generating process is non-stationary against the hypothesis that the parameters of the model change smoothly over time. To obtain the asymptotic distributions of the tests, we generalize many theoretical results, and derive new ones, in unit root econometrics. The results are derived under the assumption that the error term is a strong mixing. Small sample properties of the tests are investigated, and the results indicate that the tests have satisfactory power results when the alternative is a nonlinear model with a small shift in levels and clear change in dynamics.

Chapter 2: Dickey-Fuller type of tests against nonlinear dynamic models

In this chapter we introduce several test statistics of testing the null hypotheses of a random walk (with or without drift) against models that accommodate a smooth nonlinear shift in the level, the dynamic structure, and the trend. We derive analytical limiting distributions for all tests. Finite sample properties are examined. The performance of the tests is compared to that of the classical unit root tests by Dickey-Fuller and Phillips and Perron, and is found to be superior in terms of power.

Chapter 3: Inference for unit roots in a panel smooth transition autoregressive model where the time dimension is fixed

In this chapter we derive a unit root test against a Panel Logistic Smooth Transition Autoregressive (PLSTAR). The analysis is concentrated on the case where the time dimension is fixed and the cross section dimension tends to
Summary

infinity. Under the null hypothesis of a unit root, we show that the LSDV estimator of the autoregressive parameter in the linear component of the model is inconsistent due to the inclusion of fixed effects. The test statistic, adjusted for the inconsistency, has an asymptotic normal distribution whose first two moments are calculated analytically. To complete the analysis, finite sample properties of the test are examined. We highlight scenarios under which the traditional panel unit root tests by Harris and Tzavalis have inferior or reasonable power compared to our test.

Chapter 4: Testing unit roots in nonlinear dynamic heterogeneous panels

In this chapter we present a unit root test in a nonlinear dynamic heterogeneous panel with each cross section modelled as an LSTAR model. All parameters are viewed as cross section specific. We allow for serially correlated errors over time and heterogeneous variance among cross sections. The test is derived under three special cases: (i) The number of cross sections and observations over time are fixed. (ii) Observations over time are fixed and the number of cross sections tends to infinity. (iii) The number of observations over time tends to infinity first and the number of cross sections thereafter. Small sample properties of the test indicate modest size distortions. The power is superior to the power of the Im, Pesaran and Shin $t$-type of test. The results also suggest clear improvements in power compared to a univariate unit root test that allows for nonlinearities under the alternative hypothesis.


Part II

The Chapters
Chapter 1

Testing Parameter Constancy in Unit Root Autoregressive Models Against Continuous Change
1.1 Introduction

The issue of parameter constancy in time series models is important and arises since it appears that data from many e.g. economic time series rather support models whose parameters are likely to be affected by an economical environment, see for instance Stock and Watson (1996). These time series exhibit properties that could be captured by models allowing for parameters that vary, and this most likely in a nonlinear way. Testing parameter constancy in nonlinear models becomes therefore important in attempts to detect misspecified models and avoid invalid inference.

There is vast literature on how to proceed, and the general approach is to have parameter constancy as the null hypothesis and test it against a parametric alternative. The parametric alternative and its properties are therefore in focus, and could for instance be characterized by parameters varying over time or that they change (mostly a one-time change) with some other endogenous/exogenous threshold variable, see for instance Chu and White (1991), Hansen (1992), and Andrews (1993). Time-varying parameters could be divided into two broad categories, i.e. parameters being stochastic (e.g. a random walk) or that they change according to a certain nonlinear deterministic function over time. For the former, see for instance Nyblom (1989). The latter will be in focus in this chapter.

Considering nonlinear deterministic functions, the theory has evolved from testing against abrupt changes (an instantaneous structural break) to testing against more general and flexible functions where the parameters are allowed to have multiple smooth changes over time. As such, Lin and Terasvirta (1994) discuss testing the null hypothesis of a linear autoregressive model against the logistic smooth transition autoregression (LSTAR) model. They assume that the data generating process (DGP) is stationary under the null hypothesis and asymptotic normality holds in their framework.

However, for many time series it may be difficult just by visual inspection to distinguish between data that have been generated by a random walk or data generated by a model that is nonlinear in parameters. It is therefore natural to discuss the same issue as in Lin and Terasvirta (1994) when the stationary assumption is relaxed, and instead consider a random walk (with or without a drift) as the DGP when the modeller tests parameter constancy in the LSTAR model. Furthermore, another appealing feature of our approach is that our test is a direct test in the sense that it is based on "raw" data, and the first step is not to make the data stationary by taking first differences.

Imposing the assumption of a random walk means that we abandon the asymptotic normality of the OLS estimates for a non-standard limiting distri-
bution characterized by various functionals of Brownian motions on the unit interval. The derived test statistic is robust for a wide class of error terms. In the sequel of finding the limiting distribution of our test, we generalize many asymptotic theoretical results in the area of unit roots that for instance could be found in Phillips (1987), Phillips and Perron (1988), and Hamilton (1994) among others, and new results are introduced.

The rest of this chapter is organized as follows. In Section 1.2 we present the parametric alternative, i.e. the LSTAR model. Joint tests of linearity and non-stationarity in an LSTAR model as well as the distributional theory of the tests and their properties are described in Section 1.3. In Section 1.4 the Monte Carlo experiments are reported. Concluding remarks are found in Section 1.5. A Lemma and proofs are given in the Mathematical Appendix.

1.2 The model

Consider the logistic smooth transition autoregression model of order \( p \), henceforth abbreviated the LSTAR(p) model,

\[
y_t = x_t' \pi_1 + x_t' \pi_2 F(t; \theta) + u_t, \quad t = 1, \ldots, T,
\]

where \( x_t = (1, y_{t-1}, \ldots, y_{t-p}) \) is a \( (p+1) \times 1 \) vector and \( p \in \mathbb{N} \), \( \pi_1 = (\pi_{10}, \ldots, \pi_{1,p})' \in \mathbb{R}^{p+1} \), \( \pi_2 = (\pi_{20}, \ldots, \pi_{2,p})' \in \mathbb{R}^{p+1} \), \( u_t \) is an error term with properties discussed in detail in the next subsection, \( F(t, \theta) \) is a logistic smooth transition function. Following Lin and Teräsvirta (1994) a full parametrization of \( F(t, \theta) \) in (1.1) is given by

\[
F(t; \theta) = \frac{1}{1 + \exp\{-\gamma (t^{k} + \alpha_1 t^{k-1} + \ldots + \alpha_{k-1} t + \alpha_k)\}}, \quad k = 1, 2, 3, \quad (1.2)
\]

where \( \theta = (\gamma, \alpha)' \in [0, \infty) \times \mathbb{R}^k \), \( \alpha = (\alpha_1, \ldots, \alpha_k)' \) and \( \alpha \in \mathbb{R}^k \) such that the roots of the polynomial in (1.2) are real. For any fixed \( \theta \), \( F(t) \) defines a bounded function since \( F(t) : \mathbb{R}_+ \rightarrow [0, 1] \). In the special case \( k = 1 \) and \( \gamma \in (0, \infty) \) the transition is increasing in \( t \) allowing the model in (1.1) with (1.2) to change from \( E[y_t | \mathcal{F}_{t-1}] \approx x_t' \pi_1 \) to \( E[y_t | \mathcal{F}_{t-1}] \approx x_t' (\pi_1 + \pi_2) \) with \( t \). The parameters \( \gamma \) and \( \alpha_1 \) have a clear interpretation. The latter is a location parameter which indicates where the symmetric transition takes place, and the former determines the speed of transition. Letting \( \gamma \rightarrow \infty \) implies that the transition takes place instantaneously at \( \alpha_1 \), and \( F \) becomes the

\footnote{For \( k = 2 \), Lin and Teräsvirta (1994) define the transition function \( F(t) = 1 - \exp\{-\gamma (t - \alpha)^2\} \).}
indicator function: \(1_{(\alpha_1,0)}(t) = 1\) if \(t \in (\alpha_1,0)\) and \(1_{(\alpha_1,0)}(t) = 0\) if \(t \notin (\alpha_1,0)\) and the model in (1.1) becomes a threshold autoregressive (TAR) model of order \(p\). On the other hand, letting \(\gamma \rightarrow 0\) implies that \(F \rightarrow 1/2\) and the resulting model in (1.1) is a linear AR\((p)\) model with parameter vector equal to \((\pi_1 + \pi_2)/2\). Moreover, with \(k \geq 2\) the transition function \(F\) exhibits two or more transitions and the transition paths are nonmonotonic. Finally note that for any \(k\) and \(\gamma \in [0,\infty)\) we have that \(F\) is differentiable and for \(\gamma = \infty\), \(F\) exhibits point(s) of discontinuity.

1.3 Testing procedures

Our aim is to test for parameter constancy in (1.1), under the assumption that the true process is a random walk. To proceed and ease up exposition, we focus on the LSTAR\((1)\) model with one transition, i.e. we let \(p = k = 1\) in (1.1) and (1.2).

1.3.1 Testing parameter constancy in the LSTAR\((1)\) model

We will first exploit the implications of linearity. We can, without loss of generality, replace \(F\) in (1.2) by a downward shift, say \(\tilde{F}\), defined by

\[
\tilde{F}(t, \theta) = F(t, \theta) - 0.5. \tag{1.3}
\]

It is now evident that we could test for parameter constancy in (1.1) by letting \(\gamma = 0\), since \(\tilde{F}(t, \theta) = 0\) for all \(t\) and \(\alpha\). It is therefore natural to define the hypothesis \(H_0: \gamma = 0\) against \(H_1: \gamma > 0\).\(^2\) We have, however, an identification problem under the null hypothesis, since the vectors \(\pi_2\) and \(\alpha\) will be undetermined, see e.g. Luukkonen, Saikkonen, and Teräsvirta (1988). This problem could be solved by approximating \(\tilde{F}\) in a neighborhood of \(\gamma = 0\). An obvious candidate is a first-order Taylor approximation of \(\tilde{F}\) around \(\gamma = 0\), and yields

\[
A_1(t; \gamma, \alpha_1) = 0.25\gamma(t + \alpha_1) + r_1, \tag{1.4}
\]

and \(r_1\) is the remainder. Substituting (1.4) into (1.1) gives a linear approximation of the LSTAR model,

\[
y_t = \pi_{10} + \pi_{11}y_{t-1} + (\pi_{20} + \pi_{21}y_{t-1}) \gamma(t + \alpha_1) + u^*_t, \tag{1.5}
\]

\(^{2}\)To identify (1.1) under the alternative, one has to assume either \(\gamma > 0\) or \(\gamma < 0\). We choose \(a\) priori to rule out \(\gamma < 0\) because in the definition of \(F\) in (1.2) it is assumed that \(\gamma \in [0,\infty)\).
and \( u_t^* \) is the error term adjusted with respect to the Taylor expansion where \( u_t^* = u_t \) holds under the null hypothesis. Collecting the terms in (1.5) yields the reparametrized auxiliary regression model

\[
y_t = s_t^r \lambda + (y_{t-1}s_t)' \varphi + u_t^*,
\]

where \( s_t = (1, t)' \), \( \lambda = (\lambda_0, \lambda_1)' \), \( \varphi = (\varphi_{01}, \varphi_{11})' \). The auxiliary null hypothesis of parameter constancy becomes,

\[
H_0^{aux} : \lambda_0 \in \mathbb{R}, \lambda_1 = 0, \varphi_{01} \in \mathbb{R}, \varphi_{11} = 0.
\]

The null hypothesis in (1.7) implies that the regression equation in (1.6) is reduced to an AR(1) process with an intercept since the terms involving a time trend are equal to zero.

### 1.3.2 Testing unit roots in the LSTAR(1) model

Lin and Teräsvirta (1994) assume that the model (1.6) is stationary under the null hypothesis, i.e. \( \varphi_{01} \in (-1, 1) \). We will in contrast consider a random walk as the true DGP implying the null hypothesis \( H_0 : \varphi_{01} = 1 \), and assume stability under the alternative hypothesis, i.e. \( H_1 : \varphi_{01} < 1 \). Therefore, the joint auxiliary hypothesis of parameter constancy and non-stationarity is given by

\[
H_0^{aux} : \lambda_0 \in \mathbb{R}, \lambda_1 = 0, \varphi_{01} = 1, \varphi_{11} = 0.
\]

Since the model in (1.6) contains an intercept, \( y_{t-1} \) is under the null hypothesis asymptotically equivalent to \( \lambda_0(t - 1) \). Thereby we will have a problem with collinearity in large samples because a time trend is already included in (1.6), see e.g. Sims, Stock, and Watson (1990) and Hamilton (1994). To avoid this problem, we first note that the process under the null hypothesis is a random walk with drift implying that \( E[y_t] = \lambda_0 t \). We define therefore a new explanatory variable according to \( \xi_{t-1} = y_{t-1} - E_{H_0^{aux}}[y_{t-1}] \). This transformation implies the regression model

\[
y_t = s_t^* \lambda^* + (\xi_{t-1}s_t)' \varphi^* + u_t^*,
\]

where \( s_t^* = (s_t^r, t^2)' \), \( \lambda^* = (\lambda_0^*, ..., \lambda_2^*)' \), and \( \varphi^* = (\varphi_{01}^*, \varphi_{11}^*)' = \varphi = (\varphi_{01}, \varphi_{11})' \). The null hypothesis of (1.8) is now equivalent to

\[
H_0^{aux} : \lambda_1^* \in \mathbb{R}, \lambda_0^* = \lambda_2^* = 0, \varphi_{01}^* = 1, \varphi_{11}^* = 0.
\]

All necessary transformations are now accomplished in the sense that the process under the null hypothesis of (1.10) is a random walk without drift given by \( \xi_t = \xi_{t-1} + u_t \).
1.3.3 A joint test of parameter constancy and non-stationarity

We make the following general assumptions on the error term in (1.1) under the null hypothesis (1.10).

**Assumption 1** Let \( \{u_t\}_{t=1}^{\infty} \) be sequence of random variables defined on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\), satisfying

(A.1.1) \( E u_t = 0 \) for all \( t \).

(A.1.2) \( \sup_{t \in \mathbb{N}} E |u_t|^\beta + \delta < \infty \) for some \( \beta \in (2, \infty) \) and \( \delta > 0 \).

(A.1.3) \( \sigma^2 = \lim_{T \to \infty} T^{-1} E \left( \sum_{t=1}^{T} u_t \right)^2 \) exists and \( \sigma^2 \in (0, \infty) \).

(A.1.4) \( \{u_t\}_{t=1}^{\infty} \) is strong mixing with mixing coefficients \( \alpha(m) \) satisfying \( \sum_{m=1}^{\infty} \alpha(m)^{1-2/\beta} < \infty \).

Under Assumption 1 the limiting distribution for the OLS estimators \((\hat{\lambda}^*, \hat{\phi}^*)\) in (1.9) under the null of (1.10) can be derived. The result is given in the following theorem.

**Theorem 1.1** Consider model (1.9) when (1.10) holds. Furthermore, assume that \( \{u_t\}_{t=1}^{\infty} \) satisfies Assumption 1. Then the least square estimator \( \hat{\varphi} = \left( \sum_{t=1}^{T} h_t h_t^\prime \right)^{-1} \left( \sum_{t=1}^{T} h_t y_t \right) \) of \( \varphi = (\lambda^*, \phi^*)' \) in (1.9), where \( \hat{\lambda} = (\hat{\lambda}^*, \hat{\phi}^*)' \) and \( h_t = (s_t, (\xi_{t-1}s_t)')' \), has the following asymptotic properties

\[
\gamma_T (\hat{\varphi} - \varphi) \xrightarrow{d} \Psi^{-1} \Pi, \\
\hat{\varphi} - \varphi \xrightarrow{p} 0,
\]

where \( \gamma_T = \text{diag} \{ T^{1/2}, T^{3/2}, T^{5/2}, T, T^2 \} \), and

\[
\Psi = \begin{bmatrix}
M_1 & \sigma M_2 \\
\sigma M_2' & \sigma^2 M_3
\end{bmatrix}, \quad \Pi = \begin{bmatrix}
\sigma \Pi_1 \\
(\sigma^2/2) \Pi_2'
\end{bmatrix},
\]

where the sub-matrices are given by

\[
M_1 = \begin{bmatrix}
1 & 1/2 & 1/3 \\
1/2 & 1/3 & 1/4 \\
1/3 & 1/4 & 1/5
\end{bmatrix},
\]

\[
M_2 = \begin{bmatrix}
\int_0^1 W(r)dr & \int_0^1 rW(r)dr \\
\int_0^1 rW(r)dr & \int_0^1 r^2W(r)dr \\
\int_0^1 r^2W(r)dr & \int_0^1 r^3W(r)dr
\end{bmatrix},
\]

\[
M_3 = \begin{bmatrix}
\int_0^1 W^2(r)dr & \int_0^1 rW^2(r)dr \\
\int_0^1 rW^2(r)dr & \int_0^1 r^2W^2(r)dr
\end{bmatrix},
\]
\[ \Pi_1 = \begin{bmatrix} W(1) \\ W(1) - \int_0^1 W(r) \, dr \\ W(1) - 2 \int_0^1 r W(r) \, dr \end{bmatrix}, \]

\[ \Pi_2 = \begin{bmatrix} W(1)^2 - \tilde{\sigma}_u^2 / \sigma^2 \\ W(1)^2 - \int_0^1 W^2(r) \, dr - \tilde{\sigma}_u^2 / (2\sigma^2) \end{bmatrix}, \]

where \( \xrightarrow{p} \) and \( \xrightarrow{d} \) denote convergence in probability and distribution, respectively, \( W(r) \) abbreviates a standard Brownian motion on \([0,1]\), and \( \tilde{\sigma}_u^2 = \lim_{T \to \infty} T^{-1} \sum_{t=1}^{T} \bar{u}_t^2 \) such that \( \tilde{\sigma}_u^2 \in (0, \infty) \).

**Proof.** See Appendix A.

Note that under the null hypothesis (1.10), \( \phi_{01} = \pi_{11} \). It follows from Theorem 1.1 that the limiting distribution of \( T(\phi_{01} - 1) \) is given as follows.

**Corollary 1.2** Suppose that the conditions of Theorem 1.1 hold. Define the test statistic

\[ T_n \equiv T(\phi_{01} - 1). \]

Then

\[ T_n \xrightarrow{d} Q_1(W(r)) + Q_2(W(r); \sigma^2, \tilde{\sigma}_u^2), \tag{1.13} \]

where \( Q_1 \) and \( Q_2 \) are functions of Brownian motions defined in the Appendix A. Remark that \( Q_2 \) depends upon the nuisance parameters \( \sigma^2 \) and \( \tilde{\sigma}_u^2 \). Hence, define the adjusted restricted test statistic

\[ T_a \equiv T_n - \hat{Q}_2, \]

where

\[ \hat{Q}_2 = T^2 (\sigma^2 - \tilde{\sigma}_u^2) \Lambda_{44} / (2\sigma^2 s_T^2) + T^3 (\sigma^2 - \tilde{\sigma}_u^2) \Lambda_{45} / (4\sigma^2 s_T^2), \]

with

\[ \Lambda_{44} = s_T^2 \bar{r}_1 \left[ \sum_{t=1}^{T} h_t h'_t \right]^{-1} r_1', \quad r_1 = \begin{bmatrix} 0 & 0 & 0 & 1 & 0 \end{bmatrix}, \]

\[ \Lambda_{45} = s_T^2 \bar{r}_1 \left[ \sum_{t=1}^{T} h_t h'_t \right]^{-1} r_2', \quad r_2 = \begin{bmatrix} 0 & 0 & 0 & 0 & 1 \end{bmatrix}, \]

\[ s_T^2 = \sum_{t=1}^{T} (y_t - h_t' \hat{\psi}_1)^2 / (T - 5). \]

Then,

\[ T_a \xrightarrow{d} Q_1(W(r)). \tag{1.14} \]

**Proof.** See Appendix A.
There are several things to note about the results in (1.13) and (1.14). First, both tests are invariant with respect to $\lambda_0$ in (1.8), meaning that both tests are invariant with respect to if the true model is a random walk with or without drift. Second, it is only the limiting distribution for $T_a$ that is invariant with respect to all nuisance parameters $\{\lambda_0, \sigma^2, \hat{\sigma}_u^2\}$, whereas, as shown in appendix, the limiting distribution for $T_n$ is a function of $\sigma^2$ and $\hat{\sigma}_u^2$. However, if $\{u_t\}_{t=1}^{\infty}$ is an i.i.d. sequence, $\sigma^2 = \hat{\sigma}_u^2$ holds, and it follows that $T_n \overset{d}{\to} Q_1$. Third, even if the limiting distribution $Q_1$ is nuisance parameter free, the test statistic $T_a$ itself contains nuisance parameters. This means that we must replace $\sigma^2$ and $\hat{\sigma}_u^2$ with some consistent estimates to operationalize the test, see for instance Phillips (1987). So far only the properties under the null hypothesis are mentioned, but under the alternative hypothesis and especially that $\varphi_{01}^* \in (-1,1)$, the estimates $\hat{\varphi}$ from the auxiliary regression equation in (1.9) are normally distributed, see Lin and Teräsvirta (1994). In particular, in our case it follows that $\varphi_{01}^* \sim O_p(T)$ rather than $O_p(T^{1/2})$.

Furthermore, it is natural to consider the $F_{OLS}$-test of the joint hypothesis in (1.10) which can be expressed as $R \hat{\varphi} = r$, where $R = [\begin{bmatrix} 0 & 1 \end{bmatrix}^\prime]$ and $0$ is the $4 \times 1$ the null vector and $r = [\begin{bmatrix} 0 & 0 & 1 & 0 \end{bmatrix}^\prime]$. The $F_{OLS}$-test statistic and its limiting distribution are given in the following corollary.

**Corollary 1.3** Define the OLS $F$ statistic

$$F_{OLS} \equiv \left( R \hat{\varphi} - r \right)^\prime \left\{ S^2 \sigma_u^2 R \left[ \sum_{t=1}^{T} h_t h'_t \right]^{-1} R' \right\}^{-1} \left( R \hat{\varphi} - r \right) / 4. \tag{1.15}$$

Consider model (1.9) when (1.10) holds. Assume that $\{u_t\}_{t=1}^{\infty}$ satisfies Assumption 1. Then

$$F_{OLS} \overset{d}{\to} \Pi' \Psi^{-1} R' \left\{ \sigma_u^2 R \Psi^{-1} R' \right\}^{-1} R \Psi^{-1} \Pi / 4. \tag{1.16}$$

Furthermore, if $\{u_t\}_{t=1}^{\infty}$ is an i.i.d. sequence, then,

$$F_{OLS} \overset{d}{\to} \left[ \begin{bmatrix} \Pi_1 \\ \Pi_{2/2} / 2 \end{bmatrix} \right]' \left[ \begin{bmatrix} M_1 & M_2' \\ M_2 & M_3 \end{bmatrix} \right]^{-1} R' \left\{ R \left[ \begin{bmatrix} M_1 & M_2' \\ M_2 & M_3 \end{bmatrix} \right]^{-1} R' \right\}^{-1}$$

$$\times R \left[ \begin{bmatrix} M_1 & M_2' \\ M_2 & M_3 \end{bmatrix} \right]^{-1} \left[ \begin{bmatrix} \Pi_1 \\ \Pi_{2/2} / 2 \end{bmatrix} \right] / 4. \tag{1.17}$$

**Proof.** See Appendix A. ■
Without the i.i.d. assumption for the error term, the limiting distribution in (1.16) of $F_{OLS}$ would contain the nuisance parameters $\sigma^2$ and $\sigma_u^2$. However, adding the i.i.d. assumption gives that $\sigma^2 = \sigma_u^2$ holds and it is immediately seen that (1.17) is nuisance parameter free.

1.4 Monte Carlo experiments

1.4.1 Asymptotic critical values and empirical size of the parameter constancy tests

In this subsection we present the critical values for the adjusted restricted test statistic, $T_\alpha$, in Corollary 1.2. For illustration and comparison we also present the critical values for the corresponding test statistic based on a third-order Taylor expansion denoted $T_3$. The critical values for the $F_{OLS}$ test statistic in Corollary 1.3 are presented as well. When generating the asymptotic distributions, we let $T = 1\,000\,000$ to simulate a Brownian motion $W(t)$ on $[0,1]$, and the number of replications are set to $1\,000\,000$, yielding the asymptotic critical values. The finite-sample critical values are obtained by simulating data from the model

$$Y_t = Y_{t-1} + U_t$$

where $U_t \overset{iid}{\sim} (0,1)$ with desired sample sizes, and thereafter the test statistics in (1.14) and (1.15) are calculated. This procedure is repeated $1\,000\,000$ times, yielding the finite-sample distributions of the tests. The results are shown in Table 1.1.

In Table 1.1 we see that the rejection of the null hypothesis requires large absolute values when using the $T_\alpha$ or $T_3$ tests, and the empirical distributions are heavily skewed to the left. We also see that the critical values for the $T_\alpha$ test converge faster to the asymptotic critical values than for the $T_3$ test, but both tests and their critical values at small sample sizes provide rather poor approximations of the asymptotic critical values. For the $F_{OLS}$ test we see that it requires substantially higher observed values to reject the null hypothesis than compared to the standard $F_{OLS}$ distribution.

In the case $U_t \sim nid(0,1)$ we can ignore the estimation of the nuisance parameters $\sigma^2$ and $\sigma_u^2$ and we have that $Q_2 = 0$ holds for all sample sizes. However, allowing for some more complex structure for the error term, we have to estimate $Q_2$. It is well known that classical unit root tests suffer from rather large size distortions when the error term follows an MA(1) process with moving average coefficient close to plus/minus 1, see e.g. Schwert (1989).

---

3The critical values for $T_3$ in Table 1.1 refer to the test statistic $T_3 = T(\hat{\varphi}_{01} - 1)$, based on the auxiliary regression

$$y_t = s_t^* \lambda^* + (\xi, s_t)' \varphi^* + u_t^*,$$

where $s_t^* = (s_t', t^4)'$, $\lambda^* = (\lambda_1^*, ..., \lambda_5^*)$, $\varphi^* = (\varphi_{01}, ..., \varphi_{04})'$, and $u_t^*$ is an error term with the same properties as the error term in (1.1).
Table 1.1 Critical values for the parameter constancy tests when the DGP is a random walk with i.i.d. increments.

<table>
<thead>
<tr>
<th>$T$</th>
<th>Probability that $T_a$ is less than entry</th>
<th>Probability that $T_3$ is less than entry</th>
<th>Probability that $\hat{F}_{OLS}$ is less than entry</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>-44.28 -32.82 -27.05</td>
<td>-119.64 -90.06 -75.56</td>
<td>4.61 5.38 7.12</td>
</tr>
<tr>
<td>100</td>
<td>-49.33 -35.70 -29.18</td>
<td>-138.48 -103.72 -86.31</td>
<td>4.42 5.10 6.51</td>
</tr>
<tr>
<td>500</td>
<td>-54.83 -38.72 -31.34</td>
<td>-168.48 -121.80 -99.73</td>
<td>4.28 4.88 6.16</td>
</tr>
<tr>
<td>$\infty$</td>
<td>-55.62 -39.35 -31.87</td>
<td>-175.31 -126.50 -103.11</td>
<td>4.26 4.85 6.09</td>
</tr>
</tbody>
</table>

Notes: The probability shown at the head of each column is the area in the left-hand tail. The results are based on 1 000 000 replications.

and Hall (1989). We choose therefore to study the empirical size of the $T_a$ test in (1.14) when the error term is given by the MA(1) process $u_t = \varepsilon_t + \theta \varepsilon_{t-1}$ with $\varepsilon_t \sim \text{nid}(0, 1)$ and $\theta \in \{-0.8, -0.5, 0, 0.5, 0.8\}$. To see how this affects the size of the $T_a$ test, we calculate the empirical size (estimated size) for $T = 50, 100, 250$ and 1 000, based on 1 000 000 replications. The empirical size, for a fixed sample size and significance level, is measured by calculating $T_n - \hat{Q}_2$ and seeing how many times it is less than the critical value given in Table 1.1. To operationalize $\hat{Q}_2$ we use the Newey-West estimator with lag truncation parameter $l$ equal to 4 to estimate $\sigma^2$, and $\sigma^2_u$ is estimated, consistently, with $T^{-1} \sum \hat{u}_t^2$. The results are presented in Table 1.2.

In Table 1.2 the empirical sizes reported in the first columns are based on the unadjusted test (UAT) statistic, i.e. we don’t subtract $\hat{Q}_2$ from $Q_1$. The results in the second columns are based on $T_n - \hat{Q}_2$, i.e. the adjusted test (AT) statistic. From this table we see that we reject the null hypothesis far too often for negative values of $\theta$, and also that the test is undersized for positive values of $\theta$. Of course one hopes that AT statistic would perform significantly better than the UAT statistic, and with an estimated size that is close to the nominal size. This is not the case, however, and the improvement upon the empirical size is rather modest. It is clear that the adjustment is far from

---

4The lag-truncation parameter in the Newey-West estimator is in our case chosen somewhat arbitrarily. Phillips (1987) shows that the Newey-West estimator can provide a consistent estimate of $\sigma^2$ in an MA($\infty$) process when $l, T \to \infty$ such that $l/T^{1/4} \to 0$ holds.
Table 1.2 The empirical size of $T_1$ when the DGP is a random walk with MA(1) increments.

<table>
<thead>
<tr>
<th>$\theta$</th>
<th>T=50</th>
<th>T=100</th>
<th>T=250</th>
<th>T=1000</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>UAT</td>
<td>AT</td>
<td>UAT</td>
<td>AT</td>
</tr>
<tr>
<td>-0.8</td>
<td>0.845</td>
<td>0.695</td>
<td>0.982</td>
<td>0.976</td>
</tr>
<tr>
<td>-0.5</td>
<td>0.463</td>
<td>0.444</td>
<td>0.597</td>
<td>0.551</td>
</tr>
<tr>
<td>0.0</td>
<td>0.050</td>
<td>0.053</td>
<td>0.050</td>
<td>0.051</td>
</tr>
<tr>
<td>0.5</td>
<td>0.003</td>
<td>0.013</td>
<td>0.003</td>
<td>0.014</td>
</tr>
<tr>
<td>0.8</td>
<td>0.002</td>
<td>0.006</td>
<td>0.001</td>
<td>0.007</td>
</tr>
</tbody>
</table>

Notes: The nominal size is 5% and the results are based on 10 000 replications. UAT refers to (1.14) without the adjusting term. AT abbreviates the test in (1.14) with the adjusting term.

The poor size properties for the adjusted test statistic are explained by the fact that the adjustment factor $\hat{Q}_2$ is hardly correct in small samples. However, even for $T = 1000$ the estimates of $\sigma^2$ and $\sigma^2$ can be quite far away from their true values. This problem could be solved, at least partially, by considering the approach of instrumental variables as in Hall (1989) or by adding lags of the error term. In our case, the latter would be equivalent to considering an LSTAR(p) model instead of the LSTAR(1) model. Schwert (1989) reports that for the classical augmented Dickey-Fuller unit root tests with 12 lags included and the corresponding $t$-type of test statistic, the size distortions are eliminated. Even though the deficit performance of the adjustment factor $\hat{Q}_2$, Campbell and Perron (1991) argue that a false rejection of the kind reported above is not necessarily bad, and in fact when $\theta \approx -1$, we essentially reject for a white noise process. To this end, we also studied the size properties of the $T_o$ test, however not reported here, under the assumption that the error term was an AR(1) process. Also in this case it is found that the finite-sample performance of the adjustment quantity $\hat{Q}_2$ is non-satisfactory, and the test becomes undersized. In general it seems that the Newey-West estimator of $\sigma^2$ is hardly precise enough, and even though we in theory allow for possibly weakly dependent heterogeneously distributed errors, we may in practice end up in situations where the estimated size is either very high or low.
1.4.2 Power of the parameter constancy tests

We continue with investigation of the power properties of the parameter constancy tests. The DGP is chosen to be an LSTAR(1) model with one transition, i.e. $k = 1$. The experiments are conducted for the sample sizes $T = 100$ and $T = 250$, and we let $u_t \sim \text{nid}(0, 1)$. The stability restrictions $\pi_{11} \in (0, 1)$ and $\pi_{11} + \pi_{21} \in (0, 1)$ are imposed on the skeleton of the LSTAR(1) to rule out non-stable or explosive trajectories under the alternative hypothesis. Specifically, the autoregressive coefficients are assigned values according to the two scenarios

Scenario I: $\pi_{11} \in \{0.65, 0.70, 0.75, 0.80, 0.85\}$, $\pi_{21} = 0.1$;

Scenario II: $\pi_{11} = 0.1$, $\pi_{21} \in \{0.65, 0.70, 0.75, 0.80, 0.85\}$.

The remaining parameters are chosen to be the same in the two scenarios and are given by

$$\pi_{10} = 0, \quad \pi_{20} = 1, \quad \gamma \in \{0.01, 1, 100\}, \quad \alpha_1 = -T/2.$$

In Scenario I the autoregressive parameter varies in the linear part while it is kept fixed in the nonlinear part. Vice versa is exemplified in Scenario II. Specifically, the time series realized by Scenario I displays autoregressive parameters that at the beginning of the period are in a range of relatively high values. As time evolves, a nonlinear adjustment towards a new level with an autoregressive parameter almost equal to the autoregressive parameter at the beginning of the period takes place. That is, the difference between the two autoregressive parameters at the beginning and at the end of the period is about 0.1, depending on if a complete transition takes place or not. By Scenario II we realize time series with a low value of the autoregressive parameter at the beginning of the period, and here a nonlinear adjustment towards a new level implies that the autoregressive parameter lie in a range of high values at the end of the period. The differences in the autoregressive parameters between the beginning and the end of the period range now from about 0.55 to 0.75 (depending on if a complete transition takes place or not). Scenario I represents less nonlinear time series because the impact of a nonlinear change in dynamics is suppressed. Consequently, Scenario II reveals more nonlinear time series since the nonlinear changes in the dynamics are more pronounced. The difference between the intercept in the linear and nonlinear part in the LSTAR(1) model is set modest and equals 1. Furthermore, the influence of the speed of transition, occurring at time $T/2$, between regimes
by varying $\gamma$ is studied. With $\gamma = 0.01$ the LSTAR model is almost linear, and this is the only case when a complete transition does not take place over the sample periods because $F(t = T = 100; \gamma = 0.01, \alpha_1 = -50) \approx 0.62$ and $F(t = T = 250; \gamma = 0.01, \alpha_1 = -125) \approx 0.78$. Letting $\gamma = 1$ implies a smooth transition from one regime to another, and finally letting $\gamma = 100$ means that an instant single structural break between two extreme regimes takes place, and the result is a threshold autoregressive model.

One aim with Scenarios I and II is to illustrate the well-known fact that the tests based on first-order Taylor approximation suffer from low power when only a change in the intercept is considered, see Luukkonen, Saikkonen, and Teräsvirta (1988). We expect therefore that Scenario I will generate quite poor power results for the $T_a$ test since the main source of power for this test would come from a nonlinear change in the dynamics — a feature that is suppressed in Scenario I. The opposite is expected in Scenario II — here a more evident nonlinear change in the dynamics takes place and we would expect more convincing power results for $T_a$. To this end we note that by the design of the experiments above we realize time series that are initially stable with autoregressive parameter $\pi_{11}$ and having an attractor at $\pi_{10} = 0$. A nonlinear adjustment towards a new long-run equilibrium, i.e. the attractor $\pi_{20}/(1 - \pi_{11} - \pi_{21}) \in [4, 20]$\(^5\) characterized by the autoregressive parameter $\pi_{11} + \pi_{21}$, takes place. Time series generated under Scenarios I and II have the same attractors, but in the way the trajectories travel from the one attractor to the other is different. Note also that the new level of the long-run equilibrium does not only depend on $\pi_{20}$ but also $\pi_{11}$ and $\pi_{12}$, a property that we choose to call the level leverage effect. We expect the leverage effect to have negative influence on the power for a test based on a first order approximation, because when $\pi_{11} + \pi_{12}$ is high, the difference in levels between the beginning and the end of the sample becomes large even for small values of $\pi_{20}$. In addition, when $\pi_{11} + \pi_{12}$ is close to unity, we encounter a process that is close to a unit root process at the end of the period, which also causes a reduction in power.

The power analysis is restricted to the tests $T_a$ and $T_3$ in order to illuminate the difference between a first and third-order Taylor approximation. Moreover, to our knowledge, there are no similar parameter constancy tests (with a non-stationary null hypothesis), but we note that the auxiliary regression equation in (1.9) nests the models $y_t = a_0 + a_1 y_{t-1} + u_t$ and $y_t = a_0 + a_1 y_{t-1} + a_2 t + u_t$, considered in Dickey and Fuller (1979) and Phillips and Perron (1988), and that their null hypotheses coincide with ours. The unit root test based on the former model will be denoted the DF test, and the test based on the latter

\(^5\)Assuming that a complete transition takes place.
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Table 1.3 Empirical power of the parameter constancy tests, the Dickey-Fuller test, and the Phillips-Perron test. The DGP is an LSTAR(1) model under Scenario I.

<table>
<thead>
<tr>
<th>$T = 100$</th>
<th>$T_\alpha$</th>
<th>5%</th>
<th>10%</th>
<th>DF</th>
<th>5%</th>
<th>10%</th>
<th>PP</th>
<th>5%</th>
<th>10%</th>
<th>$T_3$</th>
<th>5%</th>
<th>10%</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\pi_{11}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.65</td>
<td>0.534</td>
<td>0.697</td>
<td>0.999</td>
<td>0.999</td>
<td>0.981</td>
<td>0.997</td>
<td>0.108</td>
<td>0.203</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.70</td>
<td>0.414</td>
<td>0.583</td>
<td>0.987</td>
<td>0.998</td>
<td>0.912</td>
<td>0.975</td>
<td>0.087</td>
<td>0.159</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\gamma = 0.01$</td>
<td>0.75</td>
<td>0.297</td>
<td>0.454</td>
<td>0.903</td>
<td>0.974</td>
<td>0.734</td>
<td>0.884</td>
<td>0.067</td>
<td>0.137</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.80</td>
<td>0.192</td>
<td>0.324</td>
<td>0.632</td>
<td>0.822</td>
<td>0.465</td>
<td>0.664</td>
<td>0.057</td>
<td>0.120</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.85</td>
<td>0.114</td>
<td>0.207</td>
<td>0.239</td>
<td>0.420</td>
<td>0.222</td>
<td>0.380</td>
<td>0.052</td>
<td>0.099</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.65</td>
<td>0.337</td>
<td>0.494</td>
<td>0.190</td>
<td>0.454</td>
<td>0.722</td>
<td>0.877</td>
<td>0.229</td>
<td>0.355</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.70</td>
<td>0.196</td>
<td>0.327</td>
<td>0.024</td>
<td>0.097</td>
<td>0.425</td>
<td>0.637</td>
<td>0.207</td>
<td>0.331</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\gamma = 1.00$</td>
<td>0.75</td>
<td>0.084</td>
<td>0.164</td>
<td>0.001</td>
<td>0.005</td>
<td>0.158</td>
<td>0.303</td>
<td>0.200</td>
<td>0.320</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.80</td>
<td>0.020</td>
<td>0.048</td>
<td>0.000</td>
<td>0.000</td>
<td>0.028</td>
<td>0.071</td>
<td>0.182</td>
<td>0.310</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.85</td>
<td>0.003</td>
<td>0.008</td>
<td>0.000</td>
<td>0.000</td>
<td>0.001</td>
<td>0.002</td>
<td>0.163</td>
<td>0.275</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.65</td>
<td>0.323</td>
<td>0.483</td>
<td>0.185</td>
<td>0.447</td>
<td>0.702</td>
<td>0.871</td>
<td>0.301</td>
<td>0.368</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.70</td>
<td>0.187</td>
<td>0.317</td>
<td>0.023</td>
<td>0.090</td>
<td>0.409</td>
<td>0.622</td>
<td>0.223</td>
<td>0.340</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\gamma = 100$</td>
<td>0.75</td>
<td>0.079</td>
<td>0.157</td>
<td>0.001</td>
<td>0.005</td>
<td>0.146</td>
<td>0.293</td>
<td>0.205</td>
<td>0.322</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.80</td>
<td>0.019</td>
<td>0.046</td>
<td>0.000</td>
<td>0.000</td>
<td>0.025</td>
<td>0.065</td>
<td>0.187</td>
<td>0.315</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.85</td>
<td>0.002</td>
<td>0.007</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.002</td>
<td>0.172</td>
<td>0.293</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: The nominal sizes of the tests are 5% and 10%. The results are based on 10,000 replications.

It is seen in Table 1.3 that the DF test performs uniformly the best among all tests when $\gamma = 0.01$. This is to be expected since the LSTAR model appears linear without any evidence of a time trend or other pronounced nonlinearities, see panel (a) in Figure 1.1 (an LSTAR(1) model with $\gamma = 0.01$, $\pi_{11} = 0.7$, and $\pi_{21} = 0.1$). The power of the $T_\alpha$ and $T_3$ test statistics are modest because when the LSTAR model is nearly linear, the many regressors come to no efficient use and the tests are instead penalized. By this reasoning it is clear why the power for $T_3$ is lower than that for $T_\alpha$ which in turn is lower than that for PP.

Increasing the speed of transition to $\gamma = 1.00$, we see a turn in ranking among the test. The DF test is now inferior and its power is close to zero or
equal to zero for high values of $\pi_{11}$. We see that the PP test still performs better than the $T_a$ test. In fact, the PP test has substantial power for low values of $\pi_{11}$ which may be explained by that the trajectories display rather linear time trends, see panel (b) in Figure 1.1 (an LSTAR(1) model with $\gamma = 1$, $\pi_{11} = 0.7$, and $\pi_{21} = 0.1$). The presence of a possible time trend and/or shift in levels also explains the remarkable drop in power for the DF test. The non-satisfactory performance of the $T_a$ test just confirms the above stated expectations under Scenario I. If a complete transition takes place the impact of the level leverage effect on the power for $T_a$, by increasing $\pi_{11}$, without a clear nonlinear change in dynamics is revealed. The $T_3$ test is robust in the sense that it is quite independent of the values of $\pi_{11}$, and is in fact the only test that has power for high values of $\pi_{11}$. This can also be understood by inspection of panel (c) in Figure 1.1 (an LSTAR(1) model with $\gamma = 1.00$, $\pi_{11} = 0.85$, and $\pi_{21} = 0.1$), where the change in level between the regimes at the beginning and the end of the sample period is about 20 units. To this end
Table 1.4 Empirical power of the parameter constancy tests, the Dickey-Fuller test, and the Phillips-Perron test. The DGP is an LSTAR(1) model under Scenario I.

<table>
<thead>
<tr>
<th>$\pi_{11}$</th>
<th>$T_a$</th>
<th>DF</th>
<th>PP</th>
<th>$T_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5%</td>
<td>10%</td>
<td>5%</td>
<td>10%</td>
</tr>
<tr>
<td>0.65</td>
<td>0.992</td>
<td>0.998</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>0.70</td>
<td>0.971</td>
<td>0.990</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>$\gamma = 0.01$</td>
<td>0.75</td>
<td>0.912</td>
<td>0.961</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>0.766</td>
<td>0.877</td>
<td>0.976</td>
</tr>
<tr>
<td></td>
<td>0.85</td>
<td>0.512</td>
<td>0.680</td>
<td>0.291</td>
</tr>
<tr>
<td>$\gamma = 1.00$</td>
<td>0.65</td>
<td>0.933</td>
<td>0.971</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>0.70</td>
<td>0.793</td>
<td>0.894</td>
<td>0.875</td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>0.100</td>
<td>0.208</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>0.85</td>
<td>0.007</td>
<td>0.001</td>
<td>0.000</td>
</tr>
<tr>
<td>$\gamma = 100$</td>
<td>0.65</td>
<td>0.930</td>
<td>0.970</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>0.70</td>
<td>0.787</td>
<td>0.890</td>
<td>0.874</td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>0.099</td>
<td>0.203</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>0.85</td>
<td>0.006</td>
<td>0.001</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Notes: The nominal sizes of the tests are 5% and 10%. The results are based on 10,000 replications.

we note that $T_3$ is the only test whose power is increasing in $\gamma$. The same conclusions as with $\gamma = 1.00$ hold for $\gamma = 100$, and the power results for all tests are hardly affected by a more instantaneous transition.

We continue examining Scenario I with a larger sample size $T = 250$. From Table 1.4 we see that for $\pi_{11} \leq 0.75$ the power of the $T_a$ increases to quite satisfactory levels, and that the PP test has the highest power among all tests. Even though the sample size is increased, we see that the impact of the level leverage effect on the $T_a$ test still dominates, and as soon as a complete transition takes places the power for $T_a$ is rapidly decreasing in $\pi_{11}$. The power for the $T_3$ test for $\gamma \geq 1.00$ is substantial and quite robust against variations in $\pi_{11}$. Once again it is the only test having reasonable power with high values of $\pi_{11}$.
Table 1.5 Empirical power of the parameter constancy tests, the Dickey-Fuller test, and the Phillips-Perron test. The DGP is an LSTAR(1) model under Scenario II.

<table>
<thead>
<tr>
<th>$T = 100$</th>
<th>$T_a$</th>
<th>DF</th>
<th>PP</th>
<th>$T_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5%</td>
<td>10%</td>
<td>5%</td>
<td>10%</td>
</tr>
<tr>
<td>$\pi_{21}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.65</td>
<td>0.970</td>
<td>0.989</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>0.70</td>
<td>0.965</td>
<td>0.988</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>$\gamma = 0.01$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.75</td>
<td>0.956</td>
<td>0.983</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>0.80</td>
<td>0.950</td>
<td>0.977</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>0.85</td>
<td>0.938</td>
<td>0.976</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.65</td>
<td>0.976</td>
<td>0.989</td>
<td>0.538</td>
<td>0.825</td>
</tr>
<tr>
<td>0.70</td>
<td>0.938</td>
<td>0.975</td>
<td>0.134</td>
<td>0.453</td>
</tr>
<tr>
<td>$\gamma = 1.00$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.75</td>
<td>0.833</td>
<td>0.912</td>
<td>0.007</td>
<td>0.034</td>
</tr>
<tr>
<td>0.80</td>
<td>0.489</td>
<td>0.636</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.85</td>
<td>0.071</td>
<td>0.125</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.65</td>
<td>0.970</td>
<td>0.983</td>
<td>0.519</td>
<td>0.817</td>
</tr>
<tr>
<td>0.70</td>
<td>0.932</td>
<td>0.967</td>
<td>0.123</td>
<td>0.341</td>
</tr>
<tr>
<td>$\gamma = 100$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.75</td>
<td>0.814</td>
<td>0.893</td>
<td>0.006</td>
<td>0.027</td>
</tr>
<tr>
<td>0.80</td>
<td>0.462</td>
<td>0.614</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.85</td>
<td>0.056</td>
<td>0.106</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Notes: The nominal sizes of the tests are 5% and 10%. The results are based on 10 000 replications.

From Table 1.5, illustrating Scenario II with $T = 100$, it is observed that for $\gamma = 0.01$ the classical unit root tests still have better power due to the linear properties of the LSTAR model. What is interesting is the positive change in power for the $T_a$ test compared to Table 1.3. It is obvious that the presence of more pronounced nonlinear changes in dynamics result in an increase in power. For an example, the power in the case ($\pi_{11} = 0.7, \pi_{21} = 0.1$) of Table 1.3 equals 0.196, whereas the power in and the case ($\pi_{11} = 0.1, \pi_{21} = 0.7$) of Table 1.5 equals 0.938. The increase also confirms the expectations for Scenario II. In fact, it is the explanatory variable $t\xi_{t-1}$ in the auxiliary regression (1.9) that accounts for the increase in power compared to Scenario I. The power for the $T_3$ test has also increased, but suffers still from loss in power due to its ambiguity in modelling a relatively simple DGP. The power results of unity for the DF and PP tests are also rather expected since the autoregressive coefficient never
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exceeds 0.63 during the whole sample (which should be compared to that the autoregressive coefficient Scenario I never exceeds 0.92, explaining why the power for the DF and PP tests is lower in Table 1.3 than in Table 1.5).

Table 1.6 Empirical power of the parameter constancy tests, the Dickey-Fuller test, and the Phillips-Perron test. The DGP is an LSTAR(1) model under Scenario II.

<table>
<thead>
<tr>
<th>$T = 250$</th>
<th>$T_a$</th>
<th>DF</th>
<th>PP</th>
<th>$T_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5%</td>
<td>10%</td>
<td>5%</td>
<td>10%</td>
</tr>
<tr>
<td>$\pi_{21}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.65</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>0.70</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>$\gamma = 0.01$</td>
<td>0.75</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>0.80</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>0.85</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>0.65</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>0.70</td>
<td>1.00</td>
<td>1.00</td>
<td>0.998</td>
<td>1.00</td>
</tr>
<tr>
<td>$\gamma = 1.00$</td>
<td>0.75</td>
<td>1.00</td>
<td>0.527</td>
<td>0.896</td>
</tr>
<tr>
<td>0.80</td>
<td>0.983</td>
<td>0.996</td>
<td>0.000</td>
<td>0.001</td>
</tr>
<tr>
<td>0.85</td>
<td>0.142</td>
<td>0.285</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.65</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>0.70</td>
<td>1.00</td>
<td>1.00</td>
<td>0.999</td>
<td>1.00</td>
</tr>
<tr>
<td>$\gamma = 100$</td>
<td>0.75</td>
<td>1.00</td>
<td>0.529</td>
<td>0.897</td>
</tr>
<tr>
<td>0.80</td>
<td>0.980</td>
<td>0.994</td>
<td>0.000</td>
<td>0.009</td>
</tr>
<tr>
<td>0.85</td>
<td>0.130</td>
<td>0.265</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Notes: The nominal sizes of the tests are 5% and 10%. The results are based on 10,000 replications.

The benefits from including nonlinear regressors become clearer when studying the cases $\gamma \geq 1.00$. We see that the $T_d$ test now performs uniformly better than the PP and DF tests at all values of $\pi_{21}$. This is plausible since none of the DF and PP tests contains the regressor $t\xi_{t-1}$ combined with the fact that a full transition takes place. Furthermore, the power for $T_d$ is decreasing with $\gamma$ and $\pi_{21}$ which indicates the trade-off between the fact that a distinct difference in $\pi_{11}$ and $\pi_{21}$ is needed to gain power through the term $t\xi_{t-1}$, and the fact that the larger the difference in $\pi_{11}$ and $\pi_{21}$ is, the more pronounced the level leverage effect will be. The domination of the latter is, however, less evident than in Scenario I. Moreover, the opposite holds for the $T_3$ test where
the power actually increases with $\gamma$ and $\tau_{21}$. That is, with evident changes in levels and dynamics, the advantages with a third-order Taylor expansion are illuminated.

The results when increasing the sample size under Scenario II are presented in Table 1.6. We see that the same conclusions can be drawn as from Table 1.5. However, we note that the power for $T_a$ is close to unity, except for models that are almost non-stable at the end of the period, which holds independently of the value of $\gamma$. Moreover, the $T_3$ test exhibits a rather extraordinary robustness in power close to unity regardless of how $\gamma$ and $\tau_{21}$ are varied. Especially in a larger sample, the many regressors come into their own and a test based on third-order Taylor approximation seems highly preferable.

1.5 Conclusions

In this chapter we derive tests for parameter constancy in an first order LSTAR model when the null hypothesis is a random walk (possibly with a drift). This means that we relax the stationarity assumption made by Lin and Teräsvirta (1994) under the null hypothesis in the LSTAR model. We argue that in many cases it can be difficult to distinguish if data have been generated by a nonlinear model with a smooth structural break in parameters or a random walk. A non-stationary process, rather than a stationary autoregressive process, might in many cases be a more plausible null hypothesis in an LSTAR(1) model.

To obtain our tests, and considerably simplify the testing procedures, we make a Taylor approximation of the smooth transition function yielding an auxiliary model. The inference about unit roots is then based on the OLS estimates from the auxiliary regression model. Analytical expressions for the asymptotic distributions of the tests are enabled by a very applicable Lemma, given and proved in the Mathematical appendix, which generalizes many asymptotic results derived in Phillips (1987), Phillips and Perron (1988), and Hamilton (1994) among others. The asymptotic results hold under a wide class of error terms, and nuisance parameter free tests are presented. All tests are invariant with respect to a possible drift in the random walk.

Despite the fact that the asymptotic results are robust against a wide class of errors, the tests suffer from rather large size distortions, as many of the conventional unit root tests do, in finite-samples. The size distortions are especially severe in the presence of a moving average error structure.

The power of our test, $T_a$, based on a first-order approximation is compared to the power of the Dickey and Fuller (DF) and Phillips and Perron (PP) tests, when the DGP is an LSTAR(1) model. We conclude that, in gen-
eral, the DF test is the best test when a nearly linear LSTAR(1) model is considered. Studying LSTAR(1) models with more pronounced nonlinearities, both the $T_a$ and PP tests perform better than the DF test. The main reason for this is that the DF test is based on a linear model without a time trend. Moreover, under modest nonlinear changes in the intercept and in the dynamics in the LSTAR(1) model, the power for the PP test is higher than for our $T_a$ test. However, with a modest change in the intercept and a more pronounced nonlinear change in the dynamics, the $T_a$ test performs better than the PP test. It is also revealed that with a dynamic root that is close to unity at the end of the sample period the impact of the level leverage effects is large and both the $T_a$ and PP tests have modest power. As such, we also introduced a parameter constancy test based on a third-order Taylor approximation which in contrary to the $T_a$ and PP tests performs very satisfactorily in the cases of clear nonlinear changes both in the intercept and in the dynamics.
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Mathematical Appendix

To be able to prove Theorem 1.1, we first introduce the following lemma.

Lemma 1 If \( \{u_t\}_{t=1}^{\infty} \) satisfies Assumption 1 and \( \xi_t = \xi_{t-1} + u_t \), with \( P(\xi_0 = 0) = 1 \), then as \( T \to \infty \)

\[
T^{-(p+q/2+1)} \sum_{t=1}^{T} t^p \xi_{t-1}^q \overset{d}{\rightarrow} \sigma^q \int_{0}^{1} r^p W(r)^q dr, \tag{A.1}
\]

\[
T^{-(p+1)} \sum_{t=1}^{T} t^p u_t^2 \overset{a.s.}{\rightarrow} \sigma_u^2 / (p + 1), \tag{A.2}
\]

\[
T^{-(v+1/2)} \sum_{t=1}^{T} t^v u_t \overset{d}{\rightarrow} \sigma W(1) - v\sigma \int_{0}^{1} r^{v-1} W(r) dr, \tag{A.3}
\]

\[
T^{-(p+1)} \sum_{t=1}^{T} t^p \xi_{t-1} u_t \overset{d}{\rightarrow} \frac{1}{2} \left( \sigma^2 W(1)^2 - \sigma^2 p \int_{0}^{1} r^{p-1} W(r)^2 dr - \sigma_u^2 / (p + 1) \right), \tag{A.4}
\]

where \( p, v \geq 0, q \geq 1 \), and \( \overset{a.s.}{\rightarrow} \) denotes convergence almost surely.

Note that Lemma 1 gives more general results than needed to prove Theorem 1.1. In fact, it enables us to derive the limiting distribution for a parameter constancy test in a first order LSTAR model based on any order of approximation of the logistic transition function with an arbitrary number of transitions.
Proof of (A.1). Define the following cadlag function on $D[0, 1]$,\footnote{See for instance Billingsley (1968) and Davidson (1994).} 

$$W_t(r, \omega) = \frac{1}{\sigma \sqrt{T}} \xi_{[Tr]} = \frac{1}{\sigma \sqrt{T}} \xi_{t-1}, \quad r \in \left[\frac{t-1}{T}, \frac{t}{T} \right), \quad t = 1, \ldots, T,$$

where $\left[ \cdot \right]$ denotes the integer part of its argument. Using $([Tr] + 1)/T = t/T$, we can conclude that

$$(([Tr] + 1)/T)^p W_t(r)^q = (t/T)^p \left( \frac{1}{\sigma \sqrt{T}} \xi_{t-1} \right)^q$$

holds. The left-hand side now defines a continuous functional of $W_t(r)$ on $D[0, 1]$. It follows from the Functional Central Limit Theorem (FCLT), the Continuous Mapping Theorem (CMT), and $\lim_{T \to \infty} (([Tr] + 1)/T)^p = r^p$, that

$$T^{-(p+q/2+1)} \sum_{t=1}^{T} t^p \xi_{t-1}^q = \sigma^q T^{-1} \sum_{t=1}^{T} (t/T)^p \left( \frac{1}{\sqrt{T} \sigma} \xi_{t-1} \right)^q = \sigma^q \int_{0}^{1} \left( ([Tr] + 1)/T \right)^p W_t(r)^q dr \xrightarrow{d} \sigma^q \int_{0}^{1} r^p W(r)^q dr.$$

Thus, (A.1) holds. \hfill \blacksquare

Proof of (A.2). Note that the left-hand side in (A.2) can be written as

$$T^{-(p+1)} \sum_{t=1}^{T} t^p u_t^2 = T^{-1} \sum_{t=1}^{T} (t/T)^p \left( u_t^2 - \sigma_t^2 \right) + T^{-1} \sum_{t=1}^{T} (t/T)^p \sigma_t^2,$$

where $\sigma_t^2 = E(u_t^2)$. The condition $\sup_{t \in \mathbb{N}} E|u_t|^{\beta} < \infty$, where $\beta > 2$ and $(t/T)^p \in [0, 1]$ implies that $\sum_{t=1}^{\infty} \left( E(t/T)^p |u_t^2 - \sigma_t^2|^{\beta} / t^\beta \right)^{1/\beta} < \infty$ holds. It follows by the strong law of large numbers for $\alpha$-mixings (see, e.g. McLeish (1975), Theorem 2.10, and Herrndorf (1984)), that $T^{-1} \sum_{t=1}^{T} (t/T)^p \left( u_t^2 - \sigma_t^2 \right) \xrightarrow{a.s.} 0$. The second term on the right-hand side converges to $\sigma_\alpha^2 / (p + 1)$ where $\sigma_\alpha^2 = \lim_{T \to \infty} T^{-1} \sum_{t=1}^{T} \sigma_t^2$. \hfill \blacksquare

Proof of (A.3). First, the case where $v = 0$ follows by Wooldridge and White (1988) which says that $T^{-1/2} \sum_{t=1}^{T} u_t \xrightarrow{d} \sigma W(1) \sim N(0, \sigma^2)$. Furthermore, for some integer $v \geq 1$ we use the result in (A.1) letting $p = v - 1$ and
\[ q = 1, \text{ to deduce that} \]
\[
T^{-(v+1/2)} \sum_{t=1}^{T} t^{v-1} \xi_{t-1} = T^{-(v+1/2)} \sum_{t=1}^{T} \left( \sum_{i=1}^{T} i^{v-1} - \sum_{j=1}^{t} j^{v-1} \right) u_t = T^{-(v+1/2)} \sum_{t=1}^{T} u_t \sum_{i=1}^{T} i^{v-1} - T^{-(v+1/2)} \sum_{t=1}^{T} \left( \sum_{j=1}^{t} j^{v-1} \right) u_t.
\]

Rewriting \( \sum_{i=1}^{T} i^{v-1} = T^v/v + O(T^{v-1}) \) and \( \sum_{j=1}^{t} j^{v-1} = t^v/v + O(t^{v-1}) \), gives
\[
T^{-(v+1/2)} \sum_{t=1}^{T} u_t t^v
\]
\[
= T^{-1/2} \sum_{t=1}^{T} u_t - T^{-(v+1/2)} v \sum_{t=1}^{T} t^{v-1} \xi_{t-1} + O_p(T^{-1})
\]
\[
\xrightarrow{d} \sigma W(1) - \sigma v \int_{0}^{1} r^{v-1} W(r) dr,
\]
and (A.3) is proved. \( \blacksquare \)

**Proof of (A.4).** This is a bit more problematic since we cannot define any continuous functional with bounded variation, almost surely, corresponding to the expression in (A.4). We shall solve this problem by two different approaches.

**Approach 1:** Define a random polygon function on \( C[0,1] \),
\[
W_t'(r, \omega) = \frac{1}{\sigma \sqrt{T}} \xi_{[Tr]}(\omega) + \frac{T_r - [Tr]}{\sigma \sqrt{T}} u_{[Tr]+1}(\omega)
\]
\[
= \frac{1}{\sigma \sqrt{T}} \xi_{t-1}(\omega) + \frac{1}{\sigma \sqrt{T}} \frac{u_t(\omega)}{1/T} r - \frac{t-1}{T},
\]
which has continuous sample paths with bounded variation, almost surely. Note that \( W_t'(r, \omega) \) is linear on each of the subintervals \( r \in \left[ \frac{t-1}{T}, \frac{t}{T} \right) \) and taking on the value \( \xi_{t}/\sqrt{T} \sigma \) at the point \( t/T \). Since \( W_t'(r, \omega) \) has bounded variation,
almost surely, we can define the Riemann Stieltjes integral

$$\int_0^1 r^p W_t'(r) dW_t'(r)$$

$$= \sum_{t=1}^T \int_{(t-1)/T}^{t/T} r^p \left( \frac{1}{\sigma \sqrt{T}} \xi_{t-1} \frac{1}{\sigma \sqrt{T}} \frac{u_t}{1/T} \left( r - \frac{t-1}{T} \right) \right) dW_t'(r)$$

$$= \sum_{t=1}^T \int_{(t-1)/T}^{t/T} r^p \left( \frac{\xi_{t-1} - (t-1)u_t}{\sigma^2} + \frac{r^p+1 u_t^2 T}{\sigma^2} \right) dr$$

$$= T^{-(p+1)} \sum_{t=1}^T \left( \frac{t^p \xi_{t-1} u_t}{\sigma^2} + \frac{t^p u_t^2}{2\sigma^2} \right) + O_p(T^{-1}), \quad (A.5)$$

where we at the second equality used that $dW_t'(r) = \left( \sqrt{T} u_t / \sigma \right) dr$, to obtain the result, by direct integration, at the last line. Moreover, because the integral in (A.5) is defined in a Riemann-Stieltjes sense, we use the rules for partial integration to obtain the following result for the left-hand side in (A.5)

$$\int_0^1 r^p W_t' dW_t'(r) = 0.5 \left( W_t'(1)^2 - p \int_0^1 r^{p-1} W_t'(r)^2 dr \right). \quad (A.6)$$

Combining (A.5) and (A.6), making use of the FCLT, CMT, and the result in (A.2), we deduce that

$$T^{-(p+1)} \sum_{t=1}^T t^p \xi_{t-1} u_t$$

$$= \sigma^2/2 \left( W_t'(1)^2 - p \int_0^1 r^{p-1} W_t'^2(r) dr \right) - T^{-(p+1)/2} \sum_{t=1}^T t^p u_t^2 + O_p(T^{-1})$$

$$\overset{d}{\longrightarrow} 0.5 \left( \sigma^2 W(1)^2 - \sigma^2 p \int_0^1 W(r)^2 r^{p-1} dr - \sigma_u^2/(p+1) \right),$$

and (A.4) follows.
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**Approach 2:** Above result could also be established without using the theory of Riemann-Stieltjes integrals. To see this note that

\[
T^{-(p+1)} \sum_{t=1}^{T} \xi_{t-1}^2 = T^{-(p+1)} \sum_{t=1}^{T} \left( \sum_{i=1}^{T} i^{p-1} - \sum_{j=1}^{t} j^{p-1} \right) \left( u_t^2 + 2u_t \xi_{t-1} \right)
\]

\[
= T^{-(p+1)} \sum_{t=1}^{T} (u_t^2 + 2u_t \xi_{t-1}) \sum_{i=1}^{T} i^{p-1} - T^{-(p+1)} \sum_{t=1}^{T} \left( \sum_{j=1}^{t} j^{p-1} \right) (u_t^2 + 2u_t \xi_{t-1}).
\]

Rewriting \(\sum_{i=1}^{T} i^{p-1} = T^p/p + \mathcal{O}(T^{p-1})\) and \(\sum_{j=1}^{t} j^{p-1} = t^p/p + \mathcal{O}(t^{p-1})\) gives

\[
T^{-(p+1)} \sum_{t=1}^{T} t^p \xi_{t-1} u_t
\]

\[
= T^{-1} \sum_{t=1}^{T} \xi_{t-1} u_t + 0.5T^{-1} \sum_{t=1}^{T} u_t^2 - 0.5T^{-(p+1)} p \sum_{t=1}^{T} t^{p-1} \xi_{t-1}^2
\]

\[-0.5T^{-(p+1)} \sum_{t=1}^{T} t^p u_t^2 + \mathcal{O}_p(T^{-1})
\]

\[
= 0.5\sigma^2 W_t(1)^2 - 0.5T^{-(p+1)} p \sum_{t=1}^{T} t^{p-1} \xi_{t-1}^2
\]

\[-0.5T^{-(p+1)} \sum_{t=1}^{T} t^p u_t^2 + \mathcal{O}_p(T^{-1})
\]

\[
\overset{d}{\to} 0.5 \left( \sigma^2 W(1)^2 - \sigma^2 p \int_{0}^{1} W(r)^2 r^{p-1} dr - \bar{\sigma}_u^2/(p+1) \right),
\]

where we have used \(T^{-1} \sum_{t=1}^{T} \xi_{t-1} u_t = 0.5\sigma^2 W_t(1)^2 - 0.5T^{-1} \sum_{t=1}^{T} u_t^2\) to obtain the last equality, and thereafter the weak convergence follows by using the results derived in (A.1) and (A.2). The claim in (A.4) follows once again.

**Proof of Theorem 1.1.** The limiting distribution is obtained by applying the results in Lemma 1. To see this note that,

\[
\gamma_T(\hat{\psi} - \psi) = \begin{bmatrix} \hat{M}_1 & \hat{M}_2 \\ \hat{M}_2 & \hat{M}_3 \end{bmatrix}^{-1} \begin{bmatrix} \hat{P}_1 \\ \hat{P}_2 \end{bmatrix},
\]

(A.7)
where
\[ \hat{M}_1 = [\hat{m}_{1ij}]_{3 \times 3}, \text{ and } \hat{m}_{1ij} = T^{-(i+j)} \sum_{t=1}^{T} t^{i+j-2}, \]
\[ \hat{M}_2 = [\hat{m}_{2ij}]_{3 \times 2}, \text{ and } \hat{m}_{2ij} = T^{-(i+j)} \sum_{t=1}^{T} t^{i+j-2} \xi_{t-1}, \]
\[ \hat{M}_3 = [\hat{m}_{3ij}]_{2 \times 2}, \text{ and } \hat{m}_{3ij} = T^{-(i+j)} \sum_{t=1}^{T} t^{i+j-2} \xi_{t-1}^2, \]
\[ \hat{P}_1 = [\hat{p}_{1i}]_{3 \times 1}, \text{ and } \hat{p}_{1i} = T^{-i} \sum_{t=1}^{T} t^{-i} u_t, \]
\[ \hat{P}_2 = [\hat{p}_{2i}]_{2 \times 1}, \text{ and } \hat{p}_{2i} = T^{-i} \sum_{t=1}^{T} t^{-i} \xi_{t-1} u_t. \]

It follows from Lemma 1 that
\[ \hat{M}_1 \xrightarrow{d} M_1, \quad \hat{M}_2 \xrightarrow{d} \sigma M_2, \quad \hat{M}_3 \xrightarrow{d} \sigma^2 M_3, \]
\[ \hat{P}_1 \xrightarrow{d} \sigma \Pi, \quad \hat{P}_2 \xrightarrow{d} 0.5\sigma^2 \Pi, \]
hold, where \( M_1, M_2, M_3, \Pi_1, \) and \( \Pi_2 \), are defined in Theorem 1.1. Because (A.7) defines a continuous function we conclude that (1.11) holds.

The consistency of the OLS estimators is an immediate consequence of (A.7).

**Proof of (1.13) in Corollary 1.2.** Define the matrices
\[ D_1 = diag \{ 1 1 1 1 \sigma \sigma \}, \]
\[ \tilde{\Pi}_{12} = \begin{bmatrix} 0.5(W(1)^2 - 1) \\ 0.5(W(1)^2 - \int W^2 - 0.5) \end{bmatrix}. \]

We can now decompose \( \Psi^{-1}\Pi \) as
\[ \Psi^{-1}\Pi = \sigma D_1^{-1} \left[ \begin{array}{cc} M_1 & M_2' \\ M_2 & M_3 \end{array} \right]^{-1} \left( \begin{array}{cc} \Pi_1 \\ \tilde{\Pi}_2 \end{array} \right) + \begin{bmatrix} 0 \\ \theta^2/2\sigma^2 \\ \theta^2/4\sigma^2 \end{bmatrix}, \]
where \( \theta^2 = \sigma^2 - \sigma_u^2 \) and \( 0 \) is a \((3 \times 1)\) vector. It follows from Theorem 1.1 that \( T_n = r_1 \gamma_T(\hat{\psi} - \psi) \xrightarrow{d} r_1 \Psi^{-1}\Pi \), and where we can write
\[ r_1 \Psi^{-1}\Pi = r_1 \left[ \begin{array}{cc} M_1 & M_2' \\ M_2 & M_3 \end{array} \right]^{-1} \left[ \begin{array}{c} \Pi_1 \\ \tilde{\Pi}_2 \end{array} \right] + \frac{\theta^2}{\sigma^2 r_1} \left[ \begin{array}{cc} M_1 & M_2' \\ M_2 & M_3 \end{array} \right]^{-1} \begin{bmatrix} 0 \\ 1/2 \\ 1/4 \end{bmatrix}. \]
because $r_1 \sigma D_1^{-1} = r_1$ holds. We see that (A.8) involves the inversion of a $5 \times 5$ matrix, but the pre-multiplication with $r_1$ implies that it is only the elements at the 4th row of the inverse that are of interest. Hence, to proceed we use the rules for the inverse of partitioned matrices

$$
\begin{pmatrix}
M_1 & M_2 \\
M'_2 & M_3
\end{pmatrix}^{-1} = \begin{pmatrix}
M_1^{-1} + M_1^{-1}M_2M_1^{-1} & -M_1^{-1}M_2H^{-1} \\
-H^{-1}M'_2M_1^{-1} & H^{-1}
\end{pmatrix},
$$

(A.9)

where $H = M_3 - M'_2M_1^{-1}M_2$. Obviously we must find the expressions for $-H^{-1}M'_2M_1^{-1}$ and $H^{-1}$. Thus, we adopt the following notation

$$
H = \begin{bmatrix}
H_{11} & H_{12} \\
H_{21} & H_{22}
\end{bmatrix},
$$

with elements

$$
H_{11} = \int W^2 + 72 \int W \int rW - 60 \int W \int r^2W + 360 \int rW \int r^2W
-9 \left( \int W \right)^2 - 192 \left( \int rW \right)^2 - 180 \left( \int r^2W \right)^2,
$$

$$
H_{12} = \int rW^2 - 9 \int W \int rW + 36 \int W \int r^2W - 30 \int W \int r^3W
-222 \int rW \int r^2W + 180 \int rW \int r^3W - 180 \int r^2W \int r^3W
+36 \left( \int rW \right)^2 + 180 \left( \int r^2W \right)^2,
$$

$$
H_{21} = H_{12},
$$

$$
H_{22} = \int r^2W^2 + 72 \int rW \int r^2W - 60 \int rW \int r^3W + 360 \int r^2W \int r^3W
-9 \left( \int rW \right)^2 - 192 \left( \int r^2W \right)^2 - 180 \left( \int r^3W \right)^2,
$$

where for instance $\int W^2$ is short for $\int W(r)^2 dr$. This implies that

$$
H^{-1} = \frac{1}{D} \begin{bmatrix}
H_{22} & -H_{12} \\
-H_{12} & H_{11}
\end{bmatrix} = \begin{bmatrix}
H^*_{44} & -H^*_{45} \\
-H^*_{54} & H^*_{55}
\end{bmatrix},
$$

where $D = H_{11}H_{22} - H_{12}^2$, $H^*_{44} = D^{-1}H_{22}$, $H^*_{45} = H^*_{54} = D^{-1}H_{12}$, and $H^*_{55} = D^{-1}H_{11}$. The sub-indices of the elements with asterisks denotes the actual position they have in (A.9). Due to $r_1$ we are only interested in $H^*_{44}$.
and $H_{45}^*$. For the same reason considering the $2 \times 3$ matrix $-H^{-1}M_2M_1^{-1}$, we only need the result of the upper row (corresponding to the 4th row in (A.9)), denoted $(4,.)$. Hence, $(-H^{-1}M_2M_1^{-1})_{(4,.)} = [H_{41}^* H_{42}^* H_{43}^*]$ where

$$H_{41}^* = H_{44}^* \left( 9 \int W - 36 \int rW + 30 \int r^2W \right) + H_{45}^* \left( -9 \int rW + 36 \int r^2W + 30 \int r^3W \right)$$

$$H_{42}^* = H_{44}^* \left( -36 \int W + 192 \int rW - 180 \int r^2W \right) + H_{45}^* \left( 36 \int rW - 192 \int r^2W + 180 \int r^3W \right)$$

$$H_{43}^* = H_{44}^* \left( 30 \int W - 180 \int rW + 180 \int r^2W \right) + H_{45}^* \left( -30 \int rW + 180 \int r^2W - 180 \int r^3W \right).$$

This implies that the first term on the right-hand side of (A.8) is given by

$$r_1 \left[ \begin{array}{cc} M_1 & M_2 \\ M_2 & M_3 \end{array} \right]^{-1} \left[ \begin{array}{c} \Pi_1 \\ \Pi_2 \end{array} \right] = H_{41}^* W(1) + H_{42}^* \left( W(1) - \int W \right) + H_{43}^* \left( W(1) - 2 \int rW \right) + H_{44}^* \left( 0.5(W(1)^2 - 1) \right) - H_{45}^* \left( 0.5(W(1)^2 - \int W^2 - 0.5) \right) \equiv Q_1(W(r)),$$

and that the second term on the right-hand side of (A.8) equals

$$\frac{\vartheta^2}{\sigma^2} r_1 \left[ \begin{array}{cc} M_1 & M_2 \\ M_2 & M_3 \end{array} \right]^{-1} \left[ \begin{array}{c} 0 \\ 0 \end{array} \right] = \frac{\vartheta^2}{2\sigma^2} (H_{44}^* - 0.5H_{45}^*) \equiv Q_2(W(r); \sigma^2, \sigma_u^2).$$

Adding up $Q_1(W(r))$ and $Q_2(W(r); \sigma^2, \sigma_u^2)$ we obtain the limiting distribution for $T_n$. It is evident that only $Q_1$ is nuisance parameter free, and the claim in (1.13) follows.
Moreover, to prove (1.14) note first that
\[
T^2 \Lambda_{44} = s^2_T r_1 \left( \gamma_T \left[ \sum_{t=1}^T h_t h_t' \right]^{-1} \gamma_T \right) r_1' \xrightarrow{p} \frac{\sigma_u^2}{\sigma^2} r_1 \left[ \begin{array}{cc} M_1 & M_2' \\ M_2 & M_3 \end{array} \right]^{-1} r_1' = \frac{\sigma_u^2}{\sigma^2} H_{44}^*,
\]
\[
T^3 \Lambda_{45} = s^2_T r_1 \left( \gamma_T \left[ \sum_{t=1}^T h_t h_t' \right]^{-1} \gamma_T \right) r_2' \xrightarrow{p} \frac{\sigma_u^2}{\sigma^2} r_1 \left[ \begin{array}{cc} M_1 & M_2' \\ M_2 & M_3 \end{array} \right]^{-1} r_2' = -\frac{\sigma_u^2}{\sigma^2} H_{45}^*,
\]

since \( s^2_T \xrightarrow{p} \sigma_u^2 \) holds under the null hypothesis and that the identities \( T r_1 = r_1 \gamma_T \), and \( T^2 r_2 = r_2 \gamma_T \) are valid. We conclude that,
\[
\frac{T^2 \Lambda_{44} \vartheta^2}{2s^2_T} + \frac{T^3 \Lambda_{45} \vartheta^2}{4s^2_T} \xrightarrow{p} \frac{\vartheta^2}{2\sigma^2} H_{44}^* - \frac{\vartheta^2}{4\sigma^2} H_{45}^* = Q_2,
\]

implying that
\[
T_a = T_n - \left( \frac{T^2 \Lambda_{44} \vartheta^2}{2s^2_T} + \frac{T^3 \Lambda_{45} \vartheta^2}{4s^2_T} \right) \xrightarrow{d} Q_1.
\]

Thus, (1.14) holds. □

Proof of Corollary 1.3. Define \( \gamma_T = \text{diag} \{ T^{1/2} \ T^{5/2} \ \ T \ T^2 \} \).

Note that \( \gamma_T R = R \gamma_T \) holds. It follows that
\[
F_{OLS} = \left( R \hat{\psi} - r \right)' \left\{ s^2_T R \left[ \sum_{t=1}^T h_t h_t' \right]^{-1} R' \right\}^{-1} \left( R \hat{\psi} - r \right) / 4
\]
\[
= \left( \hat{\psi} - \psi \right)' R' \gamma_T \left\{ s^2_T \gamma_T R \left[ \sum_{t=1}^T h_t h_t' \right]^{-1} R' \gamma_T \right\}^{-1} \gamma_T R \left( \hat{\psi} - \psi \right) / 4
\]
\[
= \left( R \gamma_T \left( \hat{\psi} - \psi \right) \right)' \left\{ s^2_T R \gamma_T \left[ \sum_{t=1}^T h_t h_t' \right]^{-1} \gamma_T R' \right\}^{-1} \left( R \gamma_T \left( \hat{\psi} - \psi \right) \right) / 4.
\]

Moreover, \( \gamma_T (\hat{\psi} - \psi) \xrightarrow{d} \Psi^{-1} \Pi \) holds by Theorem 1.1, and \( s^2_T \) is an consistent estimate to \( \sigma_u^2 \), so the Slutsky Theorem yields
\[
F_{OLS} \xrightarrow{d} \left( R \Psi^{-1} \Pi \right)' \left( \sigma_u^2 R \Psi^{-1} R' \right)^{-1} R \Psi^{-1} \Pi / 4,
\]

and thus, (1.16) holds.
Furthermore, assuming that $\{u_t\}_{t=1}^\infty$ is an i.i.d. sequence implies that $\sigma^2 = \sigma^2$. Define $D_2 = \text{diag} \{ \sigma \sigma 1 1 \}$. We obtain

$$R\Psi^{-1}\Pi = D_2 R \begin{bmatrix} M_1 & M'_2 \\ M_2 & M_3 \end{bmatrix}^{-1} \begin{bmatrix} \Pi_1 \\ \Pi_2/2 \end{bmatrix},$$  \hspace{1cm} \text{(A.10)}$$
and

$$\sigma^2 R\Psi^{-1}R' = D_2 R \begin{bmatrix} M_1 & M'_2 \\ M_2 & M_3 \end{bmatrix}^{-1} R'D_2.$$

Using (A.10) and (A.11) yields

$$F_{OLS} \overset{d}{=} \left( R\Psi^{-1}\Pi \right)' \left\{ \sigma^2 R\Psi^{-1}R' \right\}^{-1} R\Psi^{-1}\Pi/4$$

$$= \left[ \begin{bmatrix} \Pi_1 \\ \Pi_2/2 \end{bmatrix}' \begin{bmatrix} M_1 & M'_2 \\ M_2 & M_3 \end{bmatrix}^{-1} \times R' \left\{ R \begin{bmatrix} M_1 & M'_2 \\ M_2 & M_3 \end{bmatrix}^{-1} R' \right\} \right.$$

$$\times R \begin{bmatrix} M_1 & M'_2 \\ M_2 & M_3 \end{bmatrix}^{-1} \begin{bmatrix} \Pi_1 \\ \Pi_2/2 \end{bmatrix}/4.$$

Finally, since $\{u_t\}_{t=1}^\infty$ is an i.i.d. sequence, $\Pi_2$ is nuisance parameter free. Thus, (1.17) holds. \(\blacksquare\)
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Chapter 2

Dickey-Fuller Type of Tests Against Nonlinear Dynamic Models
2.1 Introduction

It is well known that classical unit root tests based on linear models such as those by Dickey and Fuller (1979), Phillips (1987), and Phillips and Perron (1988) among others, lack power when the model specification under the alternative hypothesis is nonlinear. In particular, nonlinear models with structural changes in levels and trends bias the classical tests towards nonrejection, as pointed out in Perron (1990). In the light of that many time series exhibit jumps or more smooth structural changes in levels and trends over time, the bias in the classical tests is particularly a non-desirable property. As such, this has serious implications for applied work because shocks will be treated as if they have a permanent effect, when they in fact are transitory.

Nowadays there are many ways of how to test the unit root hypothesis in a nonlinear set-up. One approach is to test unit roots in time series models with a change in levels and/or trends where the break point is known as in Perron (1989), Perron (1990), and Lanne and Lütkepohl (2002) among others, or unknown as in Perron and Vogelsang (1992), Zivot and Andrews (1992) and Banerjee, Lumsdaine, and Stock (1992) as examples.

Most of the approaches in above quoted literature deal with a single break in threshold type of models. In many cases this can be seen a too restrictive and models with more smooth and multiple breaks in level and/or trends are called for. Example of more general models can be found in Leybourne, Newbold, and Vougas (1998) and Harvey and Mills (2002), where the changes are determined by a logistic smooth transition function, or as in Saikkonen and Lütkepohl (2002) and Lanne, Lütkepohl, and Saikkonen (2003) where the functional form of the changes is set very flexible.

The approach that we are taking is similar to the one in Leybourne, Newbold, and Vougas (1998) and Harvey and Mills (2002), i.e. the null hypothesis of a unit root is tested against a model with a logistic smooth transition in the intercept and in the time trend. We extend, however, their discussion by explicitly allowing for a smooth transition in the dynamics. This extension is reasoned by e.g. that the amplitude of the fluctuations after a trend shift may not be the same as before the trend shift. As such, the models that we consider are the $p$th order logistic smooth transition autoregressive model (LSTAR($p$)) in Lin and Teräsvirta (1994), and also an LSTAR($p$) model where a time trend is included (LSTART($p$)). We assume that the transitions take place over time and that the speed of transition between regimes may not be the same for all parameters.

We derive several unit root tests in the aforementioned LSTAR type of models and analytical limiting distributions for the tests are presented. This
is in contrary to Leybourne, Newbold, and Vougas (1998) and Harvey and Mills (2002) because the limiting distributions of their unit root tests are found by simulations. Their testing methodology is also different and is based on NLS estimation, whereas our tests are based on a Taylor approximation of the transition function which implies that inference for unit roots is easily obtained by simple regressions.

It should be mentioned that there already exists several unit root tests in the smooth transition autoregressive (STAR) framework, see for instance Enders and Granger (1998), Bec, Salem, and Carrasco (2002), Eklund (2003a), Eklund (2003b), and Kapetanios, Shin, and Snell (2003), but they differ, however fundamentally since they do not model the transition as a function of time, it is modeled as a function of lagged dependent variables.

The rest of the chapter is organized as follows. In Section 2.2 the models are presented. The procedure for testing a unit root against these nonlinear models is described in Section 2.3. In Section 2.4 theoretical asymptotic properties of the tests are presented. Finite-sample properties of the tests are investigated in Section 2.5. Concluding remarks are given in Section 2.6. Thereafter two appendices follow where proofs and additional tables can be found.

### 2.2 The models

In this section we introduce a new family of nonlinear models by adding a time trend with its own individual transition function to the LSTAR model defined in Lin and Terasvirta (1994). Such a model could be defined as

\[ y_t = x_t' \pi_1 + x_t' F \pi_2 + u_t, \quad t = 1, \ldots, T, \tag{2.1} \]

where \( x_t = (1, y_{t-1}, y_{t-2}, \ldots, y_{t-p}, t)' \) is a \((p + 2) \times 1\) vector and \( p \) is an integer such that \( p \geq 1 \), \( \pi_1 = (\pi_{10}, \ldots, \pi_{1,p+1})' \in \mathbb{R}^{p+2} \), \( F = \text{diag} \{ F_0, \ldots, F_{p+1} \} \) is a \((p + 2) \times (p + 2)\) matrix with transition functions on its diagonal, \( \pi_2 = (\pi_{20}, \ldots, \pi_{2,p+1})' \in \mathbb{R}^{p+2} \), and \( u_t \) is an error term whose properties are discussed later on. Suitable transition functions could be defined according to

\[ F_i(t; \phi_i) = \frac{1}{1 + \exp \{-\gamma_i(t - c_i)\}} - \frac{1}{2}, \quad i = 0, \ldots, p + 1, \tag{2.2} \]

where \( \phi_i = (\gamma_i, c_i) \in \mathbb{R}_{++} \times (0, T) \). Viewing \( F_i(t, \phi_i) \) as a function of \( t \), with \( \phi_i \) fixed, it is a bounded continuous non-decreasing transition function in \( t \) such that \( F_i(t) : \mathbb{R}_+ \rightarrow [-1/2, 1/2] \). The specification in (2.2) allows for one transition over time for each parameter, where \( \gamma_i \) determines the speed of transitions from one regime to another, and the parameter \( c_i \) indicates which
point in time the transition is symmetric about.1 Viewing $F_{i}(t; \gamma_{i}, c_{i})$ as a function of $\gamma_{i}$, with $t$ and $c_{i}$ fixed, $\lim_{\gamma_{i} \to \infty} F_{i}(\gamma_{i}) = -0.5$ if $t \in (c_{i}, T]$, and $\lim_{\gamma_{i} \to \infty} F_{i} = 0.5$ if $t \in [0, c_{i}]$, meaning that the transition functions make a jump (point of discontinuities) at $c_{i}$. On the other hand, $\lim_{\gamma_{i} \to 0} F_{i}(\gamma_{i}) = 0$, and the resulting model in (2.1) is linear. Finally we note that $F_{i}(t; \gamma_{i}, c_{i}) \in C^{n}(\mathbb{R}_{+}, \mathbb{R}_{+}^{+} \times (0, T))$ where $n$ is an integer such that $n \geq 1$.

It is evident that the model in (2.1) with (2.2) is able to capture the properties of quite complex nonlinear time series where e.g. the level, trend and dynamics are initially at an equilibrium and as time evolves a nonlinear adjustment towards a new long-run equilibrium takes place. Notice also that the model specification in (2.1) with (2.2) nests models such as the LSTAR(p) model introduced in Lin and Teräsvirta (1994), the classical linear autoregressive models in Dickey and Fuller (1979) and Phillips and Perron (1988), many of the nonlinear models in Leybourne, Newbold, and Vougas (1998) and Harvey and Mills (2002), and the threshold autoregressive (TAR) model discussed in Chan and Tong (1986).

2.2.1 The LSTAR(p), LSTART(p), and LSTD(p) models

The discussion in this chapter will focus, without loss of generality due to our testing methodology in the next section, on a sub-class of models in (2.1) with (2.2), where all transition functions are set equal. The generic transition function will hereafter be denoted $F$ and is defined as $F_{i}$ in (2.2) but with all indices dropped. Within the sub-class of models characterized by equal transition functions, there are three models of particular interest. First, the LSTAR(p) model obtained by letting $\pi_{1,p+1} = \pi_{2,p+1} \equiv 0$ in (2.1). Second, a new model that we call the LSTART(p) model which is characterized by the same nonlinearities as the LSTAR(p) model but in addition accommodates a nonlinear trend. To obtain the LSTART(p) model, no restrictions in (2.1) are imposed. Finally, another new model with a smooth transition only in the deterministic part, i.e. in the intercept and the time trend, is considered. This model is obtained by letting $\pi_{21} = ... = \pi_{2p} \equiv 0$ in (2.1), and is referred to as the LSTD(p) model. Typical realizations of an LSTAR and LSTART model together with their linear counterparts are depicted in Figures 2.1 and 2.2, respectively.

1The concern in this chapter is a smooth transition function with a single transition between regimes. However, in the Appendix A it becomes clear that we could generalize the discussion to transition functions with an arbitrary number of transitions, i.e. let $F(t; \gamma_{1}, c_{1}, ..., c_{m}) = 1/(1 + e^{-\gamma_{1}H_{0}^{m}t-1(t-c_{1})}) - 1/2$, where $\gamma > 0$, and $c_{1} < ... < c_{m}$ for $m \geq 1$.

2$C^{n}(\mathbb{R}_{+}, \mathbb{R}_{+}^{+} \times (0, T))$ denotes the family of continuous functions that are differentiable of order $n$ with respect to $t \in \mathbb{R}_{+}$, $\gamma_{i} \in \mathbb{R}_{+}$, and $c_{i} \in (0, T)$.
In the coming discussion it is shown that the power of conventional unit root tests such as those by Dickey and Fuller (1979) and Phillips and Perron (1988) have power close to zero under the nonlinear models illustrated in Figures 2.1 and 2.2. In these figures it is also seen that a random walk is a relevant null hypothesis in LSTAR type of models, i.e. the trajectories of a random walk in small samples may appear similarly to the trajectories generated by an LSTAR type of model.

2.3 Testing methodology

In this section we derive several testing equations that serve as devices for the inference about unit roots in the LSTAR, LSTART and LSTD models proposed above. To proceed it is convenient to separate the cases \( p = 1 \) and \( p \geq 2 \). When \( p = 1 \), the testing equations are called nonlinear Dickey-Fuller (NDF) testing equations. Letting \( p \geq 2 \), the resulting testing equations are abbreviated to the nonlinear augmented Dickey-Fuller (NADF) testing
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Figure 2.2 Typical realizations of an LSTART(1) model (solid line) with a long-run equilibrium (dashed line), a trend stationary AR(1) process (dash-dotted line), and a random walk with drift (dotted line).

2.3.1 The NDF testing equations

Assuming that $p = 1$ we want to test the null hypothesis of a random walk without drift against the LSTAR(1) model. This is reasoned by that both models lack the property of a time trend. Furthermore, we also want to test the null hypothesis of a random walk with drift against the LSTART(1) and the LSTD(1) models. As such, both the null and the alternative hypotheses display a trend, but are fundamentally different since in the former case the trend is stochastic and in the latter case it is nonlinear and deterministic. Testing the unit root hypothesis in the LSTAR(1), LSTART(1), and LSTD(1) models is formalized as follows

\[ H_{01} : y_t = y_{t-1} + u_t, \]

\[ H_{a1} : y_t = \pi_{10} + \pi_{11} y_{t-1} + (\pi_{20} + \pi_{21} y_{t-1}) F(t, \phi) + u_t, \]
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The implementation of these three tests is straightforward in the sense that for $m = 1, 2, 3$ the models under the alternative hypotheses, $H_{am}$, nest the models under the null hypotheses, $H_{0m}$. It is evident that these tests can be conducted by imposing the parameter restrictions

$$\gamma = 0, \quad \pi_{10} = 0, \quad \pi_{11} = 1,$$

(2.3)
on the LSTAR(1) model represented by $H_{a1}$ to obtain the null hypothesis $H_{01}$, and imposing the restrictions

$$\gamma = 0, \quad \pi_{10} \in \mathbb{R}, \quad \pi_{11} = 1, \quad \pi_{12} = 0,$$

(2.4)
on the LSTART(1) and the LSTD(1) models represented by $H_{a2}$ and $H_{a3}$, respectively, to deduce the null hypotheses $H_{02}$ and $H_{03}$. However, it is known that letting $\gamma = 0$ leads to an identification problem under the null hypotheses. Following Luukkonen, Saikkonen, and Teräsvirta (1988) we remedy this problem by a third-order Taylor expansion of $\gamma$ around 0 in $F$. This is feasible because $F \in C^4[\mathbb{R}_+, \mathbb{R}_+ \times (0,T)]$, and since $F$ is an odd function we especially note that $\partial F/\partial \gamma |_{\gamma=0} \neq 0$ and $\partial^3 F/\partial \gamma^3 |_{\gamma=0} \neq 0$ in an open interval $(-\varepsilon, \varepsilon)$, for $\varepsilon > 0$. The motivation of a third-order Taylor approximation, rather than a first, is mainly the robustness in power to a wider class of DGP’s under the alternative hypotheses. As far as the LSTAR model is concerned, it is well known that a first-order Taylor approximation results in low power if the transition only takes place in the intercept, see Luukkonen, Saikkonen, and Teräsvirta (1988) and the discussion in Chapter 1. Similar arguments hold for the LSTART and LSTD models and a third-order approximation is in many cases strongly preferable. Thus, a third-order Taylor approximation of the transition function is given by

$$T_3(t; \gamma, c) = \gamma(t - c)/4 + \gamma^3(t - c)^3/48 + r(\gamma),$$

(2.5)

where $r(\gamma)$ is a remainder such that $r(0) = 0$. Substituting (2.5) into the models in $H_{a1}$, $H_{a2}$, and $H_{a3}$, and merging terms yields the auxiliary regression equations

\footnote{Relaxing the assumption that all transitions are set equal in the transition function (2.2) will not change the set of explanatory variables in $H_{a1}^{a2x}$, $H_{a2}^{a2x}$, and $H_{a3}^{a3x}$. However, the induced parameters in the auxiliary regression will not be the same in terms of the original parameters in the models in $H_{a1}$, $H_{a2}$, and $H_{a3}$.}
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$$H_{a1}^{aux} : y_t = s_{1t}'\lambda_1 + (y_{t-1}s_{1t})' \varphi_1 + u_t^*,$$

$$H_{a2}^{aux} : y_t = s_{2t}'\lambda_2 + (y_{t-1}s_{1t})' \varphi_2 + u_t^*,$$

$$H_{a3}^{aux} : y_t = s_{3t}'\lambda_3 + y_{t-1}\varphi_30 + u_t^*,$$

(2.6)

where $s_{1t} = (1, t, t^2, t^3)'$, $\lambda_1 = (\lambda_{10}, ..., \lambda_{13})'$, $\varphi_1 = (\varphi_{10}, ..., \varphi_{13})'$, $u_t^*$ is an error term adjusted with respect to the Taylor expansions such that $u_t^* = u_t$ holds whenever $\gamma = 0$, $s_{2t} = (1, t, ..., t^4)'$, $\lambda_2 = (\lambda_{20}, ..., \lambda_{24})'$, $\varphi_2 = (\varphi_{20}, ..., \varphi_{23})'$, and $\lambda_3 = (\lambda_{30}, ..., \lambda_{34})'$. The corresponding auxiliary null hypotheses are given by

$$H_{01}^{aux} : \lambda_{1i} = 0 \forall i, \ varphi_{10} = 1, \ varphi_{1j} = 0, \ j \geq 1,$$

$$H_{02}^{aux} : \lambda_{20} \in \mathbb{R}, \ \lambda_{2i} = 0, \ i \geq 1, \ varphi_{20} = 1, \ varphi_{2j} = 0, \ j \geq 1,$$

$$H_{03}^{aux} : \lambda_{30} \in \mathbb{R}, \ \lambda_{3i} = 0, \ i \geq 1, \ varphi_{30} = 1.$$

(2.7)

It should be pointed out that the auxiliary regression model for the LSTD(1) model given by $H_{a3}^{aux}$ is the same type of regression model as in Ouliaris, Park, and Phillips (1989), but in addition they allow for a trend of arbitrary order. Applying the same order of the time trends, (i.e. trends up to the fourth-order) we note that their null hypothesis would correspond to our null hypothesis $H_{03}^{aux}$ but where the restrictions on $\lambda_{31}, ..., \lambda_{33}$ are relaxed. In this context the null hypothesis is a random walk where the drift is characterized by a third order polynomial in $t$, and with implications that are to be stressed later on.

To proceed, the auxiliary null hypotheses $H_{02}^{aux}$ and $H_{03}^{aux}$ imply that the data generating processes (DGP's) are random walks with drift. This leads to problems with multicollinearity in large samples since $y_{t-1}$ is then asymptotically equivalent to $t - 1$, an explanatory variable already included in the regression equations in $H_{a2}^{aux}$ and $H_{a3}^{aux}$. We avoid this problem by the transformation $\xi_t \equiv y_t - \lambda_{m0}t$ for $m = 2, 3$ and where $\lambda_{m0}t = E_{H_{0m}^{aux}}[y_t] = \pi_{10}t$, see e.g. Sims, Stock, and Watson (1990), Hamilton (1994), and Chapter 1 for details. These transformations give rise to the new set of auxiliary regression equations

$$\tilde{H}_{a2}^{aux} : y_t = s_{2t}'\lambda_2^* + (\xi_{t-1}s_{1t})' \varphi_2 + u_t^*,$$

$$\tilde{H}_{a3}^{aux} : y_t = s_{3t}'\lambda_3^* + \xi_{t-1}\varphi_30 + u_t^*,$$

(2.8)

(2.9)

where $\lambda_2^* = (\lambda_{20}^*, ..., \lambda_{24}^*)'$, $\xi_{t-1} = y_{t-1} - \pi_{10}(t - 1)$, and $\lambda_3^* = (\lambda_{30}^*, ..., \lambda_{34}^*)'$. 
The null hypotheses $H_{a2}^{aux}$ and $H_{a3}^{aux}$ transform further and yield

$$
\hat{H}_{02}^{aux}: \lambda_{2i}^* \in \mathbb{R}, \quad \lambda_{2i}^* = 0, \quad i \neq 1, \quad \varphi_{20} = 1, \quad \varphi_{2j} = 0, \quad j \geq 1, (2.10)
$$

$$
\hat{H}_{03}^{aux}: \lambda_{3i}^* \in \mathbb{R}, \quad \lambda_{3i}^* = 0, \quad i \neq 1, \quad \varphi_{30} = 1. \quad (2.11)
$$

It is now clear that imposing the parameter restrictions given in (2.7), (2.10), and (2.11) on the corresponding auxiliary regression equations (2.6), (2.8) and (2.9), respectively, the DGP’s $y_t = y_{t-1} + u_t$ for $m = 1$, and $\xi_t = \xi_{t-1} + u_t$ for $m = 2, 3$, are obtained. In other words, we end up with a random walk without a drift for all cases with the same error term as in (2.1). The inference about unit roots in the LSTAR(1), LSTART(1), and LSTD(1) models is now based on the NDF testing equations given in $H_{a2}^{aux}$, $\hat{H}_{a2}^{aux}$, and $\hat{H}_{a3}^{aux}$, respectively.

### 2.3.2 The NADF testing equations

Assuming that $p \geq 2$ means that the LSTAR(p), LSTART(p) and LSTD(p) models are in focus. In these augmented models we shall test for a single unit root. The desired testing situations is summarized as follows

$$
H_{01}^a: (1 - \sum_{i=1}^{p} \pi_{1i}L^i)y_t = u_t,
$$

$$
H_{a1}^a: y_t = \pi_{10} + \pi_{11}y_{t-1} + \ldots + \pi_{1,p}y_{t-p} + (\pi_{20} + \pi_{21}y_{t-1} + \ldots + \pi_{2,p}y_{t-p})F(t, \phi) + u_t,
$$

$$
H_{0m}^a: (1 - \sum_{i=1}^{p} \pi_{1i}L^i)y_t = \pi_{10} + u_t, \quad m = 2, 3,
$$

$$
H_{a2}^a: y_t = \pi_{10} + \pi_{11}y_{t-1} + \ldots + \pi_{1,p}y_{t-p} + \pi_{1,p+1}t + (\pi_{20} + \pi_{21}y_{t-1} + \ldots + \pi_{2,p}y_{t-p} + \pi_{2,p+1}t)F(t, \phi) + u_t,
$$

$$
H_{a3}^a: y_t = \pi_{10} + \pi_{11}y_{t-1} + \ldots + \pi_{1,p}y_{t-p} + \pi_{1,p+1}t + (\pi_{20} + \pi_{2,p+1}t)F(t, \phi) + u_t,
$$

where $L$ denotes the lag operator. As before, the models under the alternative nest the models under the null hypotheses and the desirable tests could be carried out by imposing the restrictions $\gamma = 0$ and $\pi_{10} = 0$ on $H_{a1}^a$, and $\gamma = 0$ and $\pi_{10} \in \mathbb{R}$ on $H_{a2}^a$ and $H_{a3}^a$, respectively. In addition, we assume, for all $m$, that $\{y_t\}_{t=1}^{\infty}$ contains a single unit root under the null hypothesis meaning that the characteristic polynomial $c(z) = 1 - \sum_{i=1}^{p} \pi_{1i}z^i = 0$ has a single unit root and all other roots lie outside the unit circle. Furthermore, the restriction $\gamma = 0$ implies the same kind of identification problem that was mentioned in
Section 2.3.1, and is circumvented in the same way. In other words, applying (2.5) to the models represented in $H_{a1}^{aux}$, $H_{a2}^{aux}$, and $H_{a3}^{aux}$, respectively, yields the augmented auxiliary regression equations

$$H_{a1}^{aux} : y_t = s_1'y_1 + (s_1 t \otimes y_{-p})' \varphi_1^a + u_t^*,$$

$$H_{a2}^{aux} : y_t = s_2'y_2 + (s_2 t \otimes y_{-p})' \varphi_2^a + u_t^*,$$

$$H_{a3}^{aux} : y_t = s_3'y_3 + y_{-p} \varphi_3^a + u_t^*,$$

where $\lambda^a_i = (\lambda^a_{10}, \ldots, \lambda^a_{13})'$, $y_{-p} = (y_{t-1}, \ldots, y_{t-p})'$ is a $p \times 1$ vector, $\varphi_1^a = (\varphi^a_{10}, \ldots, \varphi^a_{13})'$ and $\varphi_1^n = (\varphi^a_{1n1}, \ldots, \varphi^a_{1np})'$ where $n = 0, \ldots, 3$, $u_t^*$ is an error term adjusted with respect to the Taylor expansions such that $u^*_t = u_t$ holds whenever $\gamma = 0$, $\lambda^a_2 = (\lambda^a_{20}, \ldots, \lambda^a_{24})'$, $\varphi_2^a = (\varphi^a_{20}, \ldots, \varphi^a_{23})'$ and $\varphi_2^n = (\varphi^a_{2n1}, \ldots, \varphi^a_{2np})'$ where $n = 0, \ldots, 3$, $\lambda^a_3 = (\lambda^a_{30}, \ldots, \lambda^a_{34})'$, and $\varphi_3^a = (\varphi^a_{301}, \ldots, \varphi^a_{30p})'$.

Letting $\Delta y_t = y_t - y_{t-1}$, more convenient representations of the auxiliary regression equations above are found as follows.

Lemma 1 (i) Assuming $p \geq 2$, then the models in $H_{a1}^{aux}$ and $H_{a2}^{aux}$ can be represented by

$$y_t = s_1'y_1 + (y_{t-1}s_1t)' \rho_1^a + (s_1 t \otimes \Delta y_t)' \zeta_1^a + u_t^*, \quad (2.12)$$

$$y_t = s_2'y_2 + (y_{t-1}s_2t)' \rho_2^a + (s_2 t \otimes \Delta y_t)' \zeta_2^a + u_t^*, \quad (2.13)$$

where $\rho^a_m = (\rho^a_{m0}, \ldots, \rho^a_{m3})'$, $\Delta y_t = (\Delta y_{t-1}, \ldots, \Delta y_{t-p+1})'$ is a $(p-1) \times 1$ vector, $\zeta^a_m = (\zeta^a_{m0}, \ldots, \zeta^a_{m3})'$ with $\zeta^a_m = (\zeta^a_{mn1}, \zeta^a_{mn2}, \ldots, \zeta^a_{mn,p-1})'$ where $n = 0, \ldots, 3$. Furthermore, the parameter vectors $\rho^a_m$ and $\zeta^a_m$ are defined through the parameter vector $\varphi^a_m$ in $H_{a1}^{aux}$ and $H_{a2}^{aux}$ by

$$\rho^a_m \equiv \sum_{q=1}^{p} \varphi^a_{mnq},$$

$$\zeta^a_{mn1} = -\sum_{q=2}^{p} \varphi^a_{mnq},$$

$$\zeta^a_{mn2} = -\sum_{q=3}^{p} \varphi^a_{mnq},$$

$$\vdots$$

$$\zeta^a_{mn,p-1} = -\varphi^a_{mnp}.$$

(ii) Assuming $p \geq 2$, then the model in $H_{a3}^{aux}$ can be represented by

$$y_t = s_3'y_3 + y_{t-1}\rho_{30}^a + \Delta y_t' \zeta_3^a + u_t^*, \quad (2.14)$$
where \( \zeta^a = (\zeta^a_{301}, \zeta^a_{302}, \ldots, \zeta^a_{30,p-1}) \). Moreover, \( \rho^a_{30} \) and the parameter vector \( \zeta^a \) are defined through the parameter vector \( \varphi^a \) in \( H^a_{3 \text{aux}} \) by

\[
\rho^a_{30} = \sum_{q=1}^{p} \varphi^a_{30q}, \\
\zeta^a_{301} = - \sum_{q=2}^{p} \varphi^a_{30q}, \\
\zeta^a_{302} = - \sum_{q=3}^{p} \varphi^a_{mnq}, \\
\vdots \\
\zeta^a_{30,p-1} = - \varphi^a_{mnp}.
\]

**Proof.** See Appendix A. \( \blacksquare \)

In Lemma 1 it is seen that the two first terms on the right-hand sides of (2.12)-(2.14) are the same set of explanatory variables as in the case \( p = 1 \). The augmented auxiliary regression equations are therefore obtained by adding lagged differences of the dependent variable multiplied by time trends up to order three to the auxiliary regression equations in \( H^a_{1 \text{aux}}, H^a_{2 \text{aux}}, \) and \( H^a_{3 \text{aux}} \), respectively. That the characteristic polynomial \( c(z) = 1 - \sum_{i=1}^{p} \pi_i z^i = 0 \) only contains a single unit root corresponds now to \( \rho_{0}^a = 1 \) and that the roots of \( c(z) = 1 - \sum_{q=1}^{p-1} \zeta^a_{m0q} z^q = 0 \) lie outside the unit circle. The null hypotheses can be expressed as

\[
H^a_{01 \text{aux}}: \lambda^a_{1i} = 0 \ \forall i, \quad \rho^a_{10} = 1, \quad \rho^a_{1j} = 0, \quad j \geq 1, \\
\zeta^a_{10q} \in \mathbb{R}, \quad \zeta^a_{1nq} = 0, \quad n \geq 1, \quad q = 1, \ldots, p - 1, \tag{2.15}
\]

\[
H^a_{02 \text{aux}}: \lambda^a_{2i} = 0, \quad \lambda^a_{20} \in \mathbb{R}, \quad \rho^a_{2i} = 0, \quad \rho^a_{20} = 1, \quad \rho^a_{2j} = 0, \quad j \geq 1, \\
\zeta^a_{20q} \in \mathbb{R}, \quad \zeta^a_{2nq} = 0, \quad n \geq 1, \quad q = 1, \ldots, p - 1,
\]

\[
H^a_{03 \text{aux}}: \lambda^a_{3i} = 0, \quad \lambda^a_{30} \in \mathbb{R}, \quad \rho^a_{3i} = 0, \quad \rho^a_{30} = 1, \\
\zeta^a_{30q} \in \mathbb{R}, \quad \zeta^a_{3nq} = 0, \quad n \geq 1, \quad q = 1, \ldots, p - 1.
\]

Imposing the restrictions in \( H^a_{01 \text{aux}}, H^a_{02 \text{aux}}, \) and \( H^a_{03 \text{aux}} \) on (2.12), 2.13 and (2.14), respectively, yields

\[
\begin{pmatrix}
1 - \sum_{q=1}^{p-1} \zeta^a_{10q} L^q \\
1 - \sum_{q=1}^{p-1} \zeta^a_{10q} L^q
\end{pmatrix} \Delta y_t = u_t,
\]

\[
\begin{pmatrix}
\lambda^a_{m0} + u_t
\end{pmatrix}.
\]
Because the roots of $c(z) = 1 - \sum_{q=1}^{p-1} \zeta_m^a z^q = 0$ fall outside the unit circle, it follows that
\[
H_{a1}^{aux} : \Delta y_t = v_t,
\]
\[
H_{a2}^{aux} : \Delta y_t = \mu_m + v_t, \quad m = 2, 3,
\]
where $v_t = \left(1 - \zeta_{m01}^a L - \zeta_{m02}^a L^2 - \ldots - \zeta_{m0,p-1}^a L^{p-1}\right)^{-1} u_t$ and $\mu_m = \lambda_{m0}^a / (1 - \zeta_{m01}^a - \zeta_{m02}^a - \ldots - \zeta_{m0,p-1}^a)$. For $m = 2, 3$, the models under $H_{0m}^{a,aux}$ are random walks with drift, and again we encounter a problem with multicollinearity in the auxiliary regression equations (2.13) and (2.14). The problem is circumvented by defining $\xi_t = y_{t-1} - \mu_m t$ and $\Delta \xi_t = \Delta y_t - \mu_m$ where $\mu_m t = E_{H_{0m}^{a,aux}}[y_t]$ and $\mu_m = E_{H_{0m}^{a,aux}}[\Delta y_t]$. These transformations imply that (2.13) and (2.14) can be expressed as
\[
\tilde{H}_{a2}^{aux} : y_t = s_{2t}^{a*} \lambda_2^{a*} + (\xi_{t-1}s_{1t})' \rho_2^a + (\Delta \xi_t \otimes s_{1t})' \zeta_2^a + u_t^a, \quad (2.16)
\]
\[
\tilde{H}_{a3}^{aux} : y_t = s_{3t}^{a*} \lambda_3^{a*} + \xi_{t-1} \rho_3^a + \Delta \xi_t \zeta_3^a + u_t^a, \quad (2.17)
\]
where $\lambda_2^{a*} = (\lambda_{20}^{a*}, \ldots, \lambda_{24}^{a*})'$, and $\lambda_3^{a*} = (\lambda_{30}^{a*}, \ldots, \lambda_{34}^{a*})'$. The null hypotheses transform to
\[
\tilde{H}_{02}^{aux} : \lambda_{21}^a \in \mathbb{R}, \quad \lambda_{2i}^{a*} = 0, \quad i \neq 1, \quad \rho_{20}^a = 1, \quad \rho_{2q}^a = 0, \quad j \geq 1, \quad (2.18)
\]
\[
\tilde{H}_{03}^{aux} : \lambda_{31}^a \in \mathbb{R}, \quad \lambda_{3i}^{a*} = 0, \quad i \neq 0, \quad \rho_{30}^a = 1, \quad \zeta_{3q}^a = 0, \quad n \geq 1, \quad q = 1, \ldots, p-1. \quad (2.19)
\]
Applying the parameter restrictions (2.15), (2.18), and (2.19) to (2.12), (2.16), and (2.17), respectively, a random walk without drift for all $m$ is obtained. Specifically, $m = 1$ implies $y_t = y_{t-1} + v_t$, and $m = 2, 3$ gives that $\xi_t = \xi_{t-1} + v_t$. The difference between the random walks derived in this section and the random walks in Section 2.3.1 is that $\{v_t\}$ defines a sequence of serially correlated errors, whereas $\{u_t\}$ presumably is an i.i.d. sequence. To this end, notice that the inference about unit roots for the models in $H_{a1}^a, H_{a2}^a$, and $H_{a3}^a$ is now based on the NADF testing equations in $H_{a1}^{a,aux}, H_{a2}^{a,aux}$, and $H_{a3}^{a,aux}$, respectively.

### 2.3.3 The NPADF testing equations

The NADF testing equations presented above contain rather many regressors and increase rapidly, especially for $m = 1, 2$, with $p$. It is therefore interesting to consider partially augmented testing equations. For $m = 1, 2$, obvious
choices are to consider the following NPADF testing equations

\[ H_{a1}^{pa,aux} : y_t = s_{1t}^\prime \lambda_{1}^{pa} + (y_{t-1} - s_{1t})^\prime \rho_{1}^{pa} + \Delta y_t^\prime \zeta_{1}^{pa} + u_t^*, \quad (2.20) \]

\[ H_{a2}^{pa,aux} : y_t = s_{2t}^\prime \lambda_{2}^{pa*} + (\xi_{t-1} - s_{2t})^\prime \rho_{2}^{pa} + \Delta \xi_t^\prime \zeta_{2}^{pa} + u_t^*, \quad (2.21) \]

where \( \lambda_{1}^{pa} = (\lambda_{10}^{pa}, \ldots, \lambda_{13}^{pa})^\prime, \lambda_{2}^{pa*} = (\lambda_{20}^{pa*}, \ldots, \lambda_{24}^{pa*})^\prime, \rho_{m} = (\rho_{m0}, \ldots, \rho_{m3})^\prime, \zeta_{m} = (\zeta_{m01}, \zeta_{m02}, \ldots, \zeta_{m0,p-1})^\prime, \) and \( u_t^* \) is an error term where \( u_t^* = u_t \) holds when \( \gamma = 0. \) By (2.20) and (2.21) we keep the first two parts on the right-hand side of (2.12) and (2.16) (i.e. keeping the same set of regressors that are obtained in the case \( p = 1 \)), but all terms with lagged differences of the dependent variables that are multiplied by a time trend are excluded. Using this approach, the number of reduced regressors equals \( 3(p - 1) \). It is also evident that with this choice of NPADF testing equations, the equation in (2.17) qualifies both as a NADF and NPADF testing equation. Furthermore, the relevant null hypotheses are given by

\[ H_{01}^{pa,aux} : \lambda_{1i}^{pa} = 0 \quad \forall i, \quad \rho_{10}^{pa} = 1, \quad \rho_{1j}^{pa} = 0, \quad j \geq 1, \]

\[ \zeta_{10q}^{pa} \in \mathbb{R}, \quad q = 1, \ldots, p - 1, \quad (2.22) \]

\[ H_{02}^{pa,aux} : \lambda_{2i}^{pa*} = 0 \quad \forall i, \quad \rho_{20}^{pa*} = 0, \quad \rho_{2i}^{pa*} = 1, \quad j \geq 1, \]

\[ \zeta_{20q}^{pa} \in \mathbb{R}, \quad q = 1, \ldots, p - 1, \quad (2.23) \]

Imposing the restrictions in (2.20) and (2.21) on (2.22) and (2.23), respectively, we obtain the same DGP's under the null hypotheses as in Section 2.3.2, i.e. \( y_t = y_{t-1} + v_t \) and \( \xi_t = \xi_{t-1} + v_t \), respectively.

### 2.4 The NDF, NADF, and NPADF unit root tests

In this section several unit root tests based on the NDF, NADF, and NPADF testing equations in the previous section are derived. The unit root tests will therefore be denoted as the NDF, NADF, and NPADF unit root tests.

All theoretical results presented below are derived under the assumption that the errors \( u_t \) in (2.1) are i.i.d. yielding limiting distributions for the test statistics that are nuisance parameter free (or that the nuisance parameters are trivially eliminated). Although, similar results can be established under the assumption that the error term in (2.1) is a strong mixing, the inference will be affected by nuisance parameters depending on the mixing assumption, see e.g. Phillips (1987), Phillips and Perron (1988), and Chapter 1. As a remark on notation in the following theorems and corollaries, \( \overset{d}{\rightarrow} \) and \( \overset{P}{\rightarrow} \) denote convergence in distribution and probability, respectively, and \( B(r) \) denotes a standard Brownian motion defined on \([0,1]\).
Assumption 1 Let \( \{u_t\}_{t=1}^{\infty} \) be an i.i.d. sequence of random variables defined on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\) such that \( E(u_t) = 0, E(u_t^2) = \sigma_u^2 \), and \( E(u_t^4) < \infty \) hold for all \( t \).

Theorem 2.1 Consider models (2.6), (2.8), and (2.9) when (2.7), (2.10), and (2.11) hold, respectively. Furthermore, assume that \( \{u_t\}_{t=1}^{\infty} \) fulfills Assumption 1. Then, for \( m = 1, 2, 3, \ldots d-1 \)

\[
\gamma_{m1}(\hat{\psi}_m - \psi_m) \overset{d}{\rightarrow} \Psi_m^{-1}\Pi_m, \tag{2.24}
\]

and

\[
\hat{\psi}_m - \psi_m \overset{P}{\rightarrow} 0,
\]

where

\[
\gamma_{11} = \text{diag}\{T_1\}, \quad T_1 = \begin{bmatrix} T^{1/2} & T^{3/2} & T^{5/2} & T & T^2 & T^3 & T^4 \end{bmatrix},
\]

\[
\gamma_{21} = \text{diag}\{T_2\}, \quad T_2 = \begin{bmatrix} T^{1/2} & T^{3/2} & T^{5/2} & T^{7/2} & T^{9/2} & T & T^2 & T^3 & T^4 \end{bmatrix},
\]

\[
\gamma_{31} = \text{diag}\{T_3\}, \quad T_3 = \begin{bmatrix} T^{1/2} & T^{3/2} & T^{5/2} & T^{7/2} & T^{9/2} & T^2 & T^3 & T^4 \end{bmatrix},
\]

and \( \hat{\psi}_1 = (\hat{\lambda}_1', \hat{\varphi}_1'), \hat{\psi}_2 = (\hat{\lambda}_2', \hat{\varphi}_2'), \text{ and } \hat{\psi}_3 = (\hat{\lambda}_3', \hat{\varphi}_3')' \) are the least square estimators of \( \psi_1 = (\lambda_1', \varphi_1'), \psi_2 = (\lambda_2', \varphi_2'), \text{ and } \psi_3 = (\lambda_3', \varphi_3')' \) in (2.6), (2.8), and (2.9), respectively. Moreover, in (2.24),

\[
\Psi_m = \begin{bmatrix} \sigma_u D_m & \sigma_u B_m \\ \sigma_u B_m' & \sigma_u C_m \end{bmatrix}, \quad \Pi_m = \begin{bmatrix} \sigma_u D_m \\ \sigma_u C_m \end{bmatrix},
\]

where

\[
A_1 = [a_{ij}]_{4 \times 4}, \quad B_1 = [b_{ij}]_{4 \times 4}, \quad C_1 = [c_{ij}]_{4 \times 4}, \quad D_1 = [d_i]_{4 \times 1}, \quad E_1 = [e_i]_{4 \times 1},
\]

\[
A_2 = [a_{ij}]_{5 \times 5}, \quad B_2 = [b_{ij}]_{5 \times 4}, \quad C_2 = C_1, \quad D_2 = [d_i]_{5 \times 1}, \quad E_2 = E_1,
\]

\[
A_3 = A_2, \quad B_3 = [b_{ij}]_{5 \times 1}, \quad C_3 = [c_{ij}]_{1 \times 1}, \quad D_3 = D_2, \quad E_3 = [e_i]_{1 \times 1},
\]

with

\[
a_{ij} = 1/(i+j-1),
\]

\[
b_{ij} = \int_0^1 r^{i+j-2} B(r)dr,
\]

\[
c_{ij} = \int_0^1 r^{i+j-2} B(r)^2 dr,
\]

\[
d_i = B(1) - (i-1) \int_0^1 r^{i-2} B(r)dr,
\]

\[
e_i = \left( B(1)^2 - (i-1) \int_0^1 r^{i-2} B(r)^2 dr - 1/i \right)/2.
\]

Proof. See Appendix A. ■
The joint limiting distributions in (2.24) contain the nuisance parameter $\sigma_u$. However, it is clear that the sub-matrices $A_m, B_m, C_m, D_m,$ and $E_m$ are nuisance parameter free.

**Corollary 2.2 (NDF tests)** Suppose that the conditions of Theorem 2.1 hold. Define the test statistic

$$\psi_m \equiv T(\hat{\varphi}_{m0} - 1), \quad m = 1, 2, 3.$$  

Then,

$$\psi_m \overset{d}{\to} r_m \tilde{\Psi}_m^{-1} \tilde{\Pi}_m,$$  

where $r_1 = [r_{1i}]_{1 \times 8}, r_2 = [r_{2i}]_{1 \times 9},$ and $r_3 = [r_{3i}]_{1 \times 6},$ with elements defined as $r_{15} = r_{26} = r_{36} = 1$ and zero otherwise. Moreover, in (2.25),

$$\tilde{\Psi}_m = \begin{bmatrix} A_m & B_m \\ B'_m & C_m \end{bmatrix}, \quad \tilde{\Pi}_m = \begin{bmatrix} D_m \\ E_m \end{bmatrix}.$$  

**Proof.** See Appendix A. $\blacksquare$

**Corollary 2.3 (NDF t-type of tests)** Suppose that the conditions of Theorem 2.1 hold. Define the t-test statistic

$$t_m \equiv (\hat{\varphi}_{m0} - 1) / \hat{\delta} \hat{\varphi}_{m0}, \quad m = 1, 2, 3,$$

where $\hat{\delta} \hat{\varphi}_{m0}$ is the estimated standard deviations of $\hat{\varphi}_{m0}$. Then

$$t_m \overset{d}{\to} \frac{r_m \tilde{\Psi}_m^{-1} \tilde{\Pi}_m}{(r_m \tilde{\Psi}_m^{-1} r_m')^{1/2}}.$$  

**Proof.** See Appendix A. $\blacksquare$

It is evident from (2.25) and (2.26) in Corollary 2.2 and 2.3, respectively, that both the NDF and the NDF t-type of tests have asymptotic distributions that are nuisance parameter free. Another important property is that for $m = 2, 3$, the tests in (2.25) and (2.26) are invariant with respect to if the random walk under the null hypothesis is with or without drift, i.e. the tests are invariant with respect to the parameters $\lambda_2$ and $\lambda_3$, respectively. For $m = 1$ this is not the case. Moreover, it is only the test based on the LSTD (1) model that are invariant with respect to maintained trends up to order three under the null hypothesis, as noted in Ouliaris, Park, and Phillips (1989). In the present context this means that for $m = 3$, the NDF and the NDF t-type
of tests are invariant with respect to \( \lambda_{30}, \ldots, \lambda_{33} \). However, in our case the restrictions \( \lambda_{31} = \ldots = \lambda_{33} = 0 \) in \( H^{aux}_{03} \) are implied restrictions from those that are initially imposed on the LSTD(1) model. Even though the restrictions in this case are not needed in the testing equation in \( H^{aux}_{a3} \), it seems rather ad hoc to relax them in terms of the originally state null hypothesis in \((2.4)\).

**Assumption 2** Let \( \{u_t\}_{t=1}^{\infty} \) be an i.i.d. sequence of random variables satisfying Assumption 1. Furthermore, define \( v_t = c(L)w_t = \sum_{j=0}^{\infty} c_j u_{t-j} \), where \( c(L) = \sum_{j=0}^{\infty} c_j L^j \) is a one-sided moving average polynomial in the lag operator such that \((A.2.1)\) \( c(1) \neq 0 \) (no unit roots), and \((A.2.2)\) \( \sum_{m=1}^{\infty} j|c_j| < \infty \) (one-summability).

Due to the earlier assumptions of a single unit root, \((A.2.1)\) in Assumption 2 is satisfied under \( H^{aux}_{0m} \). The only assumption we have to impose is \((A.2.2)\), i.e. we have to control for the amount of serial dependence in \( \{v_t\}_{t=1}^{\infty} \).

**Theorem 2.4** Consider models \((2.12), (2.16),\) and \((2.17)\) when \((2.15), (2.18),\) and \((2.19)\) hold. Furthermore, assume that \( \{u_t\}_{t=1}^{\infty} \) and \( \{v_t\}_{t=1}^{\infty} \) fulfill Assumption 2. Then, for \( m = 1, 2, 3, \)

\[
\gamma_m^a(\hat{\phi}_m^a - \psi_m^a) \xrightarrow{d} (\Psi_m^a)^{-1} \Pi_m^a, \tag{2.27}
\]

and

\[
\hat{\psi}_m^a - \psi_m^a \xrightarrow{p} 0,
\]

where

\[
\begin{align*}
\gamma_{12}^a &= \text{diag}\left\{ T_1, \begin{bmatrix} T^{1/2} & T^{3/2} & T^{5/2} & T^{7/2} \end{bmatrix}' \otimes 1 \right\}, \\
\gamma_{22}^a &= \text{diag}\left\{ T_2, \begin{bmatrix} T^{1/2} & T^{3/2} & T^{5/2} & T^{7/2} \end{bmatrix}' \otimes 1 \right\}, \\
\gamma_{32}^a &= \text{diag}\left\{ T_3, \begin{bmatrix} T^{1/2} \end{bmatrix}' \right\},
\end{align*}
\]

and \( 1 \) is a \((p-1)\times 1\) vector of ones, \( \hat{\psi}_1^a = (\hat{\lambda}_1^a', \hat{\rho}_1^a', \hat{\xi}_1^a)' \), \( \hat{\psi}_2^a = (\hat{\lambda}_2^a', \hat{\rho}_2^a', \hat{\xi}_2^a)' \), \( \hat{\psi}_3^a = (\hat{\lambda}_3^a', \hat{\rho}_3^a', \hat{\xi}_3^a)' \) are the least square estimators of \( \psi_1^a = (\lambda_1^a, \rho_1^a, \xi_1^a)' \), \( \psi_2^a = (\lambda_2^a, \rho_2^a, \xi_2^a)' \), and \( \psi_3^a = (\lambda_3^a, \rho_3^a, \xi_3^a)' \) in \((2.12), (2.16),\) and \((2.17)\), respectively. Moreover, in \((2.27)\),

\[
(\Psi_m^a)^{-1} \Pi_m^a = \begin{bmatrix} P_m^a \\ Q_m^a \end{bmatrix},
\]
with sub-matrices given by

\[
P^a_m = \left[ \begin{array}{cc} A_m & \lambda B_m \\ \lambda B_m' & \lambda^2 C_m \end{array} \right]^{-1} \left[ \begin{array}{c} \sigma_u D_m \\ \sigma_u \lambda E_m \end{array} \right], \quad Q^a_m \sim N \left( 0, \sigma_u^2 V_m^{-1} \right),
\]

where \( \lambda = c(1)\sigma_u \), and

\[
V_1 = A_1 \otimes \Sigma_1, \quad V_2 = A_1 \otimes \Sigma_2, \quad V_3 = \Sigma_3,
\]

with

\[
\Sigma_m = \left[ \begin{array}{cccc} \gamma_{m,0} & \gamma_{m,1} & \cdots & \gamma_{m,p-2} \\ \gamma_{m,1} & \gamma_{m,0} & \cdots & \gamma_{m,p-3} \\ \vdots & \vdots & \ddots & \vdots \\ \gamma_{m,p-2} & \gamma_{m,p-3} & \cdots & \gamma_{m,0} \end{array} \right],
\]

where \( \gamma_{m,j} \) equals \( E[\Delta y_{t-j} \Delta y_{t-j}] \) for \( m = 1 \) and \( E[\Delta \xi_{t-j} \Delta \xi_{t-j}] \) for \( m = 2,3 \).

**Proof.** See Appendix A. ■

**Theorem 2.5** Consider models (2.20) and (2.21) when (2.22) and (2.23) hold, respectively. Furthermore, assume that \( \{u_t\}_{t=1}^\infty \) and \( \{v_t\}_{t=1}^\infty \) fulfill Assumption 2. Then, for \( m = 1,2,3 \),

\[
\gamma_{m2}^p \left( \hat{\psi}_m^p - \psi_m^p \right) \overset{d}{\rightarrow} (\Psi_m^p)^{-1} \Pi_m^p, \tag{2.28}
\]

and

\[
\hat{\psi}_m^p - \hat{\psi}_m^p \overset{p}{\rightarrow} 0,
\]

where

\[
\gamma_{m2}^p = \text{diag} \left\{ T_m \left( T^{1/2} 1 \right)' \right\},
\]

and \( \hat{\psi}_1^p = (\hat{\lambda}_1^p, \hat{\rho}_1^p, \hat{\zeta}_1^p)' \) and \( \hat{\psi}_2^p = (\hat{\lambda}_2^p, \hat{\rho}_2^p, \hat{\zeta}_2^p)' \) are the least square estimators of \( \psi_1^p = (\lambda_1^p, \rho_1^p, \zeta_1^p)' \) and \( \psi_2^p = (\lambda_2^p, \rho_2^p, \zeta_2^p)' \) in (2.20) and (2.21), respectively. Moreover, in (2.28),

\[
(\Psi_m^p)^{-1} \Pi_m^p = \left[ \begin{array}{c} P_m^p \\ Q_m^p \end{array} \right],
\]

where

\[
P_m^p = P_m, \quad Q_m^p \sim N \left( 0, \sigma_u^2 \Sigma_m^{-1} \right).
\]

**Proof.** See Appendix A. ■
Note first that we allow for $m = 3$ in Theorem 2.5. This is only for notational convenience due to the classification about regression models made in Section 2.3.3, and thus it follows that $\gamma_3^{pa}(\hat{\psi}_3^{pa} - \psi_3^{pa}) = \gamma_3^{pa}(\hat{\psi}_3 - \psi_3)$, and $(\Psi_3^{pa})^{-1} \Pi_3^{pa}$ in Theorem 2.4 equals $(\Psi_3^{pa})^{-1} \Pi_3^{pa}$ in Theorem 2.5. Furthermore, both the asymptotic distributions (2.27) and (2.28) in Theorems 2.4 and 2.5 contain the nuisance parameters $\sigma_u$ and $\lambda$.

**Corollary 2.6 (NADF and NPADF type of tests)** Suppose that the conditions of Theorems 2.4 and 2.5 hold. Define the test statistics,

$$
\psi_m^a \equiv T(\hat{\rho}_{m0}^a - 1), \quad \psi_m^{pa} \equiv T(\hat{\rho}_{m0}^{pa} - 1), \quad m = 1, 2, 3.
$$

Then,

$$
c^* \psi_m^a \overset{d}{\to} \tau_m \tilde{\Psi}_m^{-1} \tilde{\iota}, \quad (2.29)
$$

and

$$
c^* \psi_m^{pa} \overset{d}{\to} \tau_m \tilde{\Psi}_m^{-1} \tilde{\iota}, \quad (2.30)
$$

where $c^* = \lambda / \sigma_u$.

**Proof.** See Appendix A. ■

Especially three interesting properties about the NADF and NPADF type of tests are revealed in Corollary 2.6. First, although the tests $\psi_m^a$ and $\psi_m^{pa}$ allow for serially correlated errors, their limiting distributions are trivially adjusted to become nuisance parameter free. As such, we instead obtain a test statistic depending on nuisance parameters through the quantity $c^*$. Second, the tests $c^* \psi_m^a$ based on the NADF testing equations have the same asymptotic distribution as the $c^* \psi_m^{pa}$ tests based on the NPADF testing equations. Even though $c^* \psi_m^a$ is a test involving the estimation of $3(p - 1)$ more regressors than the $c^* \psi_m^{pa}$ test, the extra set of regressors do not affect the asymptotic distributions. Third, the asymptotic distributions for $c^* \psi_m^a$ and $c^* \psi_m^{pa}$ collapse into the same limiting distributions as for the $\psi_m$ tests with $p = 1$ in Corollary 2.2. This means that the tests $c^* \psi_m^a$ and $c^* \psi_m^{pa}$ are asymptotically invariant with respect to the number of lags included in the NADF and NPADF testing equations.

**Corollary 2.7 (NADF and NPADF t-type of tests)** Suppose that the conditions of Theorem 2.4 and 2.5 hold. Define the t-test statistics,

$$
t_m^a \equiv (\hat{\rho}_{m0}^a - 1)/\hat{\sigma}_{\hat{\rho}_{m0}}, \quad t_m^{pa} \equiv (\hat{\rho}_{m0}^{pa} - 1)/\hat{\sigma}_{\hat{\rho}_{m0}}, \quad m = 1, 2, 3.
$$
where \( \hat{\rho}_{m0} \) and \( \hat{\rho}^{pa}_{m0} \) are the estimated standard deviations of \( \tilde{\rho}_{m0} \) and \( \tilde{\rho}^{pa}_{m0} \), respectively. Then,

\[
\begin{align*}
\mu^a_m &\sim \frac{\tilde{\mu} - \bar{\Theta}^{-1} \bar{\Pi}_m}{(\tilde{\mu} \bar{\Theta}^{-1} \bar{\Pi}_m')^{1/2}}, \\
\mu^{pa}_m &\sim \frac{\tilde{\mu} - \bar{\Theta}^{-1} \bar{\Pi}_m}{(\tilde{\mu} \bar{\Theta}^{-1} \bar{\Pi}_m')^{1/2}},
\end{align*}
\tag{2.31}
\]

and

Proof. See Appendix A. •

Corollary 2.7 reveals that the NADF and NPADF \( t \)-type of tests mainly have the same asymptotic properties as the NADF and NPADF type of tests in Corollary 2.6. However, in contrast to the tests in Corollary 2.6, the limiting distributions for the tests statistics \( \mu^a_m \) and \( \mu^{pa}_m \) need no further manipulations to become nuisances parameter free.

2.5 Asymptotic and finite-sample properties of the nonlinear Dickey-Fuller type of tests

In this section we present the asymptotic as well as finite-sample critical values for some of the tests presented in Section 2.4. Due to the findings in Corollaries 2.6 and 2.7, the asymptotic critical values for the tests considering partially or fully augmented models are the same. However, from a finite-sample point of view, we choose only to present the critical values for the tests based on partially augmented models since they require estimation of less parameters. Moreover, a size study is performed for a NPADF \( t \)-type of test. Finally, the power properties of the tests based on the LSTAR and the LSTART models are examined.

2.5.1 Asymptotic and finite-sample critical values

When generating the asymptotic distribution of the tests \( \psi_m, t_m, c^*\psi^{pa}_m \), and \( t^{pa}_m \), we let \( T = 1\,000\,000 \) to simulate a Brownian motion \( B(t) \) on \([0, 1]\), and the number of replications are set to 1 \( 000 \,000 \). The finite-sample critical values for the tests \( \psi_m \) and \( t_m \) are obtained by simulating data from the model \( y_t = y_{t-1} + u_t \) where \( u_t \sim \text{nid}(0, 1) \) with desired sample sizes, and thereafter the test statistics in Corollaries 2.2 and 2.3 are calculated. This procedure is repeated 1 \( 000 \,000 \) times, yielding the finite-sample distributions of the tests.
Dickey-Fuller type of tests against nonlinear dynamic models

Furthermore, when generating the finite-sample critical values for the test statistics $c^*\psi_m^{pa}$ and $t_m^{pa}$, we proceed as above but we simulate data from the model

$$\left(1 - \zeta_{m01}^{pa} - ... - \zeta_{m,0,p-1}^{pa}\right) \Delta y_t = u_t.$$  

Asymptotically this causes no problems, which is shown in Corollaries 2.6 and 2.7, but all finite-sample distributions depend on the nuisance parameters $\zeta_{m01}^{pa},...,\zeta_{m,0,p-1}^{pa}$. To proceed we let $\zeta_{m0q}^{pa} = 0$ for all $m$ and $q$ under the null hypothesis, and in the next subsection it is shown that the tests and their finite-sample distributions are rather robust against the values of $\zeta_{m0q}^{pa}$, and the size distortions of the tests become modest. To operationalize $c^*\psi_m^{pa}$ we note that $c^* = 1/ \left(1 - \zeta_{m01}^{pa} - ... - \zeta_{m,0,p-1}^{pa}\right)$, which is consistently estimated by $1/ \left(1 - \hat{\zeta}_{m01}^{pa} - ... - \hat{\zeta}_{m,0,p-1}^{pa}\right)^4$

From Table 2.1 it is seen that the critical values for $\psi_m$ are large in absolute values and negative. The same conclusions are drawn for $t_m$, however, with critical values being standardized. In fact, the empirical distributions turn out to be heavily skewed to the left with negative means. The reason for this is the inclusion of time trends of high orders creating a downward bias in $\phi_m$. In addition, for $m = 1, 2$ and the $\psi_m$ tests, there are big differences for the critical values among different sample sizes. Furthermore, the critical values for the $\psi_2$ test are the same as for the $T_3$ test in Chapter 1 and they are there presented in the Table 1.1. In addition, the critical values for the $\psi_3$ test and the sample size $T = 500$, are the same critical values as for the $K_4(\phi)$ test in Ouliaris, Park, and Phillips (1989) and are reported in their Appendix 2.

In Table 2.2 the critical values for the tests $c^*\psi_m^{pa}$ and $t_m^{pa}$ with $p = 2$ are presented. Critical values for $p = 3, 4$ can be found in Tables B.1 and B.2 in the Appendix B. Notable is that in small samples the estimates of $\hat{\zeta}_{m01}$ on average are quite inaccurate. This, of course, affects the finite-sample distributions because $c^*$ is biased upwards and thus the critical values become even more negative than corresponding critical values in Table 2.1. However, as the sample size tends to infinity, the critical values at all significance levels for $c^*\psi_m^{pa}$ and $t_m^{pa}$ equal the critical values for $\psi_m$ and $t_m$ in Table 2.1 and $T = \infty$, which also confirms the findings in Corollaries 2.6 and 2.7.

As a final remark, the critical values presented in Tables 2.1 and 2.2 can be seen as the critical values for unit root tests in LSTAR(p), LSTART(p), and LSTD(p) models with a transition function allowing for three transitions, i.e.

$$F(t) = \frac{1}{1 + \exp \{-\gamma(t - c_1)(t - c_2)(t - c_3)\}} - \frac{1}{2},$$

and where we instead apply a first-order Taylor approximation. The reason

---

4In our set-up this means that as $T \to \infty$, $\hat{\zeta}_{m01}^{pa} \to 0, ..., \hat{\zeta}_{m,0,p-1}^{pa} \to 0$ hold for all $m$. 

Table 2.1 Critical values for the NDF tests $\psi_m$ and $t_m$ in Corollaries 2.2 and 2.3.

<table>
<thead>
<tr>
<th>$T$</th>
<th>$\psi_1$</th>
<th>$\psi_2$</th>
<th>$\psi_3$</th>
<th>$t_1$</th>
<th>$t_2$</th>
<th>$t_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.01</td>
<td>0.05</td>
<td>0.10</td>
<td>0.01</td>
<td>0.05</td>
<td>0.10</td>
</tr>
<tr>
<td>50</td>
<td>-109.61</td>
<td>-81.81</td>
<td>-68.15</td>
<td>-3.54</td>
<td>-2.82</td>
<td>-2.41</td>
</tr>
<tr>
<td>100</td>
<td>-125.97</td>
<td>-92.91</td>
<td>-76.83</td>
<td>-3.64</td>
<td>-2.93</td>
<td>-2.54</td>
</tr>
<tr>
<td>250</td>
<td>-142.22</td>
<td>-102.54</td>
<td>-83.87</td>
<td>-3.75</td>
<td>-3.00</td>
<td>-2.61</td>
</tr>
<tr>
<td>500</td>
<td>-149.16</td>
<td>-106.44</td>
<td>-86.57</td>
<td>-3.76</td>
<td>-3.04</td>
<td>-2.65</td>
</tr>
<tr>
<td>1000</td>
<td>-152.84</td>
<td>-108.44</td>
<td>-87.93</td>
<td>-3.76</td>
<td>-3.04</td>
<td>-2.65</td>
</tr>
<tr>
<td>$\infty$</td>
<td>-156.45</td>
<td>-109.40</td>
<td>-89.33</td>
<td>-3.77</td>
<td>-3.05</td>
<td>-2.66</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$T$</th>
<th>$\psi_2$</th>
<th>$\psi_3$</th>
<th>$t_2$</th>
<th>$t_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.01</td>
<td>0.05</td>
<td>0.10</td>
<td>0.01</td>
</tr>
<tr>
<td>50</td>
<td>-119.64</td>
<td>-90.06</td>
<td>-75.56</td>
<td>-3.40</td>
</tr>
<tr>
<td>100</td>
<td>-138.48</td>
<td>-103.72</td>
<td>-86.31</td>
<td>-3.53</td>
</tr>
<tr>
<td>250</td>
<td>-159.44</td>
<td>-116.44</td>
<td>-95.79</td>
<td>-3.58</td>
</tr>
<tr>
<td>500</td>
<td>-168.48</td>
<td>-121.80</td>
<td>-99.73</td>
<td>-3.63</td>
</tr>
<tr>
<td>1000</td>
<td>-173.38</td>
<td>-124.70</td>
<td>-101.80</td>
<td>-3.65</td>
</tr>
<tr>
<td>$\infty$</td>
<td>-175.31</td>
<td>-126.50</td>
<td>-103.11</td>
<td>-3.66</td>
</tr>
</tbody>
</table>

Notes: The probability shown at the head of each column is the area in the left-hand tail. The results are based on 1 000 000 replications.
Dickey-Fuller type of tests against nonlinear dynamic models

Table 2.2 Critical values for the NPADF tests $c^*\psi_m^{pa}$ and $t_m^{pa}$ in Corollaries 2.6 and 2.7 with $p = 2$.

<table>
<thead>
<tr>
<th>$T$</th>
<th>$\hat{\zeta}_{101}$</th>
<th>$c^*\psi_1^{pa}$ 0.01</th>
<th>$c^*\psi_1^{pa}$ 0.05</th>
<th>$c^*\psi_1^{pa}$ 0.10</th>
<th>$t_1^{pa}$ 0.01</th>
<th>$t_1^{pa}$ 0.05</th>
<th>$t_1^{pa}$ 0.10</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>0.160</td>
<td>-184.30</td>
<td>-127.99</td>
<td>-103.68</td>
<td>-3.90</td>
<td>-3.11</td>
<td>-2.70</td>
</tr>
<tr>
<td>100</td>
<td>0.081</td>
<td>-161.97</td>
<td>-115.78</td>
<td>-94.54</td>
<td>-3.82</td>
<td>-3.08</td>
<td>-2.68</td>
</tr>
<tr>
<td>250</td>
<td>0.033</td>
<td>-157.32</td>
<td>-112.16</td>
<td>-91.29</td>
<td>-3.80</td>
<td>-3.07</td>
<td>-2.67</td>
</tr>
<tr>
<td>500</td>
<td>0.017</td>
<td>-156.66</td>
<td>-111.33</td>
<td>-90.41</td>
<td>-3.78</td>
<td>-3.06</td>
<td>-2.67</td>
</tr>
<tr>
<td>1000</td>
<td>0.008</td>
<td>-156.50</td>
<td>-110.40</td>
<td>-90.01</td>
<td>-3.77</td>
<td>-3.05</td>
<td>-2.66</td>
</tr>
<tr>
<td>$\infty$</td>
<td>0.000</td>
<td>-156.46</td>
<td>-109.5</td>
<td>-89.89</td>
<td>-3.77</td>
<td>-3.05</td>
<td>-2.66</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$T$</th>
<th>$\hat{\zeta}_{201}$</th>
<th>$c^*\psi_2^{pa}$ 0.01</th>
<th>$c^*\psi_2^{pa}$ 0.05</th>
<th>$c^*\psi_2^{pa}$ 0.10</th>
<th>$t_2^{pa}$ 0.01</th>
<th>$t_2^{pa}$ 0.05</th>
<th>$t_2^{pa}$ 0.10</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>0.180</td>
<td>-211.89</td>
<td>-148.73</td>
<td>-121.31</td>
<td>-3.80</td>
<td>-3.01</td>
<td>-2.60</td>
</tr>
<tr>
<td>100</td>
<td>0.095</td>
<td>-185.66</td>
<td>-133.45</td>
<td>-109.68</td>
<td>-3.72</td>
<td>-2.99</td>
<td>-2.59</td>
</tr>
<tr>
<td>250</td>
<td>0.039</td>
<td>-178.53</td>
<td>-128.80</td>
<td>-105.62</td>
<td>-3.69</td>
<td>-2.97</td>
<td>-2.58</td>
</tr>
<tr>
<td>500</td>
<td>0.020</td>
<td>-178.00</td>
<td>-128.11</td>
<td>-104.74</td>
<td>-3.68</td>
<td>-2.97</td>
<td>-2.58</td>
</tr>
<tr>
<td>1000</td>
<td>0.010</td>
<td>-177.90</td>
<td>-127.63</td>
<td>-103.90</td>
<td>-3.67</td>
<td>-2.96</td>
<td>-2.57</td>
</tr>
<tr>
<td>$\infty$</td>
<td>0.000</td>
<td>-175.60</td>
<td>-126.55</td>
<td>-103.15</td>
<td>-3.66</td>
<td>-2.95</td>
<td>-2.57</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$T$</th>
<th>$\hat{\zeta}_{301}$</th>
<th>$c^*\psi_3^{pa}$ 0.01</th>
<th>$c^*\psi_3^{pa}$ 0.05</th>
<th>$c^*\psi_3^{pa}$ 0.10</th>
<th>$t_3^{pa}$ 0.01</th>
<th>$t_3^{pa}$ 0.05</th>
<th>$t_3^{pa}$ 0.10</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>0.127</td>
<td>-66.05</td>
<td>-50.19</td>
<td>-43.21</td>
<td>-5.42</td>
<td>-4.72</td>
<td>-4.38</td>
</tr>
<tr>
<td>100</td>
<td>0.064</td>
<td>-56.91</td>
<td>-44.37</td>
<td>-38.71</td>
<td>-5.22</td>
<td>-4.61</td>
<td>-4.31</td>
</tr>
<tr>
<td>250</td>
<td>0.025</td>
<td>-52.30</td>
<td>-41.50</td>
<td>-36.40</td>
<td>-5.11</td>
<td>-4.55</td>
<td>-4.26</td>
</tr>
<tr>
<td>500</td>
<td>0.013</td>
<td>-50.88</td>
<td>-40.67</td>
<td>-35.81</td>
<td>-5.08</td>
<td>-4.54</td>
<td>-4.25</td>
</tr>
<tr>
<td>1000</td>
<td>0.006</td>
<td>-50.19</td>
<td>-40.16</td>
<td>-35.41</td>
<td>-5.07</td>
<td>-4.53</td>
<td>4.25</td>
</tr>
<tr>
<td>$\infty$</td>
<td>0.000</td>
<td>-48.70</td>
<td>-39.87</td>
<td>-34.99</td>
<td>-5.06</td>
<td>-4.51</td>
<td>-4.24</td>
</tr>
</tbody>
</table>

Notes: The probability shown at the head of each column is the area in the left-hand tail. The reported estimates of the nuisance parameters are average OLS estimates from 1 000 000 replications when the true values are set to zero.
Chapter 2

for this is that in the present case the same set of explanatory variables as in
the cases $H_{a_1}^{aux}, H_{a_3}^{aux}, H_{a_1}^{aux}, H_{a_3}^{aux}, H_{a_1}^{aux}, H_{a_3}^{aux}$, and $H_{a_1}^{aux}, H_{a_3}^{aux}$, are obtained, and
the same null hypotheses will be tested.

2.5.2 A size study

We examine the size properties of the $t_{pa}^1$ test statistic with $p = 2$ and the
influence of the nuisance parameter $\zeta_{101}$. The results are reported in Table 2.3.
The size properties of the tests $t_{pa}^2$ and $t_{pa}^3$ are similar and therefore excluded.
Moreover, in small samples the $t_{pa}^m$ tests are preferable to the $\psi_{pa}^m$ type of tests,
and the main reason for this is, though not reported here, that in general the
size distortions are smaller for the $t_{pa}^m$ tests.\footnote{The ranking of the tests assumes that one would like to control for the significance levels of the tests. If power would be the criteria, the $\psi_{pa}^m$ tests should, in general, be used.}

In Table 2.3 we see that the size distortions are substantial, and this es­
specially for $|\zeta_{101}| \geq 0.8$. The size distortions are mitigated by increasing the
sample size, and become negligible for $T \geq 500$ except in the two extreme
cases $\zeta_{101} = \pm 0.99$. When the estimated size is larger than 6%, we choose to
report size-adjusted critical values, given within the parentheses in Table 2.3.

Another source of size distortion could arise if we relax our assumption on
the error term $\nu_t$ and allow for some other error structure. It is well known that
the classical Dickey and Fuller type of tests suffer from large size distortion
(up to 90%) when the error term has a unit root moving average structure, see
e.g. Schwert (1989) and Chapter 1. A natural approach to this problem is to
allow for a wider class of error terms, e.g. by assuming that the error term is a
strong mixing. However, as pointed out in Schwert (1989) and Chapter 1, this
approach does not solve the problem satisfactorily, and the size distortions are
not eliminated. It seems better to adopt the instrumental variable approach
suggested by Hall (1989), or adding lags of the error term. The latter is an
approach that is at hand. In fact, at a 5% nominal level the estimated size
becomes 12% for the $t_{pa}^1$ test when $T = 250$ and the error term is an MA(1)
process with moving average coefficient equal to $-0.8$ (not reported here).
This should be compared to 99% in a similar testing situation in Chapter
1. In general, increasing the order of augmentation further mitigates the size
distortions.

2.5.3 Power studies

The power properties of the $t_1$ and $t_2$ tests in Corollary 2.3 are investigated.
The findings for the $t_3$ test are similar and therefore omitted. It should be
### Table 2.3 Empirical size of the NPADF $t_{1}^{pa}$ test in Corollary 2.7 with $p = 2.$

<table>
<thead>
<tr>
<th>$T = 50$</th>
<th>$T = 100$</th>
<th>$T = 250$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{\zeta}_{101}$</td>
<td>$\hat{\zeta}_{101}$</td>
<td>$\hat{\zeta}_{101}$</td>
</tr>
<tr>
<td>Size</td>
<td>Size</td>
<td>Size</td>
</tr>
<tr>
<td>0.99</td>
<td>0.59</td>
<td>0.115 (-3.64)</td>
</tr>
<tr>
<td>0.8</td>
<td>0.57</td>
<td>0.090 (-3.49)</td>
</tr>
<tr>
<td>0.6</td>
<td>0.50</td>
<td>0.066 (-3.30)</td>
</tr>
<tr>
<td>0.4</td>
<td>0.40</td>
<td>0.056</td>
</tr>
<tr>
<td>0.2</td>
<td>0.28</td>
<td>0.052</td>
</tr>
<tr>
<td>0.0</td>
<td>0.16</td>
<td>0.051</td>
</tr>
<tr>
<td>-0.2</td>
<td>-0.03</td>
<td>0.048</td>
</tr>
<tr>
<td>-0.4</td>
<td>-0.10</td>
<td>0.050</td>
</tr>
<tr>
<td>-0.6</td>
<td>-0.24</td>
<td>0.048</td>
</tr>
<tr>
<td>-0.8</td>
<td>-0.39</td>
<td>0.052</td>
</tr>
<tr>
<td>-0.99</td>
<td>-0.57</td>
<td>0.086 (-3.42)</td>
</tr>
<tr>
<td>$T = 500$</td>
<td>$T = 1000$</td>
<td></td>
</tr>
<tr>
<td>$\hat{\zeta}_{101}$</td>
<td>$\hat{\zeta}_{101}$</td>
<td>$\hat{\zeta}_{101}$</td>
</tr>
<tr>
<td>Size</td>
<td>Size</td>
<td>Size</td>
</tr>
<tr>
<td>0.99</td>
<td>0.94</td>
<td>0.103 (-3.53)</td>
</tr>
<tr>
<td>0.8</td>
<td>0.78</td>
<td>0.058</td>
</tr>
<tr>
<td>0.6</td>
<td>0.59</td>
<td>0.051</td>
</tr>
<tr>
<td>0.4</td>
<td>0.40</td>
<td>0.048</td>
</tr>
<tr>
<td>0.2</td>
<td>0.21</td>
<td>0.054</td>
</tr>
<tr>
<td>0.0</td>
<td>0.02</td>
<td>0.049</td>
</tr>
<tr>
<td>-0.2</td>
<td>-0.18</td>
<td>0.049</td>
</tr>
<tr>
<td>-0.4</td>
<td>-0.36</td>
<td>0.049</td>
</tr>
<tr>
<td>-0.6</td>
<td>-0.56</td>
<td>0.050</td>
</tr>
<tr>
<td>-0.8</td>
<td>-0.75</td>
<td>0.048</td>
</tr>
<tr>
<td>-0.99</td>
<td>-0.94</td>
<td>0.076 (-3.33)</td>
</tr>
</tbody>
</table>

Notes: The nominal size of the test is 5%. The reported estimates of the nuisance parameters are the average OLS estimates from 1 000 000 replications where the true values are shown in the column to the left. Values in parentheses correspond to size-adjusted critical values.
pointed out that the power of the $\psi_m$ tests are generally higher than for the $t_m$ tests. However, as argued in the previous subsection, the $\psi_m$ tests may suffer from large size distortions, and consequently, the power results can be misleading. Furthermore, we choose not to report the power results for the augmented tests, but one can expect the main findings to coincide with the results for the $t_m$ tests.

2.5.3.1 Empirical power for the NDF $t_1$ type of test when the DGP is an LSTAR(1) model

The power of the $t_1$ test is examined when the LSTAR(1) model in $H_{a1}$ is the DGP. Without loss of generality the transition function is replaced, as a matter of convenience, by $\tilde{F} = F + 1/2$. It is clear that $\tilde{F}(t) : \mathbb{R}_+ \to [0,1]$. In all coming experiments, we impose the Lagrange stability condition,

$$\pi_{11} \in (0,1), \quad \pi_{11} + \pi_{21} \in (0,1), \quad (2.32)$$

on the skeleton of the LSTAR(1) model to rule out unrealistic trajectories (unstable or explosive trajectories), see Tong (1990). The parameters of the LSTAR(1) model are assigned to the following values

$$\pi_{10} = 0, \quad \pi_{20} \in \{1,2\}, \quad \gamma \in \{0.01, 0.1, 1\},$$

$$c \in \{0.5T, 0.25T, 0.75T\}, \quad T = 250, \quad (2.33)$$

and the autoregressive coefficients in the linear and nonlinear part are assigned values according to the scenarios

Low-High: $\pi_{11} = 0.10, \quad \pi_{21} \in \{0.75, 0.80, 0.85\},$

Medium-High: $\pi_{11} = 0.40, \quad \pi_{21} \in \{0.45, 0.45, 0.55\}, \quad (2.34)$

High-High: $\pi_{11} = 0.75, \quad \pi_{21} \in \{0.10, 0.15, 0.20\}$.

By this design we note that all trajectories start at zero and head towards the long-run attractor $\pi_{20}/(1 - \pi_{11} - \pi_{21})$, as time evolves. Now varying $\pi_{20}$, as well as $\pi_{11}$ and $\pi_{21}$, we see that the mean of the LSTAR(1) model at the end of the period ranges from 6.67 to 40 (assuming that a complete transition takes place). How fast the trajectories reach the long-run attractor is determined through $\gamma$. When $\gamma = 0.01$ the transition is slow and we encounter an almost
linear LSTAR(1) model. Letting $\gamma = 0.1$, the transition is intermediate, although a sample size of 250 is enough for a complete transition to take place. When $\gamma = 1.00$ the transition is more abrupt and the LSTAR(1) model behaves almost like a TAR(1) process. We also vary the point in time around which the transition will take place. For instance, when $c = 0.25T$, it is illustrative to think that we have a TAR(1) model where the first 25% of the sample is an AR(1) process characterized by $\pi_{11}$, and in the remaining 75% of the sample the AR(1) process is characterized by the parameter vector $(\pi_{20}, \pi_{11} + \pi_{21})$.

Finally, the three scenarios reflect the impact of the nonlinear part in the LSTAR model in terms of dynamics. The Low-High scenario describes an LSTAR model with a low value of the autoregressive root in the beginning of the period and reaches a closer to unstable state, $\pi_{11} + \pi_{21} = 0.95$, at the end of the period. The nonlinear impact of dynamics is viewed as high. The Medium-High scenario presents an LSTAR model where the autoregressive root is intermediate in the beginning of the period and reaches a closer to unstable state at the end of the period. The magnitude of nonlinear dynamics is seen as medium. In the High-High scenario the LSTAR model displays an autoregressive root with a high value in the beginning of the period and reaches a state closer to unstableness at the end of the period. The nonlinear change in dynamics is perceived as low.

We choose to compare the power of the $t_1$ test with the power of the Dickey-Fuller (DF) $t$-type of test based on the model $y_t = \alpha_0 + \alpha_1 y_{t-1} + u_t$. This will give the opportunity to investigate the bias towards nonrejection for the DF tests when the DGP has a smooth change in levels and dynamics. The results are presented in Tables 2.4-2.6.

For $\gamma = 0.01$ it is seen in Tables 2.4-2.6 that the DF test is superior to the $t_1$ test. This is to be expected since the LSTAR(1) model appears almost linear. The modest power for the $t_1$ test is explained by the fact that it is penalized due to an ambiguous set of explanatory variables.

When $\gamma = 0.10$ we notify the collapse in power of the DF test under all scenarios. The reason for this is that a full transition actually takes place for all values of $c$, and that the speed of transition is fast enough to generate truly nonlinear models with a clear shift in levels. The power of the $t_1$ test is increased and is close to unity under the Low-High and Medium-High scenarios with $c = 0.25T, 0.5T$, and all values of $\pi_{20}$ and $\pi_{21}$. This illumi-

---

6When $\gamma = 0.01$ a full transition does not take place during the sample period. Notice that $\bar{F}(t = T = 250; \gamma = 0.01, c = 62.5) = 0.87$, $\bar{F}(t = T = 250; \gamma = 0.01, c = 125) = 0.78$, and $\bar{F}(t = T = 250; \gamma = 0.01, c = 187.5) = 0.66$. 
### Table 2.4 (Low-High) Empirical power of the $t_1$ test and the corresponding Dickey-Fuller $t$-type of test.

<table>
<thead>
<tr>
<th>$T = 250$</th>
<th>$c = 0.5T$</th>
<th>$c = 0.25T$</th>
<th>$c = 0.75T$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$t_1$ DF</td>
<td>$t_1$ DF</td>
<td>$t_1$ DF</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>$\pi_{21}/\pi_{20}$</td>
<td>1 2 1 2</td>
<td>1 2 1 2</td>
</tr>
<tr>
<td>0.75</td>
<td>0.54 0.64</td>
<td>1.00 1.00</td>
<td>0.47 0.63</td>
</tr>
<tr>
<td>0.01</td>
<td>0.80</td>
<td>0.53 0.64</td>
<td>1.00 1.00</td>
</tr>
<tr>
<td>0.85</td>
<td>0.53 0.64</td>
<td>1.00 1.00</td>
<td>0.48 0.64</td>
</tr>
<tr>
<td>0.75</td>
<td>0.97 1.00</td>
<td>0.45 0.00</td>
<td>1.00 1.00</td>
</tr>
<tr>
<td>0.10</td>
<td>0.80</td>
<td>0.99 1.00</td>
<td>0.00 0.00</td>
</tr>
<tr>
<td>0.85</td>
<td>1.00 1.00</td>
<td>0.00 0.00</td>
<td>0.99 0.95</td>
</tr>
<tr>
<td>0.75</td>
<td>1.00 1.00</td>
<td>0.23 0.00</td>
<td>0.96 0.54</td>
</tr>
<tr>
<td>1.00</td>
<td>0.80</td>
<td>1.00 1.00</td>
<td>0.00 0.00</td>
</tr>
<tr>
<td>0.85</td>
<td>1.00 1.00</td>
<td>0.00 0.00</td>
<td>0.63 0.14</td>
</tr>
</tbody>
</table>

Note: The nominal size of the tests is 5%, and the results are based on 10,000 replications.

### Table 2.5 (Medium-High) Empirical power of the $t_1$ test and the corresponding Dickey-Fuller $t$-type of test.

<table>
<thead>
<tr>
<th>$T = 250$</th>
<th>$c = 0.5T$</th>
<th>$c = 0.25T$</th>
<th>$c = 0.75T$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$t_1$ DF</td>
<td>$t_1$ DF</td>
<td>$t_1$ DF</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>$\pi_{21}/\pi_{20}$</td>
<td>1 2 1 2</td>
<td>1 2 1 2</td>
</tr>
<tr>
<td>0.45</td>
<td>0.27 0.36</td>
<td>1.00 1.00</td>
<td>0.24 0.39</td>
</tr>
<tr>
<td>0.01</td>
<td>0.50</td>
<td>0.26 0.37</td>
<td>1.00 0.99</td>
</tr>
<tr>
<td>0.55</td>
<td>0.26 0.38</td>
<td>1.00 0.80</td>
<td>0.27 0.40</td>
</tr>
<tr>
<td>0.45</td>
<td>0.77 0.98</td>
<td>0.00 0.00</td>
<td>0.95 0.93</td>
</tr>
<tr>
<td>0.10</td>
<td>0.50</td>
<td>0.87 0.99</td>
<td>0.00 0.00</td>
</tr>
<tr>
<td>0.55</td>
<td>0.94 0.99</td>
<td>0.00 0.00</td>
<td>0.90 0.78</td>
</tr>
<tr>
<td>0.45</td>
<td>0.95 1.00</td>
<td>0.23 0.00</td>
<td>0.76 0.25</td>
</tr>
<tr>
<td>1.00</td>
<td>0.50</td>
<td>0.99 1.00</td>
<td>0.00 0.00</td>
</tr>
<tr>
<td>0.55</td>
<td>1.00 1.00</td>
<td>0.00 0.00</td>
<td>0.40 0.06</td>
</tr>
</tbody>
</table>

Note: The nominal size of the tests is 5%, and the results are based on 10,000 replications.
Dickey-Fuller type of tests against nonlinear dynamic models

Table 2.6 (High-High) Empirical power of the $t_1$ test and the corresponding Dickey-Fuller $t$-type of test.

<table>
<thead>
<tr>
<th>$T = 250$</th>
<th>$c = 0.5T$</th>
<th>$c = 0.25T$</th>
<th>$c = 0.75T$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$t_1$</td>
<td>$t_1$</td>
<td>$t_1$</td>
</tr>
<tr>
<td></td>
<td>DF</td>
<td>DF</td>
<td>DF</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>$\pi_{21}/\pi_{20}$</td>
<td>$1$</td>
<td>$2$</td>
</tr>
<tr>
<td>0.10</td>
<td>0.07 0.13 1.00 0.83</td>
<td>0.08 0.17 1.00 0.86</td>
<td>0.06 0.09 1.00 0.96</td>
</tr>
<tr>
<td>0.01</td>
<td>0.07 0.13 0.96 0.19</td>
<td>0.09 0.17 0.90 0.12</td>
<td>0.06 0.10 1.00 0.69</td>
</tr>
<tr>
<td>0.20</td>
<td>0.09 0.15 0.76 0.00</td>
<td>0.10 0.17 0.20 0.00</td>
<td>0.07 0.11 0.96 0.18</td>
</tr>
<tr>
<td>0.10</td>
<td>0.22 0.53 0.05 0.00</td>
<td>0.35 0.37 0.35 0.00</td>
<td>0.03 0.02 0.40 0.00</td>
</tr>
<tr>
<td>0.15</td>
<td>0.32 0.62 0.00 0.00</td>
<td>0.41 0.35 0.00 0.00</td>
<td>0.02 0.02 0.01 0.00</td>
</tr>
<tr>
<td>0.20</td>
<td>0.46 0.68 0.00 0.00</td>
<td>0.44 0.35 0.00 0.00</td>
<td>0.02 0.02 0.00 0.00</td>
</tr>
<tr>
<td>1.00</td>
<td>0.37 0.67 0.01 0.00</td>
<td>0.21 0.05 0.00 0.00</td>
<td>0.01 0.02 0.17 0.00</td>
</tr>
<tr>
<td>0.15</td>
<td>0.52 0.73 0.00 0.00</td>
<td>0.18 0.03 0.00 0.00</td>
<td>0.01 0.04 0.00 0.00</td>
</tr>
<tr>
<td>0.20</td>
<td>0.65 0.77 0.00 0.00</td>
<td>0.15 0.02 0.00 0.00</td>
<td>0.01 0.10 0.00 0.00</td>
</tr>
</tbody>
</table>

Note: The nominal size of the tests is 5%, and the results are based on 10 000 replications.

icates how the power of the $t_1$ test responds to the timing of the transition and the magnitude of nonlinearities. It also confirms that the linearity part in the LSTAR(1) model dominates both when $c = 0.75T$ or the High-High scenario is concerned, and consequently the $t_1$ test performs less satisfactorily. Even though in the present context the nonlinear part and its dynamics are suppressed, the generated trajectories appear nonlinear enough and the power for the DF test is modest. It is also interesting to note that the $t_1$ test is very robust against changes in the intercept and levels, in contrast to tests based on first-order Taylor approximation, see Chapter 1 for the discussion about the level leverage effect.

For $\gamma = 1.00$ the main findings are the same as for $\gamma = 0.10$. Especially note that for $c = 0.25T$ and $\pi_{20} = 2$, the power of the test $t_1$ decreases to rather low levels due to the complex trajectories of the LSTAR model.

To this end, we conclude that if we are right about the timing of the transition in the sense that it takes place around the middle of the sample ($c = 0.5T$), the $t_1$ test has very satisfactory power and increases in $\pi_{20}$ and $\pi_{21}$, as well as with $\gamma$, in all scenarios. An opposite relationship for the power holds for the DF test, and the power is in general close to zero or equal to zero.
Table 2.7 (Low-High) Empirical power of the $t_2$ test and the corresponding Phillips-Perron $t$-type of test.

<table>
<thead>
<tr>
<th>$T = 250$</th>
<th>$\pi_{23} = 0.005$</th>
<th>$\pi_{23} = 0.0075$</th>
<th>$\pi_{23} = 0.01$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_2$ PP</td>
<td>1 2 1 2</td>
<td>1 2 1 2</td>
<td>1 2 1 2</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>$\pi_{21}/\pi_{20}$</td>
<td>1 2 1 2</td>
<td>1 2 1 2</td>
</tr>
<tr>
<td>0.75</td>
<td>0.59 0.62 1.00 1.00</td>
<td>0.61 0.63 1.00 1.00</td>
<td>0.63 0.65 1.00 1.00</td>
</tr>
<tr>
<td>0.85</td>
<td>0.60 0.63 1.00 1.00</td>
<td>0.64 0.67 1.00 1.00</td>
<td>0.66 0.69 1.00 1.00</td>
</tr>
<tr>
<td>0.75</td>
<td>1.00 1.00 0.00 0.00</td>
<td>1.00 1.00 0.00 0.00</td>
<td>1.00 1.00 0.00 0.00</td>
</tr>
<tr>
<td>0.85</td>
<td>1.00 1.00 0.00 0.00</td>
<td>1.00 1.00 0.00 0.00</td>
<td>1.00 1.00 0.00 0.00</td>
</tr>
<tr>
<td>1.00</td>
<td>1.00 1.00 0.00 0.00</td>
<td>1.00 1.00 0.00 0.00</td>
<td>1.00 1.00 0.00 0.00</td>
</tr>
<tr>
<td>0.85</td>
<td>1.00 1.00 0.00 0.00</td>
<td>1.00 1.00 0.00 0.00</td>
<td>1.00 1.00 0.00 0.00</td>
</tr>
</tbody>
</table>

Note: The nominal size of the tests is 5%, and the results are based on 10 000 replications.

2.5.3.2 Empirical power for the NDF $t_2$ type of test when the DGP is an LSTART(1) model

The power of the $t_2$ test presented in Corollary 2.3 is explored when the DGP is the LSTART(1) model in $H_{a2}$. The analysis is conducted under the same prerequisites as in Subsection 2.5.3, but the analysis of varying the timing of the transition is excluded and only the case $c = 0.5T$ is in focus. In addition to these prerequisites, the coefficients of the time trend are assigned the following values

$$\pi_{12} = 0.005, \quad \pi_{22} \in \{0.005, 0.0075, 0.01\}.$$  

The (linearly time-dependent) long-run attractors implied by this set-up are given by $\pi_{20}/(1 - \pi_{11} - \pi_{21}) + (\pi_{12} + \pi_{22})(1 - \pi_{11} - \pi_{21})t$, and the slope coefficient ranges from 0.0667 to 0.3 at the end of the sample period (assuming that a complete transition takes place). The power of the $t_2$ test is compared to the classical $t$-type of test in Phillips and Perron (1988) denoted PP, and is based on the model $y_t = a_0 + a_1 y_{t-1} + a_2 t + u_t$. This means that we will investigate the bias towards nonrejection for a linear trend-stationary model when the DGP accommodates a smooth shift in levels, dynamics, and trends. The power results are presented in Tables 2.7-2.9.
Table 2.8 (Medium-High) Empirical power of the $t_2$ test and the corresponding Phillips-Perron $t$-type of test.

<table>
<thead>
<tr>
<th>$T = 250$</th>
<th>$\pi_{23} = 0.005$</th>
<th>$\pi_{23} = 0.0075$</th>
<th>$\pi_{23} = 0.01$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_2$ PP</td>
<td>$t_2$ PP</td>
<td>$t_2$ PP</td>
<td>$t_2$ PP</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>$\pi_{21}/\pi_{20}$</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>0.45</td>
<td>0.30 0.33 1.00 1.00</td>
<td>0.32 0.33 1.00 1.00</td>
<td>0.34 0.36 1.00 1.00</td>
</tr>
<tr>
<td>0.01</td>
<td>0.32 0.34 1.00 1.00</td>
<td>0.33 0.37 1.00 0.99</td>
<td>0.37 0.39 1.00 0.97</td>
</tr>
<tr>
<td>0.55</td>
<td>0.33 0.37 0.99 0.92</td>
<td>0.37 0.40 0.93 0.71</td>
<td>0.39 0.42 0.73 0.38</td>
</tr>
<tr>
<td>0.45</td>
<td>1.00 1.00 0.01 0.00</td>
<td>1.00 1.00 0.00 0.00</td>
<td>1.00 1.00 0.00 0.00</td>
</tr>
<tr>
<td>0.10</td>
<td>1.00 1.00 0.01 0.00</td>
<td>1.00 1.00 0.00 0.00</td>
<td>1.00 1.00 0.00 0.00</td>
</tr>
<tr>
<td>0.55</td>
<td>1.00 1.00 0.00 0.00</td>
<td>1.00 1.00 0.00 0.00</td>
<td>1.00 1.00 0.00 0.00</td>
</tr>
<tr>
<td>1.00</td>
<td>1.00 0.98 0.00 0.00</td>
<td>1.00 0.96 0.00 0.00</td>
<td>0.99 0.01 0.00 0.00</td>
</tr>
</tbody>
</table>

Note: The nominal size of the tests is 5%, and the results are based on 10 000 replications.

For $\gamma = 0.01$ it appears in Tables 2.7-2.9 that the PP test outperforms, in general, the $t_2$ test. This is because the LSTART(1) model acts like a linear trend stationary process. More interesting is the extraordinary robustness in the power of the $t_2$ test under the Low-High and Medium-High scenarios whenever $\gamma \geq 0.1$ and regardless of how the values of the other parameters are varied. That is, when the nonlinear impact is medium or high, it appears that the design of the $t_2$ test is very satisfactory, and the probability of rejecting the null hypothesis when it is wrong is unity. The opposite is true for the PP test and the lack of power is evident. Moreover, in the High-High scenario in Table 2.9, we see that the power is substantial but, however, lower than for the two other scenarios. This emphasizes that the power for the $t_2$ test is reduced due to a less evident impact of nonlinearity in the High-High scenario.

To this end, we note that the collapse in power for the PP test is even more pronounced than for the DF test in the previous section. It is also seen that the $t_2$ test indicates an extraordinary robustness in power, and even though the $t_2$ test is based on auxiliary regression equations, it handles smooth or abrupt changes in mean, dynamics, and the time trends comfortably.
Table 2.9 (High-High) Empirical power of the $t_2$ test and the corresponding Phillips-Perron $t$-type of test.

<table>
<thead>
<tr>
<th>$\gamma$</th>
<th>$\pi_{21}/\pi_{20}$</th>
<th>$\pi_{23} = 0.005$</th>
<th>$\pi_{23} = 0.0075$</th>
<th>$\pi_{23} = 0.01$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$t_2$</td>
<td>PP</td>
<td>$t_2$</td>
<td>PP</td>
</tr>
<tr>
<td>0.10</td>
<td>0.07</td>
<td>0.07</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>0.01</td>
<td>0.15</td>
<td>0.08</td>
<td>0.09</td>
<td>0.94</td>
</tr>
<tr>
<td>0.20</td>
<td>0.11</td>
<td>0.11</td>
<td>0.26</td>
<td>0.07</td>
</tr>
<tr>
<td>0.10</td>
<td>0.58</td>
<td>0.76</td>
<td>0.14</td>
<td>0.00</td>
</tr>
<tr>
<td>0.15</td>
<td>0.76</td>
<td>0.85</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>0.20</td>
<td>0.82</td>
<td>0.83</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>0.10</td>
<td>0.72</td>
<td>0.87</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>1.00</td>
<td>0.86</td>
<td>0.90</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>0.20</td>
<td>0.84</td>
<td>0.70</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Note: The nominal size of the tests is 5%, and the results are based on 10 000 replications.

2.6 Concluding remarks

In this chapter we propose a new model that accommodate a smooth change in mean, trend, and dynamics. The model is a generalization of the LSTAR($p$) model introduced in Lin and Teräsvirta (1994) because a nonlinear trend is added. In particular this model should be an appealing alternative when testing the null hypothesis of a random walk with drift.

Several unit root tests are derived in both the LSTAR($p$) and the LSTART($p$) models. The tests are enhanced by a third-order Taylor approximation, and inference about unit roots is based on the LS estimators obtained from the auxiliary testing equations. The distributional asymptotic theory for the LS estimators is non-standard because of the unit root assumption. In order to find these asymptotic distributions, we generalize many theoretical results that are derived in the econometric unit root literature. In comparison to the related approaches by Leybourne, Newbold, and Vougas (1998) and Harvey and Mills (2002), we note that the nonlinear models under the alternative are similar, but it should be pointed out that their testing methodology is different and no analytical limiting distributions for their unit root tests are provided.
Finite-sample properties are investigated and our tests indicate modest size distortions. The empirical power is compared to the power of the conventional unit root tests by Dickey and Fuller (1979), Phillips (1987), and Phillips and Perron (1988) when the DGP is an LSTAR and LSTART model, respectively. It turns out that the canonical tests only have satisfactorily power when the LSTAR and LSTART models appear linear, and under these circumstances our tests are penalized due to the many explanatory variables. Assuming more nonlinear LSTAR and LSTART models, the robustness in power of our tests in a wide range of parameter values, due to a third-order Taylor approximation, is rather extraordinary and equal unity in most of the situations. The opposite holds for the conventional tests, and the power is close to or equal to zero.
Appendix A

Mathematical Appendix

The proofs given in this Appendix are only for $m = 1$ (i.e. the LSTAR(p) models). The proofs for $m = 2, 3$ are similar and therefore omitted.

Proof of Lemma 1. The proof is straightforward and follows by induction.

Proof of Theorem 2.1. Write

$$
\gamma_{11} \left( \hat{\psi}_1 - \psi_1 \right) = \begin{bmatrix} \hat{A}_1 & \hat{B}_1 \\ \hat{B}_1' & \hat{C}_1 \end{bmatrix}^{-1} \begin{bmatrix} \hat{D}_1 \\ \hat{E}_1 \end{bmatrix},
$$

where

$$
\hat{A}_1 = [\hat{a}_{ij}]_{4 \times 4}, \text{ and } \hat{a}_{ij} = T^{-(i+j-1)} \sum_{t=1}^{T} t^{(i+j-2)},
$$

$$
\hat{B}_1 = [\hat{b}_{ij}]_{4 \times 4}, \text{ and } \hat{b}_{ij} = T^{-(i+j-1/2)} \sum_{t=1}^{T} t^{(i+j-2)} y_{t-1},
$$

$$
\hat{C}_1 = [\hat{c}_{ij}]_{4 \times 4}, \text{ and } \hat{c}_{ij} = T^{-(i+j)} \sum_{t=1}^{T} t^{(i+j-2)} y_{t-1}^2,
$$

$$
\hat{D}_1 = [\hat{d}_{i}]_{4 \times 1}, \text{ and } \hat{d}_{i} = T^{-(i-1/2)} \sum_{t=1}^{T} t^{i-1} u_t,
$$

$$
\hat{E}_1 = [\hat{e}_{i}]_{4 \times 1}, \text{ and } \hat{e}_{i} = T^{-i} \sum_{t=1}^{T} t^{i-1} y_{t-1} u_t.
$$

By using Lemma 1 in Chapter 1 we conclude that the following expressions
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converge jointly for all \( i \) and \( j \):

\[
\begin{align*}
\bar{a}_{ij} & \overset{d}{\to} a_{ij}, \\
\bar{b}_{ij} & \overset{d}{\to} \sigma_u b_{ij}, \\
\bar{c}_{ij} & \overset{d}{\to} \sigma_u^2 c_{ij}, \\
\bar{d}_i & \overset{d}{\to} \sigma_u d_i, \\
\bar{e}_i & \overset{d}{\to} \sigma_u^2 e_i.
\end{align*}
\]

Thus, (2.24) holds.

Furthermore, \( \text{plim}_{T \to \infty} (\hat{\psi}_1 - \psi_1) = 0 \) holds because the element with the slowest rate of convergence in \( \hat{\psi}_1 \) equals \( O_p(T^{-1/2}) \).

**Proof of Corollary 2.2.** It follows from Theorem 2.1 and the Slutsky Theorem that

\[
\psi_1 = T(\hat{\phi}_{10} - 1) = r_1 \left[ \begin{array}{cc}
\bar{A}_1 & \bar{B}_1 \\
\bar{B}'_1 & \bar{C}_1
\end{array} \right]^{-1} \left[ \begin{array}{c}
\bar{D}_1 \\
\bar{E}_1
\end{array} \right] \overset{d}{\to} r_1 \Psi_1^{-1} \Pi_1.
\]

Define the matrix \( S_1 = \text{diag} \{ 1 1 1 1 \sigma_u \sigma_u \sigma_u \sigma_u \} \). Then

\[
r_1 \Psi_1^{-1} \Pi_1 = r_1 \left( S_1^{-1} \left[ \begin{array}{cc}
A_1 & B_1 \\
B_1 & C_1
\end{array} \right]^{-1} S_1^{-1} \right) \left( \sigma_u S_1 \left[ \begin{array}{c}
D_1 \\
E_1
\end{array} \right] \right)
\]

because \( \sigma_u r_1 S_1^{-1} = r_1 \). By Theorem 2.1, (2.25) holds for \( m = 1 \).

**Proof of Corollary 2.3.** We first note that

\[
T^2 \hat{\phi}_{10}^2 = S_1^2 r_1 \left[ \begin{array}{cc}
\bar{A}_1 & \bar{B}_1 \\
\bar{B}'_1 & \bar{C}_1
\end{array} \right]^{-1} r_1'
\]

\[
\overset{d}{\to} r_1 \bar{\Psi}_1^{-1} r_1',
\]

where \( S_1^2 = \left( y_t - (s_{1t}', (y_{t-1}s_{1t})') \hat{\psi}_1 \right)^2 / (T-8) \). From Theorem 2.1, \( \text{plim}_{T \to \infty} S_1^2 = \sigma^2 \) holds. By Corollary 2.2 and the Slutsky Theorem we conclude that

\[
t_1 = (\hat{\phi}_{10} - 1)/\hat{\sigma}_{\phi_{10}}
\]

\[
= \frac{T(\hat{\phi}_{10} - 1)}{(T^2 \hat{\phi}_{m0})^{1/2}} \overset{d}{\to} \frac{r_1 \bar{\Psi}_1^{-1} \bar{\Pi}_1}{(r_1 \bar{\Psi}_1^{-1} r_1')^{1/2}}.
\]

Thus, (2.26) holds for \( m = 1 \).

To prove Theorem 2.4, we introduce the following lemma.
Lemma 2 If \{u_t\}_{t=1}^\infty and \{v_t\}_{t=1}^\infty satisfy Assumptions 1 and 2, respectively, and \(\xi_t = \xi_{t-1} + v_t\) with \(P(\xi_0 = 0) = 1\), then as \(T \to \infty\)

\[
T^{-(p+q/2+1)} \sum_{t=1}^{T} t^p \xi_{t-1}^{q} \overset{d}{\to} \chi^q \int_0^1 r^p W(r)^q dr,
\]

(A.1)

\[
T^{-(p+1)} \sum_{t=1}^{T} t^p v_t v_{t-h} \overset{a.s.}{\to} \gamma_h/(p + 1),
\]

(A.2)

\[
T^{-(v+1/2)} \sum_{t=1}^{T} t^v v_{t-h} \overset{d}{\to} \lambda W(1) - v \lambda \int_0^1 r^v W(r) dr,
\]

(A.3)

\[
T^{-(v+1/2)} \sum_{t=1}^{T} t^v u_t \overset{d}{\to} \sigma_u W(1) - v \sigma_u \int_0^1 r^v W(r) dr,
\]

(A.4)

\[
T^{-(p+1)} \sum_{t=1}^{T} t^p \xi_{t-1} u_t \overset{d}{\to} 0.5 \lambda \sigma_u \left( W(1)^2 - p \int_0^1 r^{p-1} W(r) dr - \frac{1}{(p + 1)} \right),
\]

(A.5)

\[
T^{-(p+1)} \sum_{t=1}^{T} t^p \xi_{t-1} v_{t-h} \overset{d}{\to} \begin{cases} 
0.5 \left( \lambda^2 W(1)^2 - p \lambda^2 \int_0^1 r^{p-1} W(r) dr - \frac{\gamma_0}{(p + 1)} \right), \\
\text{for } h = 0,
\end{cases}
\]

(A.6)

\[
\begin{cases} 
0.5 \left( \lambda^2 W(1)^2 - p \lambda^2 \int_0^1 W(r)^2 r^{p-1} dr - \frac{\gamma_0}{(p + 1)} \right) + \frac{\sum_{s=0}^{h-1} \gamma_s}{p + 1}, \\
\text{for } h > 0,
\end{cases}
\]

(A.7)

where \(\lambda = c(1) \sigma_u, \gamma_h = \sigma_u^2 \sum_{j=0}^{\infty} c_j c_{j+h}, h, v, p \geq 0, \) and \(q \geq 1\).

Note that Lemma 2 gives more general results than needed to prove Theorem 2.4. In fact, it enables us to derive the limiting distribution for the NADF and NPADF tests in the LSTAR(p), LSTART(p), and the LSTD(p) models based on any order of approximation of a logistic transition function that accommodates an arbitrary number of transitions. Lemma 2 also generalizes many of the results derived in Hamilton (1994).
Proof of (A.1) in Lemma 2. Define the following cadlag function on $D[0,1]$,

$$W_t(r, \omega) = \frac{1}{\sigma_u \sqrt{T}} \xi_{[tr]} = \frac{1}{\sigma_u \sqrt{T}} \xi_{t-1}, \quad r \in \left[\frac{t-1}{T}, \frac{t}{T}\right], \quad t = 1, \ldots, T,$$

where $\xi_t = \xi_{t-1} + v_t$. Using the Beveridge and Nelson (1981) decomposition we conclude that $W_t \overset{d}{\sim} c(1)W$, where $W$ is a standard Brownian motion on $[0,1]$. We can rely upon the proof for (A.1) in Lemma 1 in Chapter 1, where we replace $\sigma$ with $c(1)\sigma_u$. ■

Proof of (A.2) in Lemma 2. By Assumption 2

$$T^{-1} \sum_{t=1}^{T} v_t v_{t-h} \overset{a.s.}{\rightarrow} E[v_t v_{t-h}] = \gamma_h = \sigma_u^2 \sum_{j=0}^{\infty} c_j c_{j+h},$$

where $\sigma_u^2 = E[u_t^2]$, see Phillips and Solo (1992) for a proof. Furthermore,

$$T^{-(p+1)} \sum_{t=1}^{T} v_t v_{t-h}$$

$$= T^{-1} \sum_{t=1}^{T} (t/T)^p (v_t v_{t-h} - Ev_t v_{t-h} + Ev_t v_{t-h})$$

$$= T^{-1} \sum_{t=1}^{T} (t/T)^p (v_t v_{t-h} - Ev_t v_{t-h}) + T^{-1} \sum_{t=1}^{T} (t/T)^p E[v_t v_{t-h}]$$

$$\overset{a.s.}{\rightarrow} \sigma_u^2 \sum_{j=0}^{\infty} c_j c_{j+h}/(p+1),$$

because $|T^{-1} \sum_{t=1}^{T} (t/T)^p (v_t v_{t-h} - Ev_t v_{t-h})| \leq T^{-1} \sum_{t=1}^{T} |(v_t v_{t-h} - Ev_t v_{t-h})| \overset{a.s.}{\rightarrow} 0$, and

$$\lim_{T \to \infty} T^{-1} \sum_{t=1}^{T} (t/T)^p E[v_t v_{t-h}] = \lim_{T \to \infty} \left \{ \sigma_u^2 \sum_{j=0}^{\infty} c_j c_{j+h} T^{-1} \sum_{t=1}^{T} (t/T)^p \right \}$$

$$= \left( \sigma_u^2 \sum_{j=0}^{\infty} c_j c_{j+h}/(p+1) \right) = \gamma_h/(p+1)$$

hold. ■
Proof of (A.3) in Lemma 2. This proof follows from (A.3) in Lemma 1 in Chapter 1, because

\[
T^{-\left(v+1/2\right)} \sum_{t=1}^{T} t^v v_{t-h} \\
= T^{-1/2} \sum_{t=1}^{T} v_{t-h} - T^{-\left(v+1/2\right)} v \sum_{t=1}^{T} t^{v-1} \xi_{t-h-1} + O_p(T^{-1}) \\
\xrightarrow{d} \sigma_u c(1) W(1) - \sigma_u c(1) v \int_{0}^{1} r^{v-1} W(r) dr,
\]

holds for \( h \geq 0 \), and it is assumed that \( u_{-h}, ..., u_0 \) are additional starting values or random variables with finite second moments.

Proof of (A.4) and (A.5) in Lemma 2. These are special cases of (A.3) and (A.4), respectively, in Lemma 1 in Chapter 1.

Proof of (A.6)(i) in Lemma 2. Consider first the case \( h = 0 \), we then have that

\[
T^{-\left(p+1\right)} \sum_{t=1}^{T} t^p \xi_{t-1} v_{t} \\
\xrightarrow{d} 0.5 \left( \lambda^2 W(1)^2 - p \lambda^2 \int_{0}^{1} W(r)^2 r^{p-1} dr - \frac{\gamma_0}{(p+1)} \right) \quad (A.8)
\]

follows from (A.4) in Lemma 1 in Chapter 1, where we replace \( \sigma^2 \) and \( \bar{\sigma}_u^2 \) with \( \lambda^2 \) and \( \gamma_0 \), respectively.

Proof of (A.6)(ii) in Lemma 2. For \( h > 0 \) notice that the following recursive relationship,

\[
\xi_{t-1} v_{t-h} = \left( \xi_{t-(h+1)} + v_{t-h} + v_{t-h+1} + \cdots + v_{t-1} \right) v_{t-h} \\
= \xi_{t-(h+1)} v_{t-h} + v_{t-h}^2 + \sum_{s=1}^{j-1} v_{t-h} v_{t-h+s},
\]
holds, and implies

\[ T^{-1(p+1)} \sum_{t=1}^{T} t^p \xi_{t-1} u_{t-h} \]

\[ = T^{-1} \sum_{t=1}^{T} (t/T)^p \xi_{t-(h+1)} u_{t-h} + T^{-1} \sum_{t=1}^{T} (t/T)^p v_t^2 \]

\[ + T^{-1} \sum_{t=1}^{T} (t/T)^p \sum_{s=1}^{j-1} u_{t-h} u_{t-h+s} \]

\[ \overset{d}{\to} 0.5 \left( \lambda^2 W(1)^2 - p\lambda^2 \int_0^1 W(r)^2 r^{p-1} dr - \frac{\gamma_0}{(p+1)} \right) + \frac{\gamma_0}{(p+1)} + \sum_{s=1}^{h-1} \gamma_s, \]

where the convergence follows from the results in (A.2) and (A.8) \* Proof of (A.7) in Lemma 2. Write

\[ T^{-1} \sum_{t=1}^{T} (t/T)^{2p} v_{t-h}^2 u_t^2 \]

\[ = T^{-1} \sum_{t=1}^{T} (t/T)^{2p} (v_{t-h}^2 u_t^2 - Ev_{t-h}^2 u_t^2) + T^{-1} \sum_{t=1}^{T} (t/T)^{2p} Ev_{t-h}^2 u_t^2 \]

\[ \overset{a.s.}{\to} \frac{\gamma_0 \sigma_u^2}{(2p+1)} \]

because \( T^{-1} \sum_{t=1}^{T} (t/T)^{2p} (v_{t-h}^2 u_t^2 - Ev_{t-h}^2 u_t^2) \overset{a.s.}{\to} 0 \) and notice that \( Ev_{t-h}^2 u_t^2 = \gamma_0 \sigma_u^2 = \sigma_u^4 \sum_{s=0}^{\infty} c_s^2 < \infty \) combined with \( \lim_{T \to \infty} T^{-1} \sum_{t=1}^{T} (t/T)^{2p} = 1/(2p+1) \) gives the convergence results. Using a Central Limit Theorem (CLT) for Martingale Difference Sequences (MDS) \( \{(t/T)^p v_{t-h} u_t \} \) defines a MDS we conclude that

\[ T^{-(p+1/2)} \sum_{t=1}^{T} t^p v_{t-h} u_t \overset{d}{\to} N \left( 0, \frac{\gamma_0 \sigma_u^2}{(2p+1)} \right). \]

\* Proof of Theorem 2.4. Write

\[ \gamma_{12}^a \left( \bar{\psi}_{1}^a - \psi_{1}^a \right) = \left[ \begin{array}{cc} \tilde{\mathbf{F}}_1 & \tilde{\mathbf{G}}_1 \end{array} \right]^{-1} \left[ \begin{array}{c} \tilde{\mathbf{K}}_1 \ \tilde{\mathbf{L}}_1 \end{array} \right], \]
where

\[ \tilde{F}_1 = \begin{bmatrix} \tilde{A}_1 & \tilde{B}_1 \\ \tilde{B}_1' & \tilde{C}_1 \end{bmatrix}_{8 \times 8}, \]
\[ \tilde{G}_1 = 0_{8 \times 4(p-1)} \quad \text{under} \quad H_{01}^{4.aux}, \]
\[ \tilde{H}_1 = \begin{bmatrix} T_{11}^{-1} \left( \sum_{t=1}^{T} (s_{1t}s_{1t}') \otimes \left[ h_{ij} \right]_{(p-1) \times (p-1)} \right) T_{11}^{-1} \end{bmatrix}_{4(p-1) \times 4(p-1)}, \]
with
\[ h_{ij} = \nu_{t-i} \nu_{t-j} \quad \text{for} \quad i, j \geq 1, \]
\[ T_{11} = \text{diag} \left\{ \left( \begin{array}{cccc} T_1^{1/2} & T_2^{3/2} & T_3^{5/2} & T_4^{7/2} \\ \end{array} \right)^{1} \right\}_{4(p-1) \times 4(p-1)}, \]
\[ \tilde{K}_1 = \begin{bmatrix} \tilde{D}_1 \\ \tilde{E}_1 \end{bmatrix}_{8 \times 8}, \]
\[ \tilde{L}_1 = \begin{bmatrix} T_{11}^{-1} \left( \sum_{t=1}^{T} s_{1t} \otimes \tilde{t}_{i}(p-1) \times 1 \right) \end{bmatrix}_{4(p-1) \times 1}, \]
with \( \tilde{t}_i = \nu_{t-i} u_t \) for \( i \geq 1 \).

Noticing that \( \tilde{L}_1 \) defines a vector MDS with covariance matrix \( \sigma_u^2 A_1 \otimes \Sigma_1 \) and obeys a CLT for MDS's, applying Lemma 1 in Chapter 1, and Lemma 2, gives that the following expressions converge jointly under the null hypothesis:
\[ \tilde{G}_1 \xrightarrow{p} 0, \quad \tilde{F}_1 \xrightarrow{d} \Psi_1^q, \quad \tilde{H}_1 \xrightarrow{d} A_1 \otimes \Sigma_1, \]
\[ \tilde{K}_1 \xrightarrow{d} \Pi_1^q, \quad \tilde{L}_1 \xrightarrow{d} R \]
where
\[ \Psi_1^q = \begin{bmatrix} A_1 \\ \lambda B_1 \end{bmatrix}, \quad \Pi_1^q = \begin{bmatrix} \sigma D_1 \\ \sigma \lambda E_1 \end{bmatrix}, \quad \sigma \sim N(0, \sigma_v^2 A_1 \otimes \Sigma_1). \]

By using the Slutsky Theorem,
\[ \gamma_{12}^q \left( \hat{\psi}_1^q - \psi_1^q \right) \xrightarrow{d} \begin{bmatrix} \Psi_1^q & 0 \\ 0 & A_1 \otimes \Sigma_1 \end{bmatrix}^{-1} \begin{bmatrix} \Pi_1^q \\ R \end{bmatrix} = \begin{bmatrix} (\Psi_1^q)^{-1} \Pi_1^q \\ (A_1 \otimes \Sigma_1)^{-1} R \end{bmatrix}. \]

Thus, \( Q_1^q = V_1^{-1} R \sim N(0, \sigma_u^2 V_1^{-1}). \)

Furthermore, the fact that \( \hat{\psi}_1^q \) is consistent is an immediate consequence of (2.27).

**Proof of Theorem 2.5.** This is similar to the proof of Theorem 2.4 and is therefore omitted.

**Proof of Corollary 2.6.** First, in the case \( \psi_1^q \) define \( r_1^* = \begin{bmatrix} r_1 & 0 \end{bmatrix} \), where \( 0 \) is a \( 4(p-1) \times 1 \) vector of zeros. It follows from Theorem 2.4 that
\[ \psi_1^q = T(\hat{\rho}_1^q - 1) = r_1^* \gamma_{12}^q (\hat{\psi}_1^q - \psi_1^q) \xrightarrow{d} r_1^* (\Psi_1^q)^{-1} \Pi_1^q = r_1 P_1^q. \quad (A.9) \]
Furthermore, define $S_3 = \text{diag}\{1\ 1\ 1\ 1\ \lambda\ \lambda\ \lambda\ \lambda\}$. Then,

$$r_1P_m^a = r_1\left(S_3^{-1}\begin{bmatrix} A_1 & B_1 \\ B_1 & C_1 \end{bmatrix}^{-1}S_3^{-1}\right)\left(\sigma_u S_3 \begin{bmatrix} D_1 \\ E_1 \end{bmatrix}\right) = \frac{\sigma_u}{\lambda} r_1\begin{bmatrix} A_1 & B_1 \\ B_1 & C_1 \end{bmatrix}^{-1}\begin{bmatrix} D_1 \\ E_1 \end{bmatrix}.$$

and pre-multiplying with $\lambda/\sigma_u$ in (A.9) ensures that (2.29) holds for $m = 1$.

Second, in the case $\psi_1^P = r_1[1\ 0'\ 0]$ in (A.9), define $\bar{r}_1 = [r_1\ 0']$, where $0$ is a $(p-1) \times 1$ vector of zeros. It follows from Theorem 2.5 that

$$\psi_1^P \equiv T(\rho_{10}^p - 1) = r_1^\prime \gamma_1^P (\tilde{\psi}_1^P - \psi_1^P) \rightarrow \bar{r}_1 (\Psi_1^P)^{-1} \Pi_1^P = r_1P_m^a,$$

and that (2.30) now holds follows from the first part of the proof.

**Proof of Corollary 2.7.** We only give the proof for (2.31), since the proof for partial augmentation is similar. Hence,

$$T^2\delta_{\rho_{10}^p}^2 = (S_T^a)^2 r_1^\prime \begin{bmatrix} \tilde{G}_1 \\ \tilde{H}_1 \end{bmatrix}^{-1} r_1^\prime$$

$$= \sigma_u^2 r_1 (\Psi_1^a)^{-1} r_1'$$

$$= \sigma_u^2 r_1 S_3^{-1} \Psi_1^{-1} S_3^{-1} r_1'$$

$$= \sigma_u^2/\lambda^2 r_1 \tilde{\Psi}_1^{-1} r_1'$$

where $(S_T^a)^2 = \left((y_t - (s_t')', (s_{t-1} - s_t')', (s_{1t} \otimes \Delta y_t)')' \tilde{\psi}_1^a\right)^2/(T - 8 - 4(p - 1)).$

It follows from Theorem 2.4 that $(S_T^a)^2 \rightarrow \sigma_u^2$. Using Corollary 2.6 and the Slutsky Theorem we conclude that

$$t_1^a \equiv (\rho_{10}^p - 1)/\sigma_{\rho_{10}^p}^a = T(\rho_{10}^p - 1)/(T^2\delta_{\rho_{10}^p}^2)^{1/2} \rightarrow \frac{r_1 \tilde{\Psi}_1^{-1} \tilde{H}_1}{(r_1 \tilde{\Psi}_1^{-1} r_1')^{1/2}}.$$
Appendix B

Additional Tables
### Table B.1 Critical values for the NPADF tests $c^* \psi^\text{pa}_m$ and $t^\text{pa}_m$ in Corollaries 2.6 and 2.7 with $p = 3$.  

<table>
<thead>
<tr>
<th></th>
<th>$c^* \psi^\text{pa}_1$</th>
<th></th>
<th></th>
<th>$c^* \psi^\text{pa}_2$</th>
<th></th>
<th></th>
<th>$c^* \psi^\text{pa}_3$</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$</td>
<td>0.01</td>
<td>0.05</td>
<td>0.10</td>
<td></td>
<td>0.01</td>
<td>0.05</td>
<td>0.10</td>
<td></td>
<td>0.01</td>
</tr>
<tr>
<td>100</td>
<td>-211.43</td>
<td>-143.54</td>
<td>-115.99</td>
<td></td>
<td>-3.89</td>
<td>-3.15</td>
<td>-2.77</td>
<td></td>
<td>-247.81</td>
</tr>
<tr>
<td>250</td>
<td>-172.32</td>
<td>-122.21</td>
<td>-98.90</td>
<td></td>
<td>-3.83</td>
<td>-3.11</td>
<td>-2.71</td>
<td></td>
<td>-188.72</td>
</tr>
<tr>
<td>500</td>
<td>-163.55</td>
<td>-115.41</td>
<td>-93.87</td>
<td></td>
<td>-3.80</td>
<td>-3.08</td>
<td>-2.70</td>
<td></td>
<td>-182.92</td>
</tr>
<tr>
<td>1000</td>
<td>-160.35</td>
<td>-112.81</td>
<td>-91.20</td>
<td></td>
<td>-3.79</td>
<td>-3.06</td>
<td>-2.67</td>
<td></td>
<td>-175.60</td>
</tr>
<tr>
<td>$\infty$</td>
<td>-156.46</td>
<td>-109.5</td>
<td>-89.89</td>
<td></td>
<td>-3.77</td>
<td>-3.05</td>
<td>-2.66</td>
<td></td>
<td>-160.35</td>
</tr>
</tbody>
</table>

**Notes:** The probability shown at the head of each column is the area in the left-hand tail. The results are based on 100 000 replications when the true values of the nuisance parameters are zero.
Table B.2 Critical values for the NPADF tests $c^*\psi^pa_m$ and $t^pa_m$ in Corollaries 2.6 and 2.7 with $p = 4$.

<table>
<thead>
<tr>
<th></th>
<th>$c^*\psi^pa_1$</th>
<th>$t^pa_1$</th>
<th>$c^*\psi^pa_2$</th>
<th>$t^pa_2$</th>
<th>$c^*\psi^pa_3$</th>
<th>$t^pa_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$</td>
<td>0.01</td>
<td>0.05</td>
<td>0.10</td>
<td>0.01</td>
<td>0.05</td>
<td>0.10</td>
</tr>
<tr>
<td>50</td>
<td>-823.27</td>
<td>-663.55</td>
<td>-364.47</td>
<td>-4.09</td>
<td>-3.32</td>
<td>-2.92</td>
</tr>
<tr>
<td>100</td>
<td>-322.00</td>
<td>-197.03</td>
<td>-151.67</td>
<td>-3.97</td>
<td>-3.23</td>
<td>-2.84</td>
</tr>
<tr>
<td>250</td>
<td>-190.65</td>
<td>-133.64</td>
<td>-107.55</td>
<td>-3.89</td>
<td>-3.15</td>
<td>-2.76</td>
</tr>
<tr>
<td>500</td>
<td>-173.87</td>
<td>-121.52</td>
<td>-98.11</td>
<td>-3.83</td>
<td>-3.12</td>
<td>-2.73</td>
</tr>
<tr>
<td>$\infty$</td>
<td>-156.46</td>
<td>-109.5</td>
<td>-89.89</td>
<td>-3.77</td>
<td>-3.05</td>
<td>-2.66</td>
</tr>
</tbody>
</table>

Notes: The probability shown at the head of the column is the area in the left-hand tail. The results are based on 100 000 replications when the true values of the nuisance parameters are zero.
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Chapter 3

Inference for Unit Roots in a Panel Smooth Transition Autoregressive Model Where the Time Dimension is Fixed
3.1 Introduction

One can expect the traditional panel data unit root tests by Quah (1994), Harris and Tzavalis (1999), and Im, Pesaran, and Shin (2003), to have low power if the time series for the cross sections exhibit structural shifts in levels and/or trends. One explanation to this is that the authors quoted above base their unit root tests on panels where each cross section is modelled as a linear autoregressive process considered in e.g. Dickey and Fuller (1979), Phillips (1987), and Phillips and Perron (1988). As such, it has been pointed out by Perron (1990) that the classical univariate unit root tests are biased towards nonrejection in time series with structural changes, and "adding" up the nonlinearities in single time series into a panel framework will most likely lead to a bias towards nonrejection for the traditional panel unit root tests as well. Considering this fact in addition to that evidence of nonlinearities (such as structural breaks) in many single, say, macroeconomic time series are found, it seems that the traditional panel data unit root tests in such cases are based on too restrictive panels. In particular, this will have serious implications for applied work because the shocks to each cross section will be treated as if they have a permanent effect.

Panel data unit root tests allowing for structural breaks can for instance be found in Im and Lee (1999), Silvestre, Barrio-Castro, and Lopez-Bazo (2001), Tzavalis (2002), and Bai and Silvestre (2003). They derive unit root tests in a panel where each cross section has an abrupt structural shift in the level and/or the time trend. However, in many cases a gradual or more smooth change between two regimes seems preferable, see e.g. Ripatti and Saikkonen (2001). In this chapter we generalize the idea with an instant shift in levels by introducing a nonlinear dynamic panel accommodating a smooth cross section specific change in levels and a homogeneous smooth shift in dynamics, in which we test the null hypothesis of a common unit root.

Our test of a common unit root is based on the normalized LSDV estimator of the autoregressive coefficient in an auxiliary regression equation. The time dimension is fixed and the cross section dimension tends to infinity. The analytical limiting distribution of the test is the standard normal where the two first moments are calculated analytically. Our approach is similar to the one in Harris and Tzavalis (1999) whose results are obtained as special cases of ours. We choose therefore to compare the power of our test to the power of their tests. This gives the opportunity to demonstrate when the tests in Harris and Tzavalis (1999) actually have substantial power when in fact a nonlinear panel is considered, as well as scenarios when the traditional tests are heavily biased towards nonrejection.
The rest of the chapter is organized as follows. In Section 3.2 we present the nonlinear dynamic panel. In Section 3.3 we present the procedure for testing a unit root and derive the test statistic. Section 3.4 contains simulation experiments to examine the finite-sample properties of the test. Concluding remarks are given in Section 3.5. Thereafter an Appendix follows where proofs can be found.

### 3.2 The model

Consider a first-order panel smooth transition autoregressive (PSTAR(1)) model,

\[
y_{it} = \pi_{i,10} + \pi_{i,11} y_{i,t-1} + (\pi_{i,20} + \pi_{i,21} y_{i,t-1}) F(t; \gamma, c) + u_{it}, \quad i = 1, ..., n, \quad t = 1, ..., T,
\]

where the index \( i \) represents the \( i \)'th cross sectional unit, \( t \) indexes time series observations, and \( u_{it} \) is the error term. In (3.1), \( F(t; \gamma, c) \) is a transition function satisfying the conditions: (i) \( F(t; \gamma, c) \) is a bounded and continuous function for all \( t, \gamma, \) and \( c \). (ii) \( F(t; 0, c) = 0 \). (iii) In an open interval \((-\varepsilon, \varepsilon)\), for \( \varepsilon > 0 \), \( \partial F(t; \gamma, c)/\partial \gamma \) is non-zero and \( \partial^2 F(t; \gamma, c)/\partial \gamma^2 \) exists. (iv) For fixed \( \gamma \) and \( c \), \( F(t; \gamma, c) \) is monotonic in \( t \). A suitable choice of a transition function in (3.1) that meets the conditions in (i)-(iv) is the logistic cumulative distribution function (after a downward shift)

\[
F(t; \gamma, c) = \frac{1}{1 + \exp\{-\gamma(t - c)\}} - \frac{1}{2}.
\]

In (3.2), \( \gamma > 0 \) is a slope parameter indicating how rapid the transition is, and \( c \in (0, T) \) is a location parameter around which the transition (symmetrically) takes place. Restriction \( \gamma > 0 \) is an identifying restriction, and implies that \( F(t) \) is increasing in \( t \). Model (3.1) with (3.2) defines the panel logistic smooth transition autoregressive model of order one, called the PLSTAR(1) model for short. For convenience we only consider a first-order polynomial of \( t \) in (3.2). For a discussion about higher-order polynomials in \( t \), see e.g. Lin and Teräsvirta (1994), or Teräsvirta (1998).

The PLSTAR(1) model contains nonlinear heterogeneous fixed effects, nonlinear homogeneous autoregressive coefficients, and homogeneous slope and location parameters.\(^1\) For each individual equation \( i \), the function \( F(t; \gamma, c) \) in (3.2) allows for a smooth change between regimes in intercepts and dynamics.

\(^1\)The homogeneity assumption imposed on some of the parameters is needed for the coming testing procedure.
It is evident that the PLSTAR(1) model specification nests many panel models studied in the literature. In particular, when $\gamma \to \infty$, $F(t; \gamma, c)$ in (3.2) becomes an indicator function, i.e. $F(t; \infty, c) = -0.5$ if $t \in [0, c)$ and $F(t; \infty, c) = 0.5$ if $t \in [c, T]$, and the PLSTAR(1) model displays a panel threshold AR(1) (PTAR(1)) model with a single structural break at $t = c$. At the other end, by letting $\gamma = 0$ in (3.2) the PLSTAR(1) model collapses into a linear panel AR(1) (PAR(1)) model. It may be mentioned that González, Teräsvirta, and van Dijk (2004) recently introduced a different panel STAR model by generalizing the panel threshold model of Hansen (1999). In their model, $y_{i,t-1}$, is replaced by a vector of exogenous variables $x_{it}$ so the model is not dynamic and unit roots are not an issue. Furthermore, the transition variable in the transition function (3.2) is a stochastic variable which can be an element of $x_{it}$. Even there, when $\gamma \to 0$ in (3.2), the model becomes a linear homogeneous panel model with exogenous variables.

### 3.3 Test statistic

We now consider a test statistic for testing the hypothesis of a panel unit root in the PLSTAR(1) model. Under this hypothesis, $H_0 : \pi_{i,10} \in \mathbb{R}$ for all $i$, $\pi_{11} = 1$, and $\gamma = 0$, in (3.1) and (3.2).\footnote{That is, a joint test of parameter constancy (linearity) and a unit root.} It is tested against a stable PLSTAR(1) model with $\gamma > 0$. The stability conditions are given by $\pi_{11} - 0.5\pi_{21} \in (-1, 1)$ and $\pi_{11} + 0.5\pi_{21} \in (-1, 1)$ to rule out non-stationary or explosive trajectories. Note, however, that the PLSTAR(1) model also becomes linear by for any $i$ setting $\pi_{i,20} = \pi_{21} = 0$ in (3.1). This shows that there is an identification problem in the PLSTAR(1) model under the null hypothesis $\gamma = 0$ because then the parameters $\pi_{i,20}, \pi_{21},$ and $c$ are not identified. We circumvent this difficulty by an approximation of $F(t; \gamma, c)$, as suggested by Luukkonen, Saikkonen, and Teräsvirta (1988). An obvious candidate is the first-order Taylor expansion of $F(t; \gamma, c)$ around $\gamma = 0$. Applying this approximation to (3.2) and merging terms and reparameterizing, we obtain the following version of the PLSTAR(1) model

$$y_{it} = \alpha_i + \rho y_{i,t-1} + \delta_i t + \phi t y_{i,t-1} + u_{it}^*, \quad (3.3)$$

where $u_{it}^*$ is an adjusted error term such that $u_{it}^* = u_{it}$ holds under the null hypothesis, i.e. the distributional properties of the error process are preserved under the null hypothesis and are not affected by the Taylor approximation.
The parameters $\alpha_i, \rho, \delta$ and $\phi$ are all functions of the originally defined parameters such that the originally stated null hypothesis is transformed into

$$H_0^{\text{aux}} : \alpha_i \in \mathbb{R} \quad \text{for all } i, \quad \rho = 1, \quad \delta_i = 0, \quad \phi = 0. \quad (3.4)$$

Note that the linear models in Harris and Tzavalis (1999) are nested in the auxiliary regression (3.3), and we thereby find two plausible competing tests in their Theorems 2 and 3, which will be referred to as the HT2 and HT3 tests respectively. This will also give the opportunity to examine the expectation that traditional panel data unit root test are biased towards nonrejection under models with a shift in levels. Furthermore, The HT2 and HT3 tests are based on models letting $(\delta_i, \phi) = (0, 0)$ and $\phi = 0$, respectively, in (3.3). To proceed we impose the following assumptions on the PLSTAR(1) model.

**Assumption 1**

(A1) Let $\{u_{it}\}_{i,t \in \mathbb{N}}$ be an i.i.d. sequence of random variables such that $E(u_{it}) = 0$ and $E(u_{it}^2) = \sigma_u^2$ hold for all $i$ and $t$. (A2) The individual effect $\alpha_i$ equals 0 for all $i$. (A3) $E(u_{it}^4) = \mu_4 < \infty$ for all $i$ and $t$.

### 3.3.1 Bias estimator

The panel unit root test statistic is constructed from the normalized coefficient statistic based directly on the LSDV estimator of the coefficients of the auxiliary fixed effect model (3.3). Under the null hypothesis (3.4), the deviation form of the LSDV estimator of $\rho$ in the model (3.3) is given by

$$\hat{\rho} - 1 = \frac{\left[ \left( \sum_{i=1}^{n} W_{i,2t} \right) \left( \sum_{i=1}^{n} W_{i,4t} \right) - \left( \sum_{i=1}^{n} W_{i,3t} \right) \left( \sum_{i=1}^{n} W_{i,5t} \right) \right]}{\left[ \left( \sum_{i=1}^{n} W_{i,1t} \right) \left( \sum_{i=1}^{n} W_{i,2t} \right) - \left( \sum_{i=1}^{n} W_{i,3t} \right)^2 \right]^2}. \quad (3.5)$$

In (3.5), $W_{i,1t} = y_{i,-1}'Q_Ty_{i,-1}$, $W_{i,2t} = y_{i,-1}'D_TQ_TD_Ty_{i,-1}$, $W_{i,3t} = y_{i,-1}'Q_TD_Ty_{i,-1}$, $W_{i,4t} = y_{i,-1}'Q_Tu_i$, $W_{i,5t} = y_{i,-1}'D_TQ_Tu_i$ with vectors $y_{i,-1} = (y_{i0}, \ldots, y_{iT-1})'$, $u_i = (u_{i1}, \ldots, u_{iT})'$. Furthermore, $Q_T$ is the $(T \times T)$ within transformation matrix defined by $Q_T = I_T - M_T$ where $M_T = X_T(X_T'X_T)^{-1}X_T'$ with $X_T = (\nu_T, \tau_T)$ and $\nu_T$ is the unit column vector of length $T$, $\tau_T = (1, 2, \ldots, T)'$, and $D_T = \text{diag}(1, 2, \ldots, T)$. Under the null hypothesis (3.4) the LSDV estimator in (3.5) is inconsistent for fixed $T$ as $n \to \infty$. This result is stated in the following theorem.
Theorem 3.1 Consider model (3.3) when (3.4) and (A1)-(A3) in Assumption 1 hold. Then, for any fixed \( T > 2 \), the LSDV estimator \( \hat{\beta} - 1 \) in (3.5) satisfies

\[
\lim_{n \to \infty} (\hat{\beta} - 1) = B_1(T),
\]

where

\[
B_1(T) \equiv -\frac{1}{4} \frac{123T^2 - 21T - 74}{(T^2 - 2)(T + 2)}.
\]

Proof. See Appendix A. \( \blacksquare \)

Theorem 3.1 states that when \( n \) tends infinity and \( T \) is fixed, the LSDV estimator \( \hat{\beta} \) in (3.3) is inconsistent under the null hypothesis (3.4). The degree of inconsistency only depends upon \( T \), and it is order equals \( \mathcal{O}(T^{-1}) \). Thus, \( T \to \infty \) is required for \( \lim_{n,T \to \infty} \hat{\beta} = 1 \) to hold. The inconsistency arises because of the elimination of the fixed effects \( \alpha_i \) and the time trend \( \delta_i \) by the \( Q_T \) matrix from each observation of the panel, see Nickell (1981). This makes the explanatory variables correlated with the error term as Hsiao (1986) pointed out. An interesting feature is that the bias is negative. To see this note that under (3.4), \( y_{i,-1} = y_{i,0} + C_T u_i \) holds where \( C_T \) is the strictly lower triangular \( (T \times T) \) matrix

\[
C_T = \begin{bmatrix} 0 & 0 & \cdots & 0 \\ 1 & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 1 & \cdots & 1 & 0 \end{bmatrix},
\]

which implies that the inequalities

\[
E \left( y_{i,-1}' Q_T u_i \right) = -E \left( u_i' C_T' M_T u_i \right) < 0
\]

and

\[
E \left( y_{i,-1}' D_T Q_T u_i \right) = -E \left( u_i' C_T' D_T M_T u_i \right) < 0
\]

hold. By these inequalities it follows that induced correlations between the explanatory variables and the error disturbances are always negative. This feature plays a key role in yielding the negative value of \( B_1(T) \). Furthermore, the bias for the HT2 and HT3 test statistics are obtainable by using (3.5), and equal

\[
\lim_{n \to \infty} (\hat{\beta} - 1) = B_{HT2}(T) \equiv -3(T + 1)^{-1},
\]

\[
\lim_{n \to \infty} (\hat{\beta} - 1) = B_{HT3}(T) \equiv -\frac{15}{2} (T + 2)^{-1}.
\]
For $T > 3$, one can show that $|B_{HT2}(T)| < |B_1(T)| < |B_{HT3}(T)|$. In fact, for small $T$, $|B_1(T)| - |B_{HT3}(T)|$ could be rather substantial. This is illustrated in Figure 3.1.

**Figure 3.1** The finite sample bias of the LSDV estimator in Theorem 1 (solid line), and the corresponding biases $HT2$ (dash-dotted line) and $HT3$ (dotted line) in Harris and Tzavalis (1999).

---

### 3.3.2 Asymptotic distribution

Because the bias of $(\hat{\rho} - 1)$ is known, it is possible to derive the limiting distribution for the bias corrected normalized statistic for the model (3.3) under the null hypothesis (3.4). The result is given in the following theorem.

**Theorem 3.2** Consider model (3.3) when (3.4) and (A1)-(A3) in Assumption 1 hold. Then, for any fixed $T > 2$, the limiting distribution of the LSDV estimator $(\hat{\rho} - 1)$ in (3.5), adjusted by $B_1(T)$ in (3.6), is given by

$$
\sqrt{n}(\hat{\rho} - 1 - B_1(T)) \xrightarrow{d} N \left(0, \sigma^2_\rho(T, \kappa_4)\right),
$$

(3.10)
\[ \sigma^2_{\hat{\rho}}(T, \kappa_4) = 5\kappa_4 \frac{n_1(T)}{n_2(T)} + \frac{n_3(T)}{n_4(T)}, \]

with

\[
\begin{align*}
n_1(T) &= 8428767T^{11} - 13614689T^{10} - 120059496T^9 \\
&\quad + 186771124T^8 + 721928310T^7 - 948544018T^6 \\
&\quad - 2393879224T^5 + 2116570904T^4 + 5166454483T^3 \\
&\quad + 615163035T^2 - 1914301704T - 461936628, \\
n_2(T) &= 512512(T^2 - 2)^4(T + 2)^3(T^2 - 1)(T - 2)T(T - 3)^{-1}, \\
n_3(T) &= 686450089T^{13} - 2714666460T^{12} + 5972242321T^{11} \\
&\quad + 22845456210T^{10} - 149532661418T^9 - 51654581616T^8 \\
&\quad + 893153037170T^7 - 96760187484T^6 - 2612622746635T^5 \\
&\quad + 322041658116T^4 + 4127083405469T^3 + 994368662874T^2 \\
&\quad - 147868773396T - 374168668680, \\
n_4(T) &= 9225216(T^2 - 2)^4(T + 2)^3(T - 2)(T - 1)(T + 1)T,
\end{align*}
\]

and

\[ \kappa_4 = \mu_4 / \sigma_u^2. \]

**Proof.** See Appendix A. \(\blacksquare\)

Theorem 3.2 states that the test statistic defined in (3.10), corrected by \(B_1(T)\) in (3.6) for the inconsistency of \(\hat{\rho}\) in (3.5), is normally distributed with mean zero and variance \(\sigma^2_{\hat{\rho}}(T, \kappa_4)\) as \(n \to \infty\). The asymptotic variance \(\sigma^2_{\hat{\rho}}(T, \kappa_4)\) is a function of \(T\) and the nuisance parameter \(\kappa_4\). The dependence on \(\kappa_4\) can be eliminated by imposing the normality assumption on the disturbances \(\{u_{it}\}\), and the simplified form of the variance \(\sigma^2_{\hat{\rho}}(T, \kappa_4)\) in (3.10) appears in the following corollary.

**Corollary 3.3** Consider model (3.3) when (3.4) and (A1)-(A3) in Assumption 1 hold. Furthermore, assume that \(u_{it}\) are normally distributed. Then, for any fixed \(T > 2\), the limiting distribution of the LSDV estimator \((\hat{\rho} - 1)\) in (3.5), adjusted by \(B_1(T)\) in (3.6), is given by

\[ \sqrt{n}(\hat{\rho} - 1 - B_1(T)) \overset{d}{\to} N(0, \sigma^2_{\hat{\rho}}(T)), \quad (3.11) \]
where
\[ \sigma_{\hat{\rho}}^2(T) \equiv \frac{n_5(T)}{n_6(T)}, \quad (3.12) \]
with
\[
\begin{align*}
n_5(T) &= 52\,803\,853T^{10} - 33\,761\,490T^9 - 295\,736\,530T^8 \\
&\quad + 78\,337\,770T^7 - 438\,526\,236T^6 - 538\,473\,642T^5 \\
&\quad + 358\,336\,934T^4 + 1400\,993\,790T^3 - 427\,003\,921T^2 \\
&\quad + 1598\,065\,812T + 4063\,557\,132,
\end{align*}
\]
and
\[ n_6(T) = 709\,632\,(T^2 - 2)^4(T + 2)^3(T - 2). \]

**Proof.** See Appendix A. ■

From Corollary 3.3 we see that the asymptotic normality of \( \sqrt{n}(\hat{\rho} - 1 - B_1(T)) \) yields a test statistic which depends only on the estimated parameter \( \hat{\rho} \) and known values of \( n \) and \( T \). Hence, \( \sqrt{n}(\hat{\rho} - 1 - B_1(T))/\sigma_{\hat{\rho}}(T) \) can be readily used for statistical inference, and the critical values of the standard normal distribution apply. Moreover, by similar manipulations we also find the results
\[
\sqrt{n}(\hat{\rho} - 1 - B_{HT2}(T)) \xrightarrow{d} N(0, \sigma_{\hat{\rho}_{HT2}}^2(T)), \quad (3.13)
\]
\[
\sqrt{n}(\hat{\rho} - 1 - B_{HT3}(T)) \xrightarrow{d} N(0, \sigma_{\hat{\rho}_{HT3}}^2(T)), \quad (3.14)
\]
where
\[
\sigma_{\hat{\rho}_{HT2}}^2(T) \equiv \frac{3}{5} \frac{(17T^2 - 20T + 17)}{(T - 1)(T + 1)^3},
\]
and
\[
\sigma_{\hat{\rho}_{HT3}}^2(T) \equiv \frac{15}{112} \frac{(193T^2 - 728T + 1147)}{(T - 2)(T + 2)^3},
\]
are the variances Harris and Tzavalis (1999) obtained under the normality assumption. Note that although \( |B_{HT2}(T)| < |B_1(T)| < |B_{HT3}(T)| \) for \( T > 3 \), one can show that \( \sigma_{\hat{\rho}}^2(T) > \sigma_{\hat{\rho}_{HT3}}^2(T) > \sigma_{\hat{\rho}_{HT2}}^2(T) \) holds for \( T > 4 \). The situation is illustrated in the left-hand panel of Figure 3.2 where it is seen that \( \sigma_{\hat{\rho}}^2(T) \) is a decreasing function in \( T \) for \( T \geq 4 \). In addition we note that \( \max_{T \in (2,\infty)} \{\sigma_{\hat{\rho}}^2(T)\} = 2.29 \) occurs at \( T = 4 \). The reason for the ordering between the variances is that under the auxiliary null hypothesis (3.4), the LSDV estimators \( \hat{\rho} \) and \( \hat{\phi} \) are correlated.
Inference for unit roots in a nonlinear panel

Note that the result in Corollary 3.3 is specific to the case that \( \alpha_i = 0 \) for all \( i \). If (A2) in Assumption 1 is relaxed the limiting distribution of Corollary 3.3 is no longer invariant with respect to \( \alpha_i \) and \( \sigma_u^2 \). By including cross section specific trends in the regression model (1c) in Harris and Tzavalis (1999) it is shown that their limiting distribution of the test statistic in (3.14) is invariant with respect to \( \alpha_i \) and \( \sigma_u^2 \) without assuming \( \alpha_i = 0 \). Although our regression in (3.3) contains a time trend, the limiting distribution in (3.11) requires that \( \alpha_i = 0 \) for any \( i \) due to the nonlinear feature of (3.3).

Letting both \( n \) and \( T \) tend to infinity in (3.11) results in a degenerate limiting distribution. Because \( \sigma_{\hat{\rho}}^2(T) \) in (3.12) is \( O(T^{-2}) \). For this reason it is necessary to re-scale the test statistic (3.11) in Corollary 3.3. We have the following result.

**Corollary 3.4** Suppose that the conditions in Corollary 3.3 hold for model (3.3). Then, as \( T \to \infty \) and \( n \to \infty \)

\[
\sqrt{n}T(\hat{\rho} - 1) + \frac{23}{4} \sqrt{n} \to N(0, \frac{52803853}{709632}) . \tag{3.15}
\]

**Proof.** The proof of (3.15) follows immediately from Corollary 3.3. ■

As noted by Levin, Lin, and Chu (2002), in contrast to the case of stationary panel data, the presence of a unit root causes the fixed effects to influence the asymptotic distribution of the panel autoregressive estimator by factor \( 23 \sqrt{n}/4 \), even as both \( n \) and \( T \) become large. Also, Corollary 3.4 implies that \( \hat{\rho} \) in (3.5) converges at the rate \( \sqrt{nT} \), which is higher than the convergence rate of the LSDV estimator in the stationary case. Comparing the test statistic (3.15) with (3.11), we see that the term adjusting for inconsistency of \( \hat{\rho} \) in Corollary 3.4 when \( T \to \infty \) is greater than \( \sqrt{n}|B_1(T)| \) in Corollary 3.3 when \( T \) is fixed. Furthermore, the asymptotic variance \( \lim_{T \to \infty} T^2 \sigma_{\hat{\rho}}^2(T) = 52803853/709632 \simeq 74.41 \) is always greater than \( T^2 \sigma_{\hat{\rho}}^2(T) \) for any fixed \( T \), see the right-hand panel of Figure 3.2.

The results in Corollaries 3.3 and 3.4 may be applied to consider the consequences, as suggested by Harris and Tzavalis (1999), of assuming that \( T \) is asymptotic rather than fixed. In detail, Corollary 3.4 implies that we would use

\[
\frac{T\sqrt{n}(\hat{\rho} - 1)}{\sqrt{74.41}} + \frac{23}{4} \frac{\sqrt{n}}{\sqrt{74.41}} \to N(0, 1) \tag{3.16}
\]

for inference when \( T, n \to \infty \), whereas the true distribution for \( T < \infty \) and \( n \to \infty \) is

\[
\frac{\sqrt{n}T(\hat{\rho} - 1)}{\sqrt{74.41}} + \frac{23}{4} \frac{\sqrt{n}}{\sqrt{74.41}} C_1(T) \to N(0, C_2(T)), \tag{3.17}
\]
where $C_1(T) = -TB_1(T)/(23/4)$ and $C_2(T) = T^2\sigma_\rho^2(T)/74.41$ such that $C_1(T), C_2(T) \in (0, 1)$ holds for $4 < T < \infty$, and $\lim_{T \to \infty} C_1(T) = \lim_{T \to \infty} C_2(T) = 1$. From (3.17) it is clear that we have two possible effects if we erroneously use (3.16) in finite-samples. The first effect is the mean shift effect, $C_1 < 1$ and therefore the asymptotic distribution in (3.16) is located to the right of the finite-sample distribution in (3.17). This implies an increase in the size over the nominal level. The second effect is the variance effect, $C_2 < 1$, which implies that the asymptotic variance in (3.16) is too large so the tails of the asymptotic distribution contain excess probability mass. This leads to a decrease in the size of the standardized test statistic over the nominal level. As a conclusion, if the mean shift effect dominates the variance effect, the test will be oversized and the power is increased. The relative importance of these effects are investigated in the next section using Monte Carlo simulations.
3.3.3 Heterogeneous errors

The errors $u_{it}$ in Assumption 1 are assumed to be i.i.d. such that $E(u_{it}) = 0$ and $E(u_{it}^2) = \sigma_u^2$ holds for all $i$ and $t$, but this is easily relaxed to allow for heterogeneous errors.

**Assumption 2** (B1) Let $\{u_{it}\}_{i,t \in \mathbb{N}}$ be a sequence of independently distributed random variables for all $i$ and $t$ with $E(u_{it}) = 0$ and $E(u_{it}^2) = \sigma_u^2 < \infty$, and $\lim_{n \to \infty} n^{-1} \sum_{i=1}^{n} \sigma_i^2 = \sigma^2 < \infty$. (B2) The individual effect $\alpha_i$ equals 0 for all $i$. (B3) $E|u_{it}|^{4+\delta} < \infty$ holds for $\delta > 0$, and $\lim_{n \to \infty} n^{-1} \sum_{i=1}^{n} \mu_{4i} = \mu_4 < \infty$ where $E u_{it}^4 = \mu_{4i}$.

Assumption 2 allows us to derive the same results as in Theorems 3.1 and 3.2 and Corollaries 3.3 and 3.4 by applying the Markov Law of Large Numbers (LLN) and the Liapounov Central Limit Theorem (CLT).

3.4 Simulation experiments

In this section we conduct several Monte Carlo experiments to explore finite-sample and asymptotic properties of our test statistics defined in Corollaries 3.3 and 3.4, denoted $T_1$ and $T_2$, respectively. In addition, the properties of the HT2 and HT3 tests by Harris and Tzavalis (1999) will be investigated as well.

3.4.1 Size simulations

The aim of the first experiment is to assess the size properties of the test in Corollary 3.3. The DGP under the null hypothesis is given by

$$y_{it} = y_{i,t-1} + u_{it}, \quad i = 1, \ldots, n, \quad t = 1, \ldots, T,$$

(3.18)

where $u_{it} \sim \text{iid}(0,1)$ for all $i$ and $t$. The empirical size and its finite-sample accuracy are reported in Table 3.1.

As can be seen from this table, the empirical distribution of the test statistic in Corollary 3.3 approximates fairly well the standard normal distribution for almost all $n$ and $T$. When $n$ is small relatively to $T$, there is a slight size distortion because the time dimension dominates the cross section dimension. In this case we expect the finite-sample distribution to be a less satisfactory approximation to the asymptotic distribution. However, increasing $n$ to match the time dimensions, we see that the size discrepancy vanishes. For comparison, the bottom line in Table 3.1 reports the quantiles for the standard normal distribution.
Table 3.1 Empirical quantiles of the test statistic in Corollary 3.3.

<table>
<thead>
<tr>
<th>$T$</th>
<th>$n$</th>
<th>1%</th>
<th>5%</th>
<th>10%</th>
<th>50%</th>
<th>90%</th>
<th>95%</th>
<th>99%</th>
<th>Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>5</td>
<td>-2.60</td>
<td>-1.79</td>
<td>-1.38</td>
<td>0.01</td>
<td>1.47</td>
<td>1.98</td>
<td>2.93</td>
<td>0.06</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>-2.44</td>
<td>-1.71</td>
<td>-1.31</td>
<td>0.00</td>
<td>1.37</td>
<td>1.79</td>
<td>2.65</td>
<td>0.06</td>
</tr>
<tr>
<td>5</td>
<td>25</td>
<td>-2.33</td>
<td>-1.63</td>
<td>-1.27</td>
<td>0.01</td>
<td>1.29</td>
<td>1.66</td>
<td>2.51</td>
<td>0.05</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>-2.34</td>
<td>-1.63</td>
<td>-1.27</td>
<td>0.01</td>
<td>1.31</td>
<td>1.70</td>
<td>2.43</td>
<td>0.05</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>-2.29</td>
<td>-1.66</td>
<td>-1.26</td>
<td>0.02</td>
<td>1.32</td>
<td>1.71</td>
<td>2.43</td>
<td>0.05</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>-2.55</td>
<td>-1.80</td>
<td>-1.40</td>
<td>-0.03</td>
<td>1.30</td>
<td>1.70</td>
<td>2.44</td>
<td>0.07</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>-2.50</td>
<td>-1.78</td>
<td>-1.39</td>
<td>-0.03</td>
<td>1.27</td>
<td>1.63</td>
<td>2.32</td>
<td>0.06</td>
</tr>
<tr>
<td>10</td>
<td>25</td>
<td>-2.48</td>
<td>-1.75</td>
<td>-1.35</td>
<td>-0.03</td>
<td>1.27</td>
<td>1.64</td>
<td>2.33</td>
<td>0.06</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>-2.41</td>
<td>-1.70</td>
<td>-1.33</td>
<td>-0.01</td>
<td>1.27</td>
<td>1.65</td>
<td>2.27</td>
<td>0.06</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>-2.43</td>
<td>-1.69</td>
<td>-1.32</td>
<td>-0.03</td>
<td>1.28</td>
<td>1.62</td>
<td>2.34</td>
<td>0.05</td>
</tr>
<tr>
<td>25</td>
<td>5</td>
<td>-2.90</td>
<td>-1.98</td>
<td>-1.53</td>
<td>-0.12</td>
<td>1.21</td>
<td>1.57</td>
<td>2.17</td>
<td>0.08</td>
</tr>
<tr>
<td>25</td>
<td>10</td>
<td>-2.64</td>
<td>-1.85</td>
<td>-1.43</td>
<td>-0.04</td>
<td>1.23</td>
<td>1.58</td>
<td>2.23</td>
<td>0.07</td>
</tr>
<tr>
<td>25</td>
<td>25</td>
<td>-2.49</td>
<td>-1.78</td>
<td>-1.41</td>
<td>-0.05</td>
<td>1.22</td>
<td>1.58</td>
<td>2.21</td>
<td>0.06</td>
</tr>
<tr>
<td>25</td>
<td>50</td>
<td>-2.44</td>
<td>-1.71</td>
<td>-1.33</td>
<td>-0.03</td>
<td>1.24</td>
<td>1.58</td>
<td>2.19</td>
<td>0.06</td>
</tr>
<tr>
<td>25</td>
<td>100</td>
<td>-2.43</td>
<td>-1.68</td>
<td>-1.32</td>
<td>-0.02</td>
<td>1.24</td>
<td>1.61</td>
<td>2.22</td>
<td>0.05</td>
</tr>
<tr>
<td>50</td>
<td>5</td>
<td>-3.10</td>
<td>-2.05</td>
<td>-1.59</td>
<td>-0.10</td>
<td>1.18</td>
<td>1.50</td>
<td>2.17</td>
<td>0.09</td>
</tr>
<tr>
<td>50</td>
<td>10</td>
<td>-2.69</td>
<td>-1.91</td>
<td>-1.48</td>
<td>-0.09</td>
<td>1.16</td>
<td>1.50</td>
<td>2.15</td>
<td>0.07</td>
</tr>
<tr>
<td>50</td>
<td>25</td>
<td>-2.67</td>
<td>-1.84</td>
<td>-1.42</td>
<td>-0.05</td>
<td>1.19</td>
<td>1.53</td>
<td>2.17</td>
<td>0.07</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>-2.50</td>
<td>-1.75</td>
<td>-1.39</td>
<td>-0.04</td>
<td>1.26</td>
<td>1.60</td>
<td>2.19</td>
<td>0.06</td>
</tr>
<tr>
<td>50</td>
<td>100</td>
<td>-2.46</td>
<td>-1.71</td>
<td>-1.33</td>
<td>-0.01</td>
<td>1.23</td>
<td>1.57</td>
<td>2.28</td>
<td>0.06</td>
</tr>
<tr>
<td>100</td>
<td>5</td>
<td>-3.11</td>
<td>-2.07</td>
<td>-1.63</td>
<td>-0.10</td>
<td>1.19</td>
<td>1.51</td>
<td>2.09</td>
<td>0.09</td>
</tr>
<tr>
<td>100</td>
<td>10</td>
<td>-2.80</td>
<td>-1.87</td>
<td>-1.45</td>
<td>-0.06</td>
<td>1.18</td>
<td>1.51</td>
<td>2.11</td>
<td>0.07</td>
</tr>
<tr>
<td>100</td>
<td>25</td>
<td>-2.72</td>
<td>-1.87</td>
<td>-1.43</td>
<td>-0.05</td>
<td>1.21</td>
<td>1.53</td>
<td>2.16</td>
<td>0.07</td>
</tr>
<tr>
<td>100</td>
<td>50</td>
<td>-2.52</td>
<td>-1.77</td>
<td>-1.37</td>
<td>-0.04</td>
<td>1.20</td>
<td>1.57</td>
<td>2.22</td>
<td>0.06</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>-2.48</td>
<td>-1.74</td>
<td>-1.34</td>
<td>-0.03</td>
<td>1.23</td>
<td>1.57</td>
<td>2.16</td>
<td>0.06</td>
</tr>
<tr>
<td>$N(0,1)$</td>
<td></td>
<td>-2.33</td>
<td>-1.65</td>
<td>-1.28</td>
<td>0.00</td>
<td>1.28</td>
<td>1.65</td>
<td>2.33</td>
<td></td>
</tr>
</tbody>
</table>

Note: The nominal size is 5%, and the results are based on 10,000 replications.
3.4.2 Power simulations

3.4.2.1 A homogeneous nonlinear panel

We examine the empirical power under a modified PLSTAR(I) model because the transition function in (3.2) is replaced with \( F(t; \gamma, c) = F(t; \gamma, c) + 0.5 \). It is clear that \( F(t) : \mathbb{R}_+ \to [0, 1] \). Furthermore, the error term is assumed to be the same as in (3.18). The parameters in the modified PLSTAR model are assigned the following values

\[
\pi_{i,10} = 0 \quad \forall i, \quad \pi_{11} = 0.4, \quad \pi_{i,20} = 1 \quad \forall i, \quad \pi_{21} \in \{0.4, 0.5, 0.55\}, \quad \gamma \in \{0.01, 1, 100\}, \quad c = T/2.
\]

which generates a completely homogeneous panel. We first examine the power properties under an almost linear PLSTAR(I) model with \( \gamma = 0.01 \). Second, the power when the speed of transition in the PLSTAR(I) model may be characterized as intermediate with \( \gamma = 1.00 \) is investigated. Finally, we study the power when the transition takes place almost instantaneously with \( \gamma = 100 \), so the model practically contains a single structural break. Furthermore, within these three experiments the change in the intercept is set modest and equals 1, and the stationary root increases from 0.4 to 0.95 (assuming that a complete transition takes place). The design of this experiment implies panels with clear shift in levels and dynamics as long as \( \gamma \geq 1 \), see Figure 3.4 The results are presented in Tables 3.2-3.4.

When the DGP is an almost linear PLSTAR(I) model, we see from Table 3.2 that HT2 has the highest power, which is due to the near-linearity of the process. Test statistic HT2 is designed to have high power against linear models, and for small \( n \) and \( T \) it actually exhibits substantially higher power than in the case of a completely linear panel where the autoregressive coefficients range from 0.8 to 0.95, cf. Table 2b in Harris and Tzavalis (1999). This is natural because in our case the autoregressive parameter slowly grows e.g. from 0.4 to 0.67 over time (the case \( T = 25, \gamma = 0.01, \) and \( \pi_{21} = 0.5 \)), rather than taking on e.g. the value 0.95 throughout the whole sample in a linear panel.\(^3\) Statistic HT3 also performs better than our test. The reason is that HT3 is based on a more parsimonious alternative than our test which is penalized when the actual DGP is relatively simple.

For \( T \geq 25 \) and \( n \geq 25 \) our test performs satisfactorily and for \( T \geq 50 \) and all \( n \) (not reported here) all tests have unit power. In fact, increasing \( \pi_{21} \)

\(^3\)For small \( T \) and \( \gamma = 0.01 \), a full transition from zero to one does not take place, see Figure 3.3. For example, \( F(t = T = 25; \gamma = 0.01, c = 12.5) \approx 0.53 \), implying that the value of the autoregressive parameter at the end of the period equals \( \pi_{11} + 0.53\pi_{21} \in [0.61, 70] \).
Table 3.2 Empirical power of the test statistic in Corollary 3.3 and the tests in Harris and Tzavalis (1999). The DGP is a PAR(1) model.

<table>
<thead>
<tr>
<th>$\gamma = 0.01$</th>
<th>$\pi_{12} = 0.40$</th>
<th>$\pi_{21} = 0.40$</th>
<th>$\pi_{21} = 0.50$</th>
<th>$\pi_{21} = 0.55$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$</td>
<td>$n$</td>
<td>$T_1$ HT2 HT3</td>
<td>$T_1$ HT2 HT3</td>
<td>$T_1$ HT2 HT3</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>0.05 0.35 0.08</td>
<td>0.05 0.27 0.07</td>
<td>0.04 0.23 0.06</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>0.06 0.54 0.10</td>
<td>0.05 0.41 0.09</td>
<td>0.05 0.34 0.08</td>
</tr>
<tr>
<td>5</td>
<td>25</td>
<td>0.06 0.86 0.16</td>
<td>0.05 0.72 0.12</td>
<td>0.05 0.63 0.11</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>0.06 0.99 0.23</td>
<td>0.06 0.93 0.17</td>
<td>0.05 0.87 0.15</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>0.07 1.00 0.38</td>
<td>0.07 1.00 0.24</td>
<td>0.06 0.99 0.21</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>0.14 0.80 0.28</td>
<td>0.12 0.69 0.21</td>
<td>0.10 0.62 0.19</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>0.18 0.97 0.41</td>
<td>0.14 0.91 0.30</td>
<td>0.11 0.85 0.26</td>
</tr>
<tr>
<td>10</td>
<td>25</td>
<td>0.28 1.00 0.72</td>
<td>0.20 1.00 0.56</td>
<td>0.16 0.99 0.47</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>0.41 1.00 0.93</td>
<td>0.27 1.00 0.81</td>
<td>0.21 1.00 0.70</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>0.61 1.00 1.00</td>
<td>0.39 1.00 0.97</td>
<td>0.30 1.00 0.93</td>
</tr>
<tr>
<td>25</td>
<td>5</td>
<td>0.68 1.00 0.97</td>
<td>0.58 1.00 0.89</td>
<td>0.52 1.00 0.83</td>
</tr>
<tr>
<td>25</td>
<td>10</td>
<td>0.89 1.00 1.00</td>
<td>0.79 1.00 0.99</td>
<td>0.74 1.00 0.98</td>
</tr>
<tr>
<td>25</td>
<td>25</td>
<td>1.00 1.00 1.00</td>
<td>0.98 1.00 1.00</td>
<td>0.96 1.00 1.00</td>
</tr>
<tr>
<td>25</td>
<td>50</td>
<td>1.00 1.00 1.00</td>
<td>1.00 1.00 1.00</td>
<td>1.00 1.00 1.00</td>
</tr>
<tr>
<td>25</td>
<td>100</td>
<td>1.00 1.00 1.00</td>
<td>1.00 1.00 1.00</td>
<td>1.00 1.00 1.00</td>
</tr>
</tbody>
</table>

Note: The nominal size is 5%, and the results are based on 10 000 replications.

has only a moderate impact on power because the transition is very slow, see Figure 3.3.

Consider next the PLSTAR(1) model with $\gamma = 1$. In Table 3.3 we see that $T_1$ outperforms the other tests. It now becomes evident that our less parsimonious model is justified and is in fact necessary if one wants to capture the nonlinear behavior characterized by the PLSTAR(1) model. Our test actually has substantial power when the time dimension is as small as $T = 5, 10$, for almost all $n$ and $\pi_{21}$. This is in contrast to HT2 and HT3, and especially the power of HT2 is very low.

For $T \geq 25$ there are two points worth stressing. The first one is the successive break-down in power of the tests based on linear models by increasing $\pi_{21}$. To take an example, in the case $T = n = 50$ and $\pi_{21} = 0.40$ all tests have
Inference for unit roots in a nonlinear panel

Table 3.3 Empirical power of the test statistic in Corollary 3.3 and the tests in Harris and Tzavalis (1999). The DGP is a PLSTAR(1) model.

<table>
<thead>
<tr>
<th>$\gamma = 1.00$</th>
<th>$\pi_{11} = 0.40$</th>
<th>$\pi_{21} = 0.40$</th>
<th>$\pi_{21} = 0.50$</th>
<th>$\pi_{21} = 0.55$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$</td>
<td>$n$</td>
<td>$T_1$ HT2 HT3</td>
<td>$T_1$ HT2 HT3</td>
<td>$T_1$ HT2 HT3</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>0.20 0.06 0.08</td>
<td>0.23 0.03 0.06</td>
<td>0.26 0.02 0.05</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>0.27 0.04 0.10</td>
<td>0.32 0.01 0.08</td>
<td>0.37 0.01 0.07</td>
</tr>
<tr>
<td>5</td>
<td>25</td>
<td>0.46 0.01 0.16</td>
<td>0.58 0.00 0.10</td>
<td>0.65 0.00 0.08</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>0.69 0.00 0.24</td>
<td>0.83 0.00 0.14</td>
<td>0.89 0.00 0.10</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>0.90 0.00 0.40</td>
<td>0.98 0.00 0.21</td>
<td>0.99 0.00 0.14</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>0.47 0.00 0.17</td>
<td>0.55 0.00 0.08</td>
<td>0.58 0.00 0.05</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>0.68 0.00 0.23</td>
<td>0.77 0.00 0.09</td>
<td>0.81 0.00 0.03</td>
</tr>
<tr>
<td>10</td>
<td>25</td>
<td>0.94 0.00 0.38</td>
<td>0.98 0.00 0.09</td>
<td>0.99 0.00 0.01</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>1.00 0.00 0.59</td>
<td>1.00 0.00 0.10</td>
<td>1.00 0.00 0.00</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>1.00 0.00 0.85</td>
<td>1.00 0.00 0.13</td>
<td>1.00 0.00 0.00</td>
</tr>
<tr>
<td>25</td>
<td>5</td>
<td>0.79 0.01 0.52</td>
<td><strong>0.76</strong> 0.00 0.09</td>
<td><strong>0.74</strong> 0.00 0.00</td>
</tr>
<tr>
<td>25</td>
<td>10</td>
<td>0.95 0.00 0.77</td>
<td>0.93 0.00 0.09</td>
<td>0.92 0.00 0.00</td>
</tr>
<tr>
<td>25</td>
<td>25</td>
<td>1.00 0.00 0.98</td>
<td>1.00 0.00 0.10</td>
<td>0.99 0.00 0.00</td>
</tr>
<tr>
<td>25</td>
<td>50</td>
<td>1.00 0.00 1.00</td>
<td>1.00 0.00 0.11</td>
<td>1.00 0.00 0.00</td>
</tr>
<tr>
<td>25</td>
<td>100</td>
<td>1.00 0.00 1.00</td>
<td>1.00 0.00 0.14</td>
<td>1.00 0.00 0.00</td>
</tr>
<tr>
<td>50</td>
<td>5</td>
<td><strong>0.97</strong> 0.21 0.96</td>
<td><strong>0.77</strong> 0.00 0.17</td>
<td><strong>0.57</strong> 0.00 0.00</td>
</tr>
<tr>
<td>50</td>
<td>10</td>
<td>1.00 0.46 1.00</td>
<td>0.94 0.00 0.30</td>
<td>0.77 0.00 0.00</td>
</tr>
<tr>
<td>50</td>
<td>25</td>
<td>1.00 0.92 1.00</td>
<td>1.00 0.00 0.67</td>
<td>0.97 0.00 0.00</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>1.00 1.00 1.00</td>
<td>1.00 0.00 0.95</td>
<td>1.00 0.00 0.00</td>
</tr>
<tr>
<td>50</td>
<td>100</td>
<td>1.00 1.00 1.00</td>
<td>1.00 0.00 1.00</td>
<td>1.00 0.00 0.00</td>
</tr>
<tr>
<td>100</td>
<td>5</td>
<td><strong>1.00</strong> 1.00 1.00</td>
<td><strong>0.79</strong> 0.00 0.76</td>
<td><strong>0.26</strong> 0.00 0.00</td>
</tr>
<tr>
<td>100</td>
<td>10</td>
<td>1.00 1.00 1.00</td>
<td>1.00 0.00 0.97</td>
<td>0.35 0.00 0.00</td>
</tr>
<tr>
<td>100</td>
<td>25</td>
<td>1.00 1.00 1.00</td>
<td>1.00 0.00 1.00</td>
<td>0.56 0.00 0.00</td>
</tr>
<tr>
<td>100</td>
<td>50</td>
<td>1.00 1.00 1.00</td>
<td>1.00 0.00 1.00</td>
<td>0.79 0.00 0.00</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>1.00 1.00 1.00</td>
<td>1.00 0.00 1.00</td>
<td>0.96 0.00 0.00</td>
</tr>
</tbody>
</table>

Note: The nominal size is 5%, and the results are based on 10 000 replications.
a power of unity. When $\pi_{21}$ is increased to 0.50, a remarkable drop in power occurs for HT2 (from 1 to 0) whereas the power for $T_1$ and HT3 basically remains unchanged. Increasing $\pi_{21}$ further to 0.55, there is a similar drop in power for HT3 (from 0.95 to 0) whereas our test still has power of unity. This emphasizes the relevance of the inclusion of the set of extra explanatory variables $\{t, ty_{i,t-1}\}$, missing from HT2, and $\{ty_{i,t-1}\}$ missing from HT3, in our auxiliary regression equation (3.3). The break-down in power could be explained by investigating the shape of the trajectories from the LSTAR(1) model as time evolves. In the cases $\pi_{21} = 0.40, 0.50, \text{and } 0.55$, the autoregressive parameter changes smoothly over time from 0.4 to 0.80, 0.90, and 0.95, and typical realizations of the LSTAR model start at zero and end up at levels around 5, 9, and 13 respectively, see the panel (b) in Figure 3.4.\footnote{With $T = 50$ and $\gamma = 1$, a complete transition takes place, see Figure 3.3.} Thus, increasing $\pi_{21}$ does not only imply that the LSTAR model is closer to being non-stable at the end of the period, it also implies a strive towards higher
levels, see Chapter 1 for the discussion about the level leverage effect. These two effects contribute to the successive break-down in power of the HT2 and HT3 tests. The bias towards nonrejection for HT2 and HT3 tests when the time series in the panel have a pronounced shift in levels is demonstrated.

**Figure 3.4** Typical realizations for a cross section unit in the PLSTAR(1) model where the sample sizes and the autoregressive roots in the nonlinear parts are varied.

The second phenomenon is that the power of $T_1$ actually decreases in $T$ when $\pi_{21} = 0.55$ and $T \geq 25$, although it still increases monotonically with $n$. To study this, consider the case $n = 5$ while varying $T$ and $\pi_{21}$. For $T = 25$ and $\pi_{21} = 0.40, 0.50, \text{and} 0.55$, the $T_1$ test show about the same power ($\approx 0.77$). In panel (a) in Figure 3.4, we can see that the trajectories at the end of the period reaches levels approximately equal to 5, 7, and 9 respectively. The differences in levels at the end of the period are modest. For $T = 50$ there are two obvious tendencies. First there is an evident drop in power for $T_1$ from 0.97 to 0.77 to 0.57 when $\pi_{21}$ ranges from 0.40 to 0.55. The reason for this is that the levels of the trajectories at the end of the period now equal about 5,
9 and 13 respectively, see panel (b) in Figure 3.4, and more clear differences in the levels are encountered. Second, and perhaps more interesting, is that the power when \( \pi_{21} = 0.55 \) and \( T = 50 \) is lower than that when \( \pi_{21} = 0.55 \) and \( T = 25 \), i.e. 0.57 compared to 0.74. This drop in power is explained by a larger jump in level for \( T = 50 \) than for \( T = 25 \) (13 compared to 9) and that increasing the length of the time-series reveals the complexity of the process (cf. the (a) and (b) panels in Figure 3.4). It becomes clear that the term \( ty_{t-1} \) is not able to capture distinct changes in level and the autoregressive coefficient at the same time\(^5\). The same two tendencies, even more pronounced, can be observed when \( T \) is increased further. Specifically, when \( T = 100 \), the power decreases from 1.00 to 0.86 to 0.26 by increasing \( \pi_{21} \), and in panel (c) in Figure 3.4, we see that the trajectories have now reached their long-run equilibriums, i.e. the levels at 5, 10, and 20 respectively.\(^6\) Furthermore, the reduction in power from 0.57 (the case \( T = 50 \) and \( \pi_{21} = 0.55 \)) to 0.26 (the case \( T = 100 \) and \( \pi_{21} = 0.55 \)) is larger than the reduction in power from 0.74 (the case \( T = 25 \) and \( \pi_{21} = 0.55 \)) to 0.57 (the case \( T = 50 \) and \( \pi_{21} = 0.55 \)). Larger reductions in power by increasing \( T \) can be explained by the fact that the levels at the end of the sample periods for \( T = 25, 50, \) and 100, equal 9, 13, and 20 respectively.

Moreover, it should also be mentioned that increasing \( T \) further results in yet another reduction in power. This reduction in power continues actually until \( T = 250 \) (not reported here), from where the power rapidly increases and reaches unity. This can then be seen as a measure of that we need \( T \) (sufficiently) larger than 250 for the term \( ty_{t-1} \) to adequately capture the nonlinear structure of an LSTAR(1) model allowing for a modest shift in the intercept and an almost non-stable root at the end of the sample period. We conclude that despite a panel data model with an increased information set, there may still be a need for a third-order approximation of the DGP (3.1) and (3.2) to achieve acceptable power when the cross section dimension of the panel is small.

From Table 3.4 we can see that when the DGP is a PLSTAR(1) model behaving almost like a PTAR(1) model, the empirical powers of the tests are lower than in the previous case. Differences in power compared to what is reported in Table 3.3 are modest, however, and the response of the tests is robust against the change in \( \gamma \) from 1 to 100 in the PLSTAR model.

\(^5\)Despite a panel set-up and the large amount of information available, these results indicate that a test with a third-order Taylor approximation of the transition function in (3.2) might be preferable. However, this will render the analytical tractability of the results derived in Section 3.3.

\(^6\)These long-run equilibriums are given by \((\pi_{10} + \pi_{20})/(1 - \pi_{11} - \pi_{21})\).
Table 3.4 Empirical power of the test statistic in Corollary 3.3 and the tests in Harris and Tzavalis (1999). The DGP is a PTAR(1) model.

<table>
<thead>
<tr>
<th>$\gamma = 100$</th>
<th>$\pi_{11} = 0.40$</th>
<th>$\pi_{21} = 0.40$</th>
<th>$\pi_{21} = 0.50$</th>
<th>$\pi_{21} = 0.55$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$</td>
<td>$n$</td>
<td>$T_1$</td>
<td>HT2</td>
<td>HT3</td>
</tr>
<tr>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>0.21</td>
<td>0.01</td>
<td>0.04</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>0.28</td>
<td>0.00</td>
<td>0.04</td>
</tr>
<tr>
<td>5</td>
<td>25</td>
<td>0.45</td>
<td>0.00</td>
<td>0.03</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>0.65</td>
<td>0.00</td>
<td>0.02</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>0.87</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>0.36</td>
<td>0.00</td>
<td>0.10</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>0.51</td>
<td>0.00</td>
<td>0.12</td>
</tr>
<tr>
<td>10</td>
<td>25</td>
<td>0.81</td>
<td>0.00</td>
<td>0.15</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>0.97</td>
<td>0.00</td>
<td>0.21</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>1.00</td>
<td>0.00</td>
<td>0.34</td>
</tr>
<tr>
<td>25</td>
<td>5</td>
<td>0.67</td>
<td>0.00</td>
<td>0.41</td>
</tr>
<tr>
<td>25</td>
<td>10</td>
<td>0.86</td>
<td>0.00</td>
<td>0.65</td>
</tr>
<tr>
<td>25</td>
<td>25</td>
<td>1.00</td>
<td>0.00</td>
<td>0.95</td>
</tr>
<tr>
<td>25</td>
<td>50</td>
<td>1.00</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>25</td>
<td>100</td>
<td>1.00</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>50</td>
<td>5</td>
<td>0.96</td>
<td>0.20</td>
<td>0.95</td>
</tr>
<tr>
<td>50</td>
<td>10</td>
<td>1.00</td>
<td>0.42</td>
<td>1.00</td>
</tr>
<tr>
<td>50</td>
<td>25</td>
<td>1.00</td>
<td>0.91</td>
<td>1.00</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>50</td>
<td>100</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>100</td>
<td>5</td>
<td>1.00</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>100</td>
<td>10</td>
<td>1.00</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>100</td>
<td>25</td>
<td>1.00</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>100</td>
<td>50</td>
<td>1.00</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>1.00</td>
<td>0.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Note: The nominal size is 5%, and the results are based on 10 000 replications.
3.4.2.2 A heterogeneous nonlinear panel

A less restricted approach is adopted in the next two experiments because a heterogeneous panel is considered. In the first of these experiments, this is achieved by specifying the following parameter values in the PLSTAR model

\[ \begin{align*}
\pi_{i,11} &= 0 \quad \forall i, \\
\pi_{12} &= 0.4, \\
\pi_{i,20} &\sim U[0.5, 1.5], \\
\pi_{21} &= 0.5, \\
c &= T/2, \\
\gamma &= 1.
\end{align*} \]  

(3.19)

The cross section specific parameter \( \pi_{i,20} \) is drawn once from the uniform distribution and thereafter held fixed throughout the replications. By doing this we allow for cross section specific long-run attractors.\(^7\)

In the second experiment we increase the heterogeneity of our PLSTAR model allowing \( \pi_{21} \) to be individual-specific as well, denoted \( \pi_{i,21} \). We choose the same design as in (3.19) but let \( \pi_{i,21} \sim U[0.5, 0.55] \).\(^8\) The empirical powers for these two experiments are reported in Table 3.5.

In Table 3.5 we can see that the power for \( T_1 \) is satisfactory for all combinations of \( T \) and \( n \), whereas HT3 requires \( T, n \geq 50 \) or \( T = 100 \) and \( n \geq 5 \) to achieve a substantial power. In addition, the power for HT3 (the power for HT2 remains zero) is clearly reduced compared to the results in Table 3.3 with \( \pi_{21} = 0.5 \). For instance, when \( T = n = 50 \) the power is reduced by 15\% (from 0.95 to 0.81) in the first experiment and by 89\% (from 0.95 to 0.10) in the second experiment where the heterogeneity is increased, whereas the power of our test is still unity. In general the reduction is much smaller for our test. This is of course an important aspect for practitioners, and we see that the \( T_1 \) test appears more robust than the HT3 test when each individual is allowed for its own long-run attractor, even though the design of the DGP's is not supported by the model specification in (3.1) with (3.2).

3.4.2.3 A heterogeneous linear panel

In the next experiment we examine the power when the DGP is either a stationary (S) or trend stationary (TS) process defined according to the DGP's under the alternative in Harris and Tzavalis (1999). Thus,

\[ y_{it} = \alpha_i + \varphi y_{i,t-1} + u_{it}, \quad (S), \]

\(^7\)The long-run attractor for individual \( i \) is given by \((\pi_{10} + \pi_{i,20})/(1 - \pi_{11} - \pi_{21}) \in [5, 15]\).

\(^8\)The long-run attractor for individual \( i \) is now given by \((\pi_{10} + \pi_{i,20})/(1 - \pi_{11} - \pi_{i,21}) \in [5, 30] \). Furthermore, notice that the model specification in (3.1) with (3.2) only supports heterogeneity in \( \pi_{i,10} \) and \( \pi_{i,20} \).
Table 3.5 Empirical power of the test statistic in Corollary 3.3 and the tests in Harris and Tzavalis (1999). Heterogeneous panels.

<table>
<thead>
<tr>
<th>$T$</th>
<th>$n$</th>
<th>$T_1$</th>
<th>HT2</th>
<th>HT3</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>5</td>
<td>0.73 (0.73)</td>
<td>0.00 (0.00)</td>
<td>0.07 (0.04)</td>
</tr>
<tr>
<td>25</td>
<td>10</td>
<td>0.92 (0.91)</td>
<td>0.00 (0.00)</td>
<td>0.07 (0.02)</td>
</tr>
<tr>
<td>25</td>
<td>25</td>
<td>1.00 (1.00)</td>
<td>0.00 (0.00)</td>
<td>0.06 (0.00)</td>
</tr>
<tr>
<td>25</td>
<td>50</td>
<td>1.00 (1.00)</td>
<td>0.00 (0.00)</td>
<td>0.04 (0.00)</td>
</tr>
<tr>
<td>25</td>
<td>100</td>
<td>1.00 (1.00)</td>
<td>0.00 (0.00)</td>
<td>0.02 (0.00)</td>
</tr>
<tr>
<td>50</td>
<td>5</td>
<td>0.71 (0.62)</td>
<td>0.00 (0.00)</td>
<td>0.17 (0.05)</td>
</tr>
<tr>
<td>50</td>
<td>10</td>
<td>0.87 (0.84)</td>
<td>0.00 (0.00)</td>
<td>0.25 (0.06)</td>
</tr>
<tr>
<td>50</td>
<td>25</td>
<td>1.00 (0.98)</td>
<td>0.00 (0.00)</td>
<td>0.49 (0.08)</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>1.00 (1.00)</td>
<td>0.00 (0.00)</td>
<td>0.81 (0.10)</td>
</tr>
<tr>
<td>50</td>
<td>100</td>
<td>1.00 (1.00)</td>
<td>0.00 (0.00)</td>
<td>0.98 (0.11)</td>
</tr>
<tr>
<td>100</td>
<td>5</td>
<td>0.77 (0.64)</td>
<td>0.00 (0.00)</td>
<td>0.65 (0.34)</td>
</tr>
<tr>
<td>100</td>
<td>10</td>
<td>0.93 (0.75)</td>
<td>0.00 (0.00)</td>
<td>0.89 (0.39)</td>
</tr>
<tr>
<td>100</td>
<td>25</td>
<td>1.00 (0.97)</td>
<td>0.00 (0.00)</td>
<td>1.00 (0.74)</td>
</tr>
<tr>
<td>100</td>
<td>50</td>
<td>1.00 (1.00)</td>
<td>0.00 (0.00)</td>
<td>1.00 (0.93)</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>1.00 (1.00)</td>
<td>0.00 (0.00)</td>
<td>1.00 (1.00)</td>
</tr>
</tbody>
</table>

Notes: The nominal size is 5%, and the results are based on 10 000 replications. Values in parentheses correspond to the power from a panel with a higher degree of heterogeneity.

or

$$y_{it} = \alpha_i + \alpha_i (1 - \varphi)t + \varphi y_{i,t-1} + u_{it}, \quad (T.S.),$$

where $\alpha_i$ is drawn once from the standard normal distribution and $\varphi \in \{0.80, 0.90, 0.95\}$ and thereafter held fixed throughout the replications. The null hypothesis is the DGP in (3.18).

The results in Table 3.6 show, as may be expected, that $T_1$ is clearly inferior to HT2 for all $n$ and $T$. However, our test is reasonably powerful for $\varphi = 0.80$, 0.90, and $T = 50$ and $n \geq 25$, or $T = 100$ and all $n$. However, for $\varphi = 0.95$ we see that our test has power close to the nominal size. The situation is different when we instead consider a trend stationary DGP's and compare the power of $T_1$ to HT3. We see that for $n = 5$ and $T \geq 5$ the differences in power between $T_1$ and HT3 are marginal. In fact, studying the same situation but assuming that $n > 5$ and $T \geq 5$, our test $T_1$ actually has higher power than the HT3 test, and in particular, for $\varphi = 0.95$, $T_1$ performs substantially better
Table 3.6 Empirical power of the test statistic in Corollary 3.3 and the tests in Harris and Tzavalis (1999). The DGP’s are stationary and trend stationary.

<table>
<thead>
<tr>
<th>$\varphi = 0.80$</th>
<th>$\varphi = 0.90$</th>
<th>$\varphi = 0.95$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>S T.S.</td>
<td>S T.S.</td>
</tr>
<tr>
<td>$T$</td>
<td>$n$</td>
<td>$T_1$</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>0.05</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>0.03</td>
</tr>
<tr>
<td>5</td>
<td>25</td>
<td>0.03</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>0.01</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>0.00</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>0.09</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>0.08</td>
</tr>
<tr>
<td>10</td>
<td>25</td>
<td>0.08</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>0.08</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>0.08</td>
</tr>
<tr>
<td>25</td>
<td>5</td>
<td>0.29</td>
</tr>
<tr>
<td>25</td>
<td>10</td>
<td>0.37</td>
</tr>
<tr>
<td>25</td>
<td>25</td>
<td>0.59</td>
</tr>
<tr>
<td>25</td>
<td>50</td>
<td>0.82</td>
</tr>
<tr>
<td>25</td>
<td>100</td>
<td>0.97</td>
</tr>
<tr>
<td>50</td>
<td>5</td>
<td>0.86</td>
</tr>
<tr>
<td>50</td>
<td>10</td>
<td>1.00</td>
</tr>
<tr>
<td>50</td>
<td>25</td>
<td>1.00</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>1.00</td>
</tr>
<tr>
<td>50</td>
<td>100</td>
<td>1.00</td>
</tr>
<tr>
<td>100</td>
<td>5</td>
<td>0.98</td>
</tr>
<tr>
<td>100</td>
<td>10</td>
<td>1.00</td>
</tr>
<tr>
<td>100</td>
<td>25</td>
<td>1.00</td>
</tr>
<tr>
<td>100</td>
<td>50</td>
<td>1.00</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Note: The nominal size is 5%, and the results are based on 10 000 replications.
than the latter test statistic. We may conclude that our test seems to have reasonable power properties against stationary/trend stationary alternatives, and that the power of $T_1$ approaches unity at a faster rate with $n$ than the power of HT3.

3.4.2.4 Power when viewing $T$ and $n$ as asymptotic when the true $T$ is finite

The last experiment concerns the empirical power of the test in Corollary 3.4 (denoted $T_2$) when we treat both $n$ and $T$ as asymptotic but $T$ is actually finite. This also demonstrates the mean-shift effect and variance effect addressed in Section 3.3. For comparison the same effects are investigated for the corresponding tests by Harris and Tzavalis (1999), denoted HT2* and HT3*. For this study we choose the same set-up as for the experiment with a homogeneous panel and $\gamma = 1.00$. These findings are presented in Table 3.7.

In this table we see that treating both $T$ and $n$ as asymptotic leads to rather severe size distortions and the statistic $T_2$ becomes undersized for almost all $n$ and $T \leq 25$. This indicates that the variance effect discussed in Section 3.3 dominates the mean shift effect, resulting in a net reduction in the size of the test, which agree with the findings reported in Harris and Tzavalis (1999). As a result we see a clear drop in power (cf. Table 3.3). For $T \geq 50$ and all $n$ the power reduction is marginal. It seems that in order to maintain a test with correct size when letting $n$ and $T$ tend to infinity, a diagonal convergence criterion should be imposed to control for the mean-shift and variance effect.

3.5 Conclusions

In this chapter we argue that many of the traditional panel data unit root tests are based on too restrictive panels because it is likely that e.g. macroeconomic panels involve cross sections with time series that exhibit structural changes in levels. We also emphasize the importance of testing unit roots in a nonlinear panel which accommodates a smooth shift in levels and the dynamic structure (the PLSTAR model) because here the conventional unit root tests, such as the test in Harris and Tzavalis (1999), are biased towards nonrejection of the null hypothesis.

The unit root test that we derive in the PLSTAR model is based on an auxiliary regression, and inference is based on the LSDV estimator under the assumption that the disturbances are independently and identically distributed under the null hypothesis. It is shown that the test statistic is normally distributed where the first two moments are calculated analytically. Due to
Table 3.7 Empirical power and size of the test statistic in Corollary 3.4 and the tests in Harris and Tzavalis (1999), assuming that $T$ and $n$ are large.

<table>
<thead>
<tr>
<th>$\gamma = 1.00$</th>
<th>$\pi_{11} = 0.40$</th>
<th>$\pi_{21} = 0.40$</th>
<th>$\pi_{21} = 0.50$</th>
<th>$\pi_{21} = 0.55$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$</td>
<td>$n$</td>
<td>$T_2$</td>
<td>$T_2$</td>
<td>$HT_2^<em>HT_3^</em>$</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>0.00</td>
<td>0.02</td>
<td>0.01</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>0.00</td>
<td>0.01</td>
<td>0.00</td>
</tr>
<tr>
<td>5</td>
<td>25</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>0.01</td>
<td>0.21</td>
<td>0.00</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>0.01</td>
<td>0.34</td>
<td>0.00</td>
</tr>
<tr>
<td>10</td>
<td>25</td>
<td>0.00</td>
<td>0.63</td>
<td>0.00</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>0.00</td>
<td>0.88</td>
<td>0.00</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>0.00</td>
<td>1.00</td>
<td>0.00</td>
</tr>
<tr>
<td>25</td>
<td>5</td>
<td>0.05</td>
<td>0.72</td>
<td>0.01</td>
</tr>
<tr>
<td>25</td>
<td>10</td>
<td>0.04</td>
<td>0.92</td>
<td>0.00</td>
</tr>
<tr>
<td>25</td>
<td>25</td>
<td>0.02</td>
<td>1.00</td>
<td>0.00</td>
</tr>
<tr>
<td>25</td>
<td>50</td>
<td>0.02</td>
<td>1.00</td>
<td>0.00</td>
</tr>
<tr>
<td>25</td>
<td>100</td>
<td>0.00</td>
<td>1.00</td>
<td>0.00</td>
</tr>
<tr>
<td>50</td>
<td>5</td>
<td>0.08</td>
<td>0.96</td>
<td>0.18</td>
</tr>
<tr>
<td>50</td>
<td>10</td>
<td>0.06</td>
<td>1.00</td>
<td>0.38</td>
</tr>
<tr>
<td>50</td>
<td>25</td>
<td>0.04</td>
<td>1.00</td>
<td>0.87</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>0.03</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>50</td>
<td>100</td>
<td>0.02</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>100</td>
<td>5</td>
<td>0.08</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>100</td>
<td>10</td>
<td>0.07</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>100</td>
<td>25</td>
<td>0.05</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>100</td>
<td>50</td>
<td>0.04</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>0.03</td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Note: The nominal size is 5%, and the results are based on 10 000 replications.
the fact that these moments are known for a fixed sample size, we are able to analyze how this will affect the inference when $T$ is infinite.

Finite-sample properties of the test are explored through Monte Carlo simulations and show satisfactory results. The size distortion is modest and the power is generally superior to the power of the tests in Harris and Tzavalis (1999). We especially demonstrate that the traditional tests in Harris and Tzavalis (1999) lack power if the shift in levels is too evident, but with more modest shifts the test with a linear trend has reasonable power. There are situations, however, in which our test may be modified in order to increase the power. This can be done by applying a higher-order Taylor approximation to the PLSTAR model, but it will make the analytical results less tractable, and the question is left for further research.
Appendix A
Proofs

Lemma 1 Let $M_T = [m_{ij}]_{T \times T}$ be the matrix defined in (3.5). Then the $(i, j)$-th element of $M_T$ can be expressed

$$m_{ij} = \frac{2}{T(T^2 - 1)}((T + 1)((2T + 1) - 3i - 3j) + 6ij), \quad (A.1)$$

for any $i, j = 1, \ldots, T$.

**Proof.** Note that the inverse $(X_T'X_T)^{-1} = \frac{2}{T(T-1)}\begin{bmatrix} (2T + 1) & -3 \\ -3 & 6(T + 1)^{-1} \end{bmatrix}$. Thus, the formula for $m_{ij}$ in (A.1) holds by computing $M_T$. ■

Lemma 2 Let $C_T$ be the $(T \times T)$ matrix defined in (3.7), and $D_T$ and $M_T$ be the $(T \times T)$ matrices defined in (3.5). Then

the $(i,j)$-th element of $C_T'M_T'C_T$

$$= \begin{cases} \sum_{t=i+1}^{T} \sum_{s=j+1}^{T} m_{ts}, & i, j = 1, \ldots, T - 1. \\ 0, & i = T \quad \text{or} \quad j = T. \end{cases}, \quad (A.2)$$

the $(i,j)$-th element of $C_T'D_T'M_T'D_T'C_T$

$$= \begin{cases} \sum_{t=i+1}^{T} \sum_{s=j+1}^{T} tsm_{ts}, & i, j = 1, \ldots, T - 1. \\ 0, & i = T \quad \text{or} \quad j = T. \end{cases}, \quad (A.3)$$

the $(i,j)$-th element of $C_T'M_T'D_T'C_T$

$$= \begin{cases} \sum_{t=i+1}^{T} \sum_{s=j+1}^{T} sm_{ts}, & i, j = 1, \ldots, T - 1. \\ 0, & i = T \quad \text{or} \quad j = T. \end{cases}, \quad (A.4)$$
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the \((i,j)\)-th element of \(C_T^rM_T\)
\[
\begin{align*}
\begin{cases}
\sum_{t=i+1}^{T} mt_{tj}, & i = 1, \ldots, T - 1, j = 1, \ldots, T, \\
0, & i = T.
\end{cases}
\end{align*}
\] (A.5)

the \((i,j)\)-th element of \(C_T^rD_T^rM_T\)
\[
\begin{align*}
\begin{cases}
\sum_{t=i+1}^{T} tm_{tj}, & i = 1, \ldots, T - 1, j = 1, \ldots, T, \\
0, & i = T.
\end{cases}
\end{align*}
\] (A.6)

**Proof.** Applying (A.1) to \(C_T^rM_T^rC_T, C_T^rD_T^rM_T^rD_T^rC_T, C_T^rM_T^rD_T^rC_T, C_T^rM_T^r,\) and \(C_T^rD_T^rM_T^r,\) respectively, gives the formulas in (A.2)-(A.6). □

**Lemma 3.** Consider model (3.3) when (3.4) and (A1)-(A3) in Assumption 1 hold. Furthermore, let \(W_{i,jt}, j = 1, \ldots, 5,\) be defined in (3.5). Then, for any fixed \(T,\)
\[
\begin{align*}
 p\lim_{n \to \infty} -\sum_{i=1}^{n} W_{i,1t}^2 &= \frac{1}{15} (T^2 - 4 \sigma_u^2), \\
 p\lim_{n \to \infty} -\sum_{i=1}^{n} W_{i,2t}^2 &= \frac{1}{420} (T^2 - 4)(11T^2 + 14T - 1) \sigma_u^2, \\
 p\lim_{n \to \infty} -\sum_{i=1}^{n} W_{i,3t}^2 &= \frac{1}{30} (T^2 - 4) (T + 1) \sigma_u^2, \\
 p\lim_{n \to \infty} -\sum_{i=1}^{n} W_{i,4t}^2 &= -\frac{1}{2} (T - 2) \sigma_u^2, \\
 p\lim_{n \to \infty} -\sum_{i=1}^{n} W_{i,5t}^2 &= -\frac{1}{60} (17T + 19)(T - 2) \sigma_u^2.
\end{align*}
\] (A.7) (A.8) (A.9) (A.10) (A.11)

**Proof.** (i) Under (3.4), express the model in (3.3) as
\[
y_{i,-1} = y_{i0T} + C_Tu_i.
\] (A.12)

(ii) Note that \(Q_T\) defined in (3.5) is orthogonal to \(\nu_T\) so pre-multiplying \(Q_T\) on both sides of \(y_{i,-1}\) in (A.12) yields
\[
Q_Ty_{i,-1} = Q_TC_Tu_i.
\] (A.13)

Since \(Q_T\) is idempotent it follows from (A.13) that
\[
\begin{align*}
W_{i,1t} &= y_{i,-1}'Q_Ty_{i,-1} \\
&= u_i'C_T'CTu_i - u_i'C_T'M_TC_Tu_i.
\end{align*}
\] (A.14)
In (A.14), we have

\[ u'_i C'_T C_T u_i = \sum_{t=1}^{T} (T - t) u'^2_{it} + 2 \sum_{t=s+1}^{T-1} (T - s) u_u u_{is}, \]

and

\[ u'_i C'_T M_T C_T u_i = \sum_{t=2}^{T} \left( \sum_{i=1}^{T} \sum_{j=t}^{T} m_{ij} \right) u'^2_{i,t-1} + 2 \sum_{t=s+1}^{T} \sum_{i=1}^{T} \left( \sum_{j=s}^{T-1} m_{ij} \right) u_{i,s-1}. \]

By assumption (A1), \( \{u_{it}\} \) is a sequence of i.i.d. random variables across \( i \) and \( t \) so that

\[ E(W_{i,1t}) = E(u'_i C'_T C_T u_i) - E(u'_i C'_T M_T C_T u_i) \]

and it follows now from (A.2) that \( E(W_{i,1t}) = \frac{1}{15} (T^2 - 4) \sigma_u^2 \). Finally, by the LLN, (A.7) holds. Similarly, we can show that (A.8)-(A.11) hold.

**Proof of Theorem 3.1.** (i) It follows from Anderson and Hsiao (1981) that the LSDV estimators of \( \rho \) and \( \phi \) for model (3.3), under the null hypothesis (3.4), equal

\[
\begin{pmatrix}
\hat{\rho} - 1 \\
\hat{\phi}
\end{pmatrix} = \left[ \sum_{i=1}^{n} \begin{pmatrix}
y'_{i,-1} Q_T y'_{i,-1} \\
y'_{i,-1} D_T Q_T y'_{i,-1}
\end{pmatrix} \right]^{-1}
\times \left[ \sum_{i=1}^{n} \begin{pmatrix}
y'_{i,-1} Q_T u_i \\
y'_{i,-1} D_T Q_T u_i
\end{pmatrix} \right],
\]

(A.15)

where \( Q_T \) and \( D_T \) are defined in (3.5). It follows immediately from (A.15) that the expression for \( (\hat{\rho} - 1) \) in (3.5) holds.

(ii) It follows from Lemma 3, (A.12), and (A.13) that the probability of the numerator of (A.15) is

\[ \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} \begin{pmatrix}
y'_{i,-1} Q_T u_i \\
y'_{i,-1} D_T Q_T u_i
\end{pmatrix} = -\sigma_u^2 \left( \frac{1}{30} (T^2 - 4) \right), \]

whereas the probability limit of denominator in (A.15) equals

\[ \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} \begin{pmatrix}
y'_{i,-1} Q_T y'_{i,-1} \\
y'_{i,-1} D_T Q_T y'_{i,-1}
\end{pmatrix} \begin{pmatrix}
y'_{i,-1} Q_T D_T y'_{i,-1} \\
y'_{i,-1} D_T Q_T D_T y'_{i,-1}
\end{pmatrix} = \sigma_u^2 \left( \frac{1}{15} (T^2 - 4) \right). \]
(iii) By the Slutsky Theorem (see, e.g. page 286 of Davidson (1994)) we obtain

\[
\begin{aligned}
&\lim_{n \to \infty} \left( \frac{\hat{\rho} - 1}{\phi} \right) \\
= &\left[ \lim_{n \to \infty} \left( \frac{\mathbf{y}'_{i,-1} \mathbf{Q}_T \mathbf{y}_{i,-1} \mathbf{y}'_{i,-1} \mathbf{D}_T \mathbf{Q}_T \mathbf{y}_{i,-1} \mathbf{y}'_{i,-1} \mathbf{D}_T \mathbf{Q}_T \mathbf{y}_{i,-1}}{\mathbf{y}'_{i,-1} \mathbf{Q}_T \mathbf{y}_{i,-1} \mathbf{y}'_{i,-1} \mathbf{D}_T \mathbf{Q}_T \mathbf{y}_{i,-1} \mathbf{y}'_{i,-1} \mathbf{D}_T \mathbf{Q}_T \mathbf{y}_{i,-1}} \right)^{-1}
\times \left[ \lim_{n \to \infty} \left( \sum_{i=1}^{n} \mathbf{y}'_{i,-1} \mathbf{Q}_T \mathbf{u}_i \right) \left( \sum_{i=1}^{n} \mathbf{y}'_{i,-1} \mathbf{D}_T \mathbf{Q}_T \mathbf{u}_i \right) \right]
\end{aligned}
\]

\[
\begin{aligned}
= &\left[ -0.25 \left( \frac{23T^2 - 21T - 74}{(T^2 - 2) (T + 2)} \right) - 3.5 / (T^2 - 2) \right].
\end{aligned}
\tag{A.16}
\]

provided that \( T > 2 \). The inconsistency of \( \hat{\rho} - 1 \) in (3.6) is the upper element of the limit vector on the right-hand side of (A.16). \( \blacksquare \)

**Lemma 4** Let \( \mathbf{M} = [\mathbf{m}_{ij}]_{T \times T} \) and \( \mathbf{N} = [\mathbf{n}_{ij}]_{T \times T} \) be any constant matrices. Assume that (A1) and (A3) in Assumption 1 hold. Then,

\[
E(\mathbf{u}'_t \mathbf{M}_i)(\mathbf{u}'_t \mathbf{N}_i)
= \mu_4 \sum_{t=1}^{T} m_{tt} n_{tt} + \sigma_u^4 \left\{ \sum_{t=1}^{T} \left[ m_{tt} \left( \sum_{s=t+1}^{T} n_{ss} \right) \right] + \sum_{t=1}^{T} \left( \sum_{s=t+1}^{T} m_{ss} \right) \right\}
+ \sum_{t=1}^{T-1} \sum_{s=t+1}^{T} (m_{ts} n_{ts}) + \sum_{s=1}^{T} \sum_{t=s+1}^{T-1} (m_{ts} n_{ts})
+ \sum_{t=s+t+1} \left( \sum_{s=1}^{T} m_{ts} n_{st} \right) + \sum_{s=1}^{T} \left( \sum_{t=s+1}^{T-1} m_{ts} n_{st} \right).
\]

**Proof.** Because \( u_{it} \) is i.i.d., \( \mathbf{u}'_t \mathbf{M}_i = \sum_{s=1}^{T} \sum_{t=1}^{T} m_{st} u_{is} u_{it} \), and \( \mathbf{u}'_t \mathbf{N}_i = \sum_{s=1}^{T} \sum_{t=1}^{T} n_{st} u_{is} u_{it} \), it follows by collecting all the terms of \( m_{tt} n_{tt} \) for \( t = 1, \ldots, T \) in \( (\mathbf{u}'_t \mathbf{M}_i)(\mathbf{u}'_t \mathbf{N}_i) \) and now taking the expectations we obtain the coefficient of \( \mu_4 \). For the coefficients of \( \sigma_u^4 \), considering all the terms of \( m_{ts} n_{ts} \), \( m_{ts} n_{st} \) and \( m_{tt} n_{ss} \), for \( t \neq s \), in \( (\mathbf{u}'_t \mathbf{M}_i)(\mathbf{u}'_t \mathbf{N}_i) \) and computing all the expectations for those terms yield the coefficients for \( \sigma_u^4 \). \( \blacksquare \)

**Lemma 5** Consider model (3.3) when (3.4) and (A1)-(A3) in Assumption 1 hold. Let \( W_{i,j,t} \), \( j = 1, \ldots, 5 \), be defined in (3.5). Then, for any fixed \( T > 1 \),

\[
E(W_{i,t})^2 = \frac{1}{210} \left\{ (T^2 - 4) / (T(T^2 - 1)) \right\} \times \{ \mu_4 (T^4 - 25)
+ \sigma_u^4 \left[ \frac{1}{10} (13T^5 - 30T^4 + 10T^3 - 23T + 750) \right] \},
\tag{A.17}
\]
\[ E(W_{i,2t})^2 = \frac{1}{1081080} \{ (T^2 - 4)/(T(T^2 - 1)) \} \times \{ \mu_4(1382T^8 + 3185T^7 + 4141T^6 + 3770T^5 - 80204T^4 - 153907T^3 + 163997T^2 + 343512T - 2484) + \sigma_u^4 \{ \frac{1}{210}(244231T^9 - 282072T^8 - 1261143T^7 - 1695918T^6 + 752683T^5 + 40810812T^4 + 99837023T^3 - 95101902T^2 - 215126028T + 1564920) \} \}, \quad (A.18) \]

\[ E(W_{i,3t})^2 = \frac{1}{13860} \{ (T^2 - 4)/(T(T^2 - 1)) \} \times \{ \mu_4(24T^6 + 33T^5 + 32T^4 - 926T^2 - 825T + 1182) + \sigma_u^4 \{ \frac{1}{30}(715T^7 - 873T^6 - 902T^5 - 1890T^4 - 7205T^3 + 81063T^2 + 78672T - 106380) \} \}, \quad (A.19) \]

\[ E(W_{i,4t})^2 = \frac{1}{105} \{ (T - 2)/(T(T^2 - 1)) \} \times \{ \mu_4(29T^9 - 47T^2 - 23T + 59) + \sigma_u^4 \{ \frac{1}{2}(56T^4 - 167T^3 + 226T^2 + 131T - 354) \} \}, \quad (A.20) \]

\[ E(W_{i,5t})^2 = \frac{1}{630} \{ (T - 2)/(T(T^2 - 1)) \} \times \{ \mu_4(64T^5 + 29T^4 - 37T^3 + 16T^2 - 357T - 435) + \sigma_u^4 \{ \frac{1}{20}(1153T^6 - 904T^5 - 2840T^4 - 3130T^3 - 1013T^2 + 23834T + 26100) \} \}. \quad (A.21) \]

**Proof.** For instance, by the definition of \( W_{i,3t} \) we can write

\[ E(W_{i,3t})^2 = E(u_i'C_TD_TC_Tu_i)^2 - 2E(u_i'C_TD_TC_Tu_i)(u_i'C_TM_TD_TC_Tu_i) + E(u_i'C_TM_TD_TC_Tu_i)^2. \quad (A.22) \]

From the assumptions on \( u_i \) and Lemmas 2 and 4 we are able to compute the first term of the right-hand side of (A.22),

\[ E(u_i'C_TD_TC_Tu_i)^2 = \mu_4 \{ \sum_{t=1}^{T} \sum_{j=1}^{T} (\sum_{i=1}^{j} i - \sum_{i=1}^{t} i)^2 \} + \sigma_u^4 \{ 2 \sum_{t=1}^{T} \sum_{j=1}^{T} (\sum_{i=1}^{j} i - \sum_{i=1}^{s} i)(\sum_{s=t+1}^{T} \sum_{j=1}^{T} (\sum_{i=1}^{s} i - \sum_{i=1}^{t} i) \} \]

\[ + 4 \sum_{t=1}^{T} \sum_{s=t+1}^{T} [(\sum_{j=1}^{T} (\sum_{i=1}^{s} i - \sum_{i=1}^{t} i)^2] \}

\[ = \mu_4 \{ \frac{1}{60} T (T^2 - 1) (8T^2 + 5T - 2) \}

\[ + \sigma_u^4 \{ \frac{1}{180} T (T^2 - 1) (T - 2) (50T^2 + 22T - 21) \}, \quad (A.23) \]
for the second term of the right-hand side of (A.22), we have

\[
E(u'_T C'_T D_T C_T u_i)(u'_T C'_T M_T D_T C_T u_i)
\]

\[
= \mu_4 \left[ \sum_{t=1}^{T} \left( \sum_{j=1}^{T} k \right) \left( \sum_{k=t+1}^{T} j m_{kj} \right) \right]
\]

\[
+ \sigma^4_u \left\{ \sum_{t=1}^{T} \left[ \left( \sum_{j=1}^{T} k \right) \left( \sum_{k=t+1}^{T} j m_{kj} \right) \right] \right\}
\]

\[
+ \sum_{t=1}^{T} \left[ \left( \sum_{k=t+1}^{T} j m_{kj} \right) \left( \sum_{s=t+2}^{T} \left( \sum_{k=s+1}^{T} j m_{kj} \right) \right) \right]
\]

\[
+2 \sum_{t=1}^{T-1} \sum_{j=1}^{T} \left[ \left( \sum_{k=t+1}^{T} j m_{kj} \right) \left( \sum_{k=t+1}^{T} j m_{kj} \right) \right]
\]

\[
+2 \sum_{t=1}^{T-1} \sum_{j=1}^{T} \left[ \left( \sum_{k=t+1}^{T} j m_{kj} \right) \left( \sum_{k=t+1}^{T} j m_{kj} \right) \right]
\]

\[
= \mu_4 \left[ \frac{1}{120} \left( T + 1 \right) \left( 15T^4 - 7T^3 - 12T^2 + 8T + 8 \right) \right]
\]

\[
+ \sigma^4_u \left[ \frac{1}{15 \, 120} \left( T - 2 \right) \left( 4037T^5 + 1717T^4 - 4811T^3 + 779T^2 + 4758T + 1584 \right) \right]
\]

and for the third term we find that,

\[
E(u'_T C'_T M_T D_T C_T u_i)^2
\]

\[
= \mu_4 \left[ \sum_{t=2}^{T} \left( \sum_{k=tj=t}^{T} j m_{kj} \right) \right]
\]

\[
+ \sigma^4_u \left\{ 2 \sum_{t=2}^{T} \left( \sum_{k=tj=t}^{T} j m_{kj} \right) \left( \sum_{s=t+1}^{T} \left( \sum_{k=sj=s}^{T} j m_{kj} \right) \right) \right\}
\]

\[
+ \sum_{t=2}^{T-1} \sum_{k=sj=t}^{T} \left( \sum_{k=tj=t}^{T} j m_{kj} \right)^2 + 2 \sum_{t=2}^{T-1} \left[ \left( \sum_{k=tj=t}^{T} j m_{kj} \right) \left( \sum_{k=sj=t}^{T} j m_{kj} \right) \right]
\]

\[
= \mu_4 \left[ \frac{1}{13 \, 860} \left( 1641T^8 + 726T^7 - 3760T^6 - 594T^5 + 4259T^4 + 792T^3 + 1652T^2 + 1452T - 4728 \right) \right) / \left( T(T^2 - 1) \right)
\]

\[
+ \sigma^4_u \left[ \frac{1}{69 \, 300} \left( T - 2 \right) \left( 17 \, 875T^8 + 7362T^7 - 34963T^6 + 7726T^5 + 50465T^4 + 10 \, 018T^3 + 4603T^2 - 6026T - 35 \, 460 \right) \right) / \left( T(T^2 - 1) \right)
\]

(A.24)
Substituting (A.23)-(A.25) for $E(u_i'C_{ti}D_T C_T u_i)^2$, $E(u_i'C_{ti}D_T C_T u_i)$ ($u_i'C_{ti}M_{ti}D_T C_T u_i$) and $E(u_i'C_{ti}M_{ti}D_T C_T u_i)^2$, respectively, on the right-hand side of (A.22) gives (A.19). Similarly we can show that (A.17), (A.18), (A.20), and (A.21) hold. ■

**Lemma 6** Consider model (3.3) when (3.4) and (A1)-(A3) in Assumption 1 hold. Let $W_{i,jt}$, $j = 1, ..., 5$, be defined in (3.5). Then, for any fixed $T > 1$,

\[
E(W_{i,1t}W_{i,2t}) = \frac{1}{83160} \left\{ \frac{(T^2 - 4)}{(T(T^2 - 1))} \right\} \times \{ \mu_4 (155T^6 + 198T^5 \\
+ 104T^4 - 5677T^2 - 4950T + 7290) + \sigma_u^4 \left[ \frac{1}{5} (935T^7 \\
- 1038T^6 - 3157T^5 - 570T^4 - 4675T^3 + 82878T^2 \\
+ 78177T - 109350) \right] \} ,
\]

\[
E(W_{i,1t}W_{i,3t}) = \frac{1}{420} \left\{ \frac{(T^2 - 4)}{(T(T - 1))} \right\} \times \{ \mu_4 \left( T^2 - 5 \right) (T^2 + 5) \\
+ \sigma_u^4 \left[ \frac{1}{10} (13T^5 - 30T^4 + 10T^3 - 23T + 750) \right] \} ,
\]

\[
E(W_{i,1t}W_{i,4t}) = -\frac{1}{420} \left\{ \frac{(T^2 - 4)}{(T(T^2 - 1))} \right\} \times \{ \mu_4 \left( 14T^3 - 15T^2 - 14T - 33 \right) \\
+ \sigma_u^4 \left( 14T^4 - 42T^3 + 31T^2 + 42T + 99 \right) \} ,
\]

\[
E(W_{i,1t}W_{i,5t}) = -\frac{1}{840} \left\{ \frac{(T^2 - 4)}{(T(T^2 - 1))} \right\} \times \{ \mu_4 \left( 17T^4 - 15T^3 + 9T^2 \\
- 33T - 170 \right) + \sigma_u^4 \left[ \frac{1}{15} (253T^5 - 555T^4 + 175T^3 - 615T^2 \\
+ 1732T + 7650) \right] \} ,
\]

\[
E(W_{i,2t}W_{i,3t}) = \frac{1}{166320} \left\{ \frac{(T^2 - 4)}{(T(T - 1))} \right\} \times \{ \mu_4 \left( 245T^6 + 198T^5 \\
+ 290T^4 - 11839T^2 - 4950T + 26424 \right) \\
+ \sigma_u^4 \left[ \frac{5}{2} (539T^7 - 1194T^6 - 649T^5 - 1680T^4 \\
- 8899T^3 + 87654T^2 + 44649T - 198180) \right] \} ,
\]

\[
E(W_{i,2t}W_{i,4t}) = \frac{1}{2520} \left\{ \frac{(T^2 - 4)}{(T(T^2 - 1))} \right\} \times \{ \mu_4 \left( 30T^5 + 5T^4 + 27T^3 \\
- 29T^2 - 489T - 312 \right) + \sigma_u^4 \left[ \frac{1}{5} (163T^6 - 317T^5 - 95T^4 \\
- 545T^3 + 292T^2 + 7342T + 4680) \right] \} ,
\]
\[
E(W_{i,2t}W_{i,5t}) = -\frac{1}{166320} \left\{ (T^2 - 4)/(T(T^2 - 1)) \right\} \times \{ \mu_4(1682T^6 + 1089T^5 \\
+ 1502T^4 - 396T^3 - 34792T^2 - 29205T + 18648) \\
+ \sigma_u^4 \left\{ \frac{1}{5}(6490T^7 - 8598T^6 - 11825T^5 - 64110T^4 - 33770T^3 \\
+ 546828T^2 + 466785T - 279720) \right\} \},
\]
\[
E(W_{i,3t}W_{i,4t}) = -\frac{1}{5040} \left\{ (T^2 - 4)/(T(T^2 - 1)) \right\} \times \{ \mu_4(13T^4 - T^3 + 7T^2 \\
- 47T - 164) + \sigma_u^4 \left\{ \frac{1}{15}(208T^5 - 375T^4 - 5T^3 - 525T^2 \\
+ 1957T + 7380) \right\} \},
\]
\[
E(W_{i,3t}W_{i,5t}) = -\frac{1}{5040} \left\{ (T^2 - 4)/(T(T^2 - 1)) \right\} \times \{ \mu_4(63T^5 + 10T^4 \\
+ 247T^3 - 58T^2 - 951T - 624) + \sigma_u^4 \left\{ \frac{1}{5}(251T^6 - 319T^5 \\
- 280T^4 - 1720T^3 + 749T^2 + 14999T + 9360) \right\} \},
\]
\[
E(W_{i,4t}W_{i,5t}) = \frac{1}{210} \left\{ (T - 2)/(T(T^2 - 1)) \right\} \times \{ \mu_4(29T^4 - 3T^3 - 40T^2 \\
- 15T - 43) + \sigma_u^4 \left\{ \frac{1}{2}(63T^5 - 104T^4 - 52T^3 + 170T^2 \\
+ 97T + 258) \right\} \}.
\]

**Proof.** We only give the proof for \(E(W_{i,2t}W_{i,3t})\). Thus, write

\[
E(W_{i,2t}W_{i,3t}) = E(u'_iC_TD_T^2C_Tu_i)(u'_iC_TD_T^2C_Tu_i) \\
- E(u'_iC_TD_T^2u_i)(u'_iC_TM_DTDTDTu_i) \\
- E(u'_iC_TM_DTDTDTu_i)(u'_iC_TD_T^2C_Tu_i) \\
+ E(u'_iC_TM_DTDTDTu_i)(u'_iC_TM_DTDTDTu_i). \tag{A.26}
\]

Further manipulation for those terms on the right-hand side of (A.26), by applying Lemmas 2 and 4, yields,

\[
E(u'_iC_TD_T^2C_Tu_i)(u'_iC_TD_T^2C_Tu_i) \\
= \mu_4 \{ \sum_{t=1}^{T-1} \left[ (\sum_{j=1}^{T} j^2 - t) / \sum_{k=1}^{T} k^2 \right] (\sum_{j=1}^{T} j - \sum_{k=1}^{T} k) \} \\
+ \sigma_u^4 \{ \sum_{t=1}^{T-2} \left[ (\sum_{j=1}^{T} j^2 - t) / \sum_{k=1}^{T} k^2 \right] (\sum_{j=t+1}^{T} s - \sum_{k=1}^{T} k) \} \\
+ \sum_{t=1}^{T-2} \left[ (\sum_{j=1}^{T} j - \sum_{k=1}^{T} k) (\sum_{j=t+1}^{T} s^2 - \sum_{k=1}^{T} k^2) \right] \\
+ \sum_{t=1}^{T-2} \left[ (\sum_{j=1}^{T} j - \sum_{k=1}^{T} k) (\sum_{j=t+1}^{T} s^2 - \sum_{k=1}^{T} k^2) \right] \\
+ \sum_{t=1}^{T-2} \left[ (\sum_{j=1}^{T} j - \sum_{k=1}^{T} k) (\sum_{j=t+1}^{T} s^2 - \sum_{k=1}^{T} k^2) \right].
\]
\begin{align*}
&+4 \sum_{t=1}^{T-2} \sum_{s=t+1}^{T-1} \left[ \left( \sum_{j=1}^{T} j^2 - \sum_{k=1}^{T} k^2 \right) \left( \sum_{j=1}^{T} j - \sum_{k=1}^{T} k \right) \right] \\
= & \quad \mu_4 \left[ \frac{1}{72} T^2 (7T + 2) (T - 1) (T + 1)^2 \right] \\
&+ \sigma_u^4 \left[ \frac{1}{840} T (T^2 - 1) (T - 2) \left( 178T^3 + 209T^2 + 15T - 12 \right) \right], \quad (A.27)
\end{align*}

\begin{align*}
E(u_i' C_T D_T^2 C_T u_i) &= (u_i' C_T M_T D_T C_T u_i) \\
&= \mu_4 \left\{ \sum_{t=1}^{T-1} \left[ \left( \sum_{k=t+1}^{T} j m_{kj} \right) \left( \sum_{j=1}^{T} j^2 - \sum_{k=1}^{T} k^2 \right) \right] \\
&+ \sigma_u^4 \left[ \sum_{t=1}^{T-2} \sum_{s=t+1}^{T-1} \left[ \left( \sum_{k=t+1}^{T} j m_{kj} \right) \left( \sum_{j=1}^{T} j^2 - \sum_{s=1}^{T} k^2 \right) \right] \\
&+ \sigma_u^4 \left[ \sum_{t=1}^{T-2} \sum_{s=t+1}^{T-1} \left[ \left( \sum_{k=t+1}^{T} j m_{kj} \right) \left( \sum_{j=1}^{T} j^2 - \sum_{k=1}^{T} k^2 \right) \right] \right] \\
= & \quad \mu_4 \left[ \frac{1}{15120} (1367T^6 + 1635T^5 - 1051T^4 - 1263T^3 \\
&+ 1196T^2 + 1572T + 144) \right] \\
&+ \sigma_u^4 \left[ \frac{1}{7560} (T - 2) \left( 1541T^6 + 1806T^5 - 1030T^4 \\
&- 678T^3 + 1793T^2 + 1608T + 288) \right], \quad (A.28)
\end{align*}

\begin{align*}
E(u_i' C_T' D_T M_T D_T C_T u_i) &= (u_i' C_T' D_T D_T C_T u_i) \\
&= \mu_4 \left\{ \sum_{t=1}^{T-1} \left[ \left( \sum_{k=t+1}^{T} j m_{kj} \right) \left( \sum_{j=1}^{T} j - \sum_{k=1}^{T} k \right) \right] \\
&+ \sigma_u^4 \left[ \sum_{t=1}^{T-2} \sum_{s=t+1}^{T-1} \left[ \left( \sum_{k=t+1}^{T} j m_{kj} \right) \left( \sum_{j=1}^{T} j - \sum_{s=1}^{T} k \right) \right] \\
&+ \sum_{t=1}^{T-2} \sum_{s=t+1}^{T-1} \left[ \left( \sum_{j=1}^{T} j - \sum_{s=1}^{T} k \right) \left( \sum_{j=1}^{T} j - \sum_{s=1}^{T} k \right) \right] \\
&+ \sum_{t=1}^{T-2} \sum_{s=t+1}^{T-1} \left[ \left( \sum_{j=1}^{T} j - \sum_{s=1}^{T} k \right) \left( \sum_{j=1}^{T} j - \sum_{s=1}^{T} k \right) \right] \\
= & \quad \mu_4 \left[ \frac{1}{15120} (1367T^6 + 1635T^5 - 1051T^4 - 1263T^3 \\
&+ 1196T^2 + 1572T + 144) \right] \\
&+ \sigma_u^4 \left[ \frac{1}{7560} (T - 2) \left( 1541T^6 + 1806T^5 - 1030T^4 \\
&- 678T^3 + 1793T^2 + 1608T + 288) \right] \\
&+ \sigma_u^4 \left[ \frac{1}{7560} (T - 2) \left( 1541T^6 + 1806T^5 - 1030T^4 \\
&- 678T^3 + 1793T^2 + 1608T + 288) \right], \quad (A.29)
\end{align*}
\[
= \mu_4 \left[ \frac{1}{7560} (691T^6 + 855T^5 - 509T^4 - 783T^3 + 394T^2 + 792T + 144) \right] \\
+ \sigma_4 \left[ \frac{1}{3780} (T - 2) (760T^6 + 879T^5 - 554T^4 - 492T^3 + 694T^2 + 765T + 180) \right],
\]

(A.29)

and

\[
E(u'_i C'_T D_T M_T D_T C_T u_i) (u'_i C'_T M_T D_T C_T u_i) \\
= \mu_4 \left\{ \sum_{t=1}^{T-1} \left[ \sum_{k=t+1}^{T} \sum_{j=t+1}^{T} k j m_{kj} \right] \left( \sum_{j=t+1}^{T} \sum_{k=t+1}^{T} j m_{kj} \right) \right\} \\
+ \sigma_4 \left\{ \sum_{t=1}^{T-2} \left[ \sum_{k=t+1}^{T} \sum_{j=t+1}^{T} k j m_{kj} \right] \left( \sum_{s=j+1}^{T} \sum_{k=s+1}^{T} s m_{ks} \right) \right\} \\
+ \sum_{t=1}^{T-2} \left[ \sum_{k=t+1}^{T} \sum_{j=t+1}^{T} j m_{kj} \right] \left( \sum_{s=j+1}^{T} \sum_{k=s+1}^{T} k j m_{kj} \right) \\
+ 2 \left[ \sum_{s=1}^{T-1} \sum_{k=s+1}^{T} j m_{kj} \right] \left( \sum_{k=s+1}^{T} j m_{kj} \right)
\]

(A.30)

By (A.27)-(A.30) further algebra gives (A.26). Similarly, we can show that the remaining formulas in Lemma 6 hold. 

Lemma 7 Consider model (3.3) when (3.4) and (A1)-(A3) in Assumption 1 hold. Then, for any fixed \( T > 2 \),

\[
\sqrt{n} \left[ \left( \begin{array}{c} \hat{\phi} - 1 \\ \end{array} \right) - \left( \begin{array}{c} B_1(T) \\ B_2(T) \end{array} \right) \right] \overset{d}{\rightarrow} \mathcal{N} \left( \left[ \begin{array}{c} 0 \\ 0 \end{array} \right] , Q_T^{-1} \Omega_T Q_T^{-1} \right),
\]

(A.31)
where
\[ Q_T = \left( \begin{array}{cc} E(W_{i,1t}) & E(W_{i,3t}) \\ E(W_{i,3t}) & E(W_{i,2t}) \end{array} \right), \]  \hspace{1cm} (A.32)

and
\[ \Omega_T = E \left[ \begin{array}{cc} E(G_{i,t}^2) & E(G_{i,t}G_{2t}) \\ E(G_{i,t}G_{2t}) & E(G_{2t}^2) \end{array} \right], \]  \hspace{1cm} (A.33)

whereas
\begin{align*}
G_{i,1t} &= W_{i,4t} - B_1(T)W_{i,1t} - B_2(T)W_{i,3t}, \hspace{1cm} (A.34) \\
G_{i,2t} &= W_{i,5t} - B_1(T)W_{i,3t} - B_2(T)W_{i,2t}, \hspace{1cm} (A.35) \\
B_2(T) &= -3.5/(T^2 - 2). \hspace{1cm} (A.36)
\end{align*}

**Proof.** (i) The inconsistency of \( \hat{\phi} \) given by \( B_2(T) \) in (A.36) is the lower element of the limit vector on the right-hand side of (A.16).

(ii) The LSDV estimator of \((\rho, \phi)'\), under the null hypothesis (3.4), corrected by \([B_1(T), B_2(T)]'\), can be expressed as
\[
\begin{bmatrix}
\hat{\rho} - 1 \\
\hat{\phi}
\end{bmatrix} = 
\begin{bmatrix}
\frac{1}{n} \sum_{i=1}^{n} W_{i,1t} \\
\frac{1}{n} \sum_{i=1}^{n} W_{i,3t}
\end{bmatrix}^{-1} 
\begin{bmatrix}
\frac{1}{n} \sum_{i=1}^{n} W_{i,4t} \\
\frac{1}{n} \sum_{i=1}^{n} W_{i,5t}
\end{bmatrix} 
- 
\begin{bmatrix}
\frac{1}{n} \sum_{i=1}^{n} W_{i,1t} \\
\frac{1}{n} \sum_{i=1}^{n} W_{i,3t}
\end{bmatrix}^{-1} 
\begin{bmatrix}
\frac{1}{n} \sum_{i=1}^{n} W_{i,4t} \\
\frac{1}{n} \sum_{i=1}^{n} W_{i,5t}
\end{bmatrix} \begin{bmatrix}
B_1(T) \\
B_2(T)
\end{bmatrix},
\]  \hspace{1cm} (A.37)

where \( W_{i,jt} \), \( j = 1, ..., 5 \), are defined in (3.5), \( G_{i,1t} \) and \( G_{i,2t} \) are given by (A.34) and (A.35), respectively. Note that for a fixed \( T \), \( (G_{i,1t}, G_{i,2t})' \) is by Assumption 1 an i.i.d. vector across \( i \) with zero mean and finite covariance matrix \( \Omega_T \) defined in (A.33). It follows from Lemmas 5 and 6 that
\[ E \left( G_{i,1t}^2 \right) = E \left( W_{i,4t}^2 \right) + B_1^2(T)E \left( W_{i,1t}^2 \right) + B_2^2(T)E \left( W_{i,3t}^2 \right) \\
-2B_1(T)E \left( W_{i,4t}W_{i,1t} \right) - 2B_2(T)E \left( W_{i,4t}W_{i,3t} \right) \\
+2B_1(T)B_2(T)E \left( W_{i,1t}W_{i,3t} \right) \\
= \mu_4 \frac{1}{110,880} \left\{ \left( (T - 3) (T - 2) / ((T^2 - 2)^2 (T^2 - 1) (T + 2) T) \right) \times \left( 65437^7 - 13599T^6 - 36620T^5 + 170666T^4 \\
-25173T^3 - 707131T^2 - 29344T + 589812 \right) \right\} \\
+ \sigma_u^4 \left\{ \frac{1}{332,6400} \left( T - 2 \right) / ((T^2 - 2)^2 (T^2 - 1) (T + 2) T) \right\} \times \left( 392843T^9 - 1987498T^8 + 3181711T^7 + 5981726T^6 \\
-34139267T^5 + 37748138T^4 + 74407229T^3 - 18267480T^2 \\
-70246356T + 15924924 \right), \right\} \\
\]

\[ E \left( G_{i,1t}G_{i,2t} \right) = E \left( W_{i,4t}W_{i,5t} \right) - B_1(T)E \left( W_{i,3t}W_{i,4t} \right) - B_2(T)E \left( W_{i,2t}W_{i,4t} \right) \\
-B_1(T)E \left( W_{i,1t}W_{i,5t} \right) + B_2^2(T)E \left( W_{i,1t}W_{i,3t} \right) \\
+ B_1(T)B_2(T)E \left( W_{i,1t}W_{i,2t} \right) - B_2(T)E \left( W_{i,3t}W_{i,5t} \right) \\
+ B_1(T)B_2(T)E \left( W_{i,3t}W_{i,2t} \right) \\
= \mu_4 \frac{1}{221,760} \left\{ \left( T^2 - 9 \right) (T - 2) / ((T^2 - 2)^2 (T^2 - 1) (T + 2) T) \right\} \times \left( 3647T^7 + 1535T^6 + 7267T^5 - 10450T^4 - 179845T^3 \\
-226905T^2 + 219080T + 348188 \right) \\
+ \sigma_u^4 \left\{ \frac{1}{6652,800} \left( T - 2 \right) / ((T^2 - 2)^2 (T + 1) (T + 2) (T - 1) T) \right\} \times \left( 382943T^{10} - 1478555T^9 - 1151547T^8 + 11553117T^7 \\
-1552641T^6 - 12256869T^5 + 21309007T^4 - 12078441T^3 \\
-220115082T^2 + 156524484T + 282032280 \right), \right\} \\
\]

and

\[ E \left( G_{i,2t}^2 \right) = E \left( W_{i,5t}^2 \right) + B_1^2(T)E \left( W_{i,3t}^2 \right) + B_2^2(T)E \left( W_{i,2t}^2 \right) \\
-2B_1(T)E \left( W_{i,5t}W_{i,3t} \right) - 2B_2(T)E \left( W_{i,2t}W_{i,3t} \right) \\
+ 2B_1(T)B_2(T)E \left( W_{i,3t}W_{i,2t} \right) \\
= \mu_4 \left\{ \left( T^2 - 9 \right) (T - 2) / ((T^2 - 2)^2 (T^2 - 1) (T + 2) T) \right\} \times \left( 3647T^7 + 1535T^6 + 7267T^5 - 10450T^4 - 179845T^3 \\
-226905T^2 + 219080T + 348188 \right) \\
+ \sigma_u^4 \left\{ \left( T - 2 \right) / ((T^2 - 2)^2 (T + 1) (T + 2) (T - 1) T) \right\} \times \left( 382943T^{10} - 1478555T^9 - 1151547T^8 + 11553117T^7 \\
-1552641T^6 - 12256869T^5 + 21309007T^4 - 12078441T^3 \\
-220115082T^2 + 156524484T + 282032280 \right), \right\} \\
\]
\[
\begin{align*}
\mu_4 \{ & \frac{1}{2882880} (T - 3)(T - 2) / \left( (T^2 - 2)^2 (T^2 - 1)(T + 2)T \right) \} \\
\times & (55489T^9 + 125238T^8 + 298513T^7 + 975550T^6 - 4756977T^5 \\
& - 18293686T^4 - 2616677T^3 + 34056714T^2 + 19476036T \\
& - 6731784) + \sigma_u^4 \{ \frac{1}{259459200} (T - 2) / \\
& ( (T^2 - 2)^2 (T^2 - 1)(T + 2)T ) \} \times (11556935T^{11} - 40537573T^{10} \\
& - 55120525T^9 + 286295547T^8 + 63649665T^7 + 923928009T^6 \\
& + 843787177T^5 - 12232771967T^4 - 10684267460T^3 \\
& + 21359553264T^2 + 17174416608T - 5452745040). 
\end{align*}
\]

As \( n \to \infty \), with \( T \) fixed, the Linderberg-Lèvy CLT implies that the numerator of (A.37) converges at the rate \( \sqrt{n} \) to a normal random variable,

\[
n^{-1/2} \sum_{i=1}^{n} \begin{bmatrix} G_{i,1t} \\ G_{i,2t} \end{bmatrix} \xrightarrow{d} N \left( \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \Omega_T \right). \tag{A.38}
\]

On the other hand, the denominator of (A.37) converges in probability at the rate \( n \) such that

\[
n^{-1} \sum_{i=1}^{n} \begin{bmatrix} W_{i,1t} \\ W_{i,3t} \end{bmatrix} \xrightarrow{p} Q_T. \tag{A.39}
\]

where \( Q_T \) defined in (A.32). It follows from (A.38) and (A.39) that as \( n \to \infty \) with \( T \) fixed, (A.31) holds. ■

**Proof of Theorem 3.2.** For \( T > 2 \), \( Q_T \) defined in Lemma 7 is positive definite. Thus, \( Q_T^{-1} \) exists. Let \( Q_T^{-1} = \begin{pmatrix} q_{11} & q_{12} \\ q_{12} & q_{22} \end{pmatrix} \). It follows from Lemma 7 that \( \sqrt{n}(\hat{\beta} - 1 - B_1(T)) \xrightarrow{d} N(0, \sigma_\beta^2(T, \kappa_4)) \) holds with

\[
\sigma_\beta^2(T, \kappa_4) = q_{11}^2 E (G_{i,1t}^2) + 2q_{11}q_{12} E (G_{i,1t}G_{i,2t}) + q_{12}^2 E (G_{i,2t}^2). \tag{A.40}
\]

Further manipulation in (A.40) by using the results in Lemma 7 gives the expression of \( \sigma_\beta^2(T, \kappa_4) \) in Theorem 3.2. ■

**Proof of Corollaries 3.3.** This is an immediate consequence of Theorem 3.2. ■
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Chapter 4

Testing Unit Roots in Nonlinear Dynamic Heterogeneous Panels
4.1 Introduction

Testing the unit root hypothesis in linear panels has received much attention in recent years. One reason for this is that many of the classical unit root tests in univariate settings suffer from low power against near unit root alternatives, and a remedy to this problem is to consider a panel of several univariate time series. For instance, Quah (1994) considers a completely homogeneous linear panel with no cross section specific effects. This approach is, however, quite unrealistic and is likely to yield biased estimators, see e.g. Hsiao (1986). A more general panel is introduced in Levin, Lin, and Chu (2002) because it allows for cross section specific intercepts and time trends, as well as serially correlated residuals over time and heterogeneous variances among cross sections. Both Quah (1994) and Levin, Lin, and Chu (2002) base their tests of a common unit root on the least squares pooled estimator, and inference is enhanced by letting both the number of cross sections and observations over time tend to infinity, implying, of course, a limited practical use. However, Harris and Tzavalis (1999) study the same issues as in Levin, Lin, and Chu (2002) but they instead derive analytical results under the assumption of a traditional panel set-up, i.e. the time dimension is fixed and the number of cross sections is seen as large.

One drawback with all these tests mentioned above is that their alternative hypotheses imply that e.g. all cross sections converge to a long-run equilibrium at the same rate. This is too strong to be held in any interesting empirical cases, as concluded in Maddala and Wu (1999). The problem with a too strong/unrealistic alternative hypothesis is relaxed by Im, Pesaran, and Shin (2003). They assume under the alternative hypothesis that a fraction of the total number of cross sections possesses a linear mean-reversion possibly with cross section specific convergence rates, and that the remaining cross sections are non-stationary. In addition, their testing procedure is fundamentally different because they are averaging individual unit root t-test statistics.

Much of the ongoing research focuses on generalizing the panel unit root tests as such that the tests allow for dependence among cross sections, see for instance Phillips and Sul (2003) and Peseran (2003), but with the linearity property kept. We will stress another issue because evidence against the linearity of the adjustment process in univariate time series has recently been found, see Leybourne, Newbold, and Vougas (1998), Harvey and Mills (2002), and Lanne, Lütkepohl, and Saikkonen (2003), among others. Our concern is therefore that if a cross section is modelled as nonlinear, the conventional linear panel approach yields unit root tests with modest power, as outlined in Chapter 3, and studying a panel is not necessarily a solution to obtaining
satisfactory power. Despite the fact that one obtains more observations, the nonlinearity may be too hard to detect. Our aim is therefore to derive a test of a common unit root in a nonlinear dynamic heterogeneous panel allowing for linear, nonlinear, and non-stationary models under the alternative hypothesis. The panel in this chapter is a generalization of the panel smooth autoregressive introduced in Chapter 3. We are using the testing methodology by Im, Pesaran, and Shin (2003), whereas the testing methodology in Chapter 3 is inspired by Harris and Tzavalis (1999).

The unit root tests in this chapter are very simple to conduct and the limiting distributions are (mostly) the standard normal. We allow for serially correlated errors over time and heterogeneous variances among cross sections. The following dimensions of the panel are considered: (i) The number of cross sections and observations over time are fixed. (ii) The observations over time are fixed and the number of cross sections tend to infinity. (iii) The number of observations over time and cross sections tend to infinity (sequential limits).

The rest of the chapter is organized as follows. In Section 4.2 we present a nonlinear heterogeneous dynamic panel. Testing procedures of a unit root in nonlinear panels are discussed in Section 4.3. The unit root tests are presented in Section 4.4. Asymptotic and finite-sample properties are investigated through Monte Carlo experiments in Section 4.5. Section 4.6 concludes. Thereafter an appendix follows with tables and further simulation results.

4.2 A nonlinear heterogeneous dynamic panel

Consider a sample of \( n \) cross sections observed over \( T \) time periods (not necessarily the same for each cross section so we allow for unbalanced panels). Suppose that the stochastic process \( \{y_{it}\} \) is generated by the first-order panel smooth autoregressive (PSTAR(1)) model

\[
y_{it} = x_{it}'\pi_{i1} + x_{it}'\pi_{i2}F_i(t) + u_{it}, \quad i = 1, \ldots, n, \quad t = 1, \ldots, T, \tag{4.1}
\]

where \( x_{it} = (1, y_{i,t-1})' \), \( \pi_{i1} = (\pi_{i10}, \pi_{i11})' \), \( \pi_{i2} = (\pi_{i20}, \pi_{i21})' \), and \( F_i(t) \) is chosen to be the logistic smooth transition function defined by

\[
F_i(t; \gamma_i, c_i) = \frac{1}{1 + \exp[-\gamma_i(t - c_i)]]} - 1/2. \tag{4.2}
\]

In (4.2), \( \gamma_i \in [0, \infty) \) measures the speed of transition over time from one regime to another, and where \( c_i \in (0, T) \) gives the point in time where the transition will be symmetric around. By the model specification in (4.1) and (4.2), each cross section unit is modelled as the LSTAR(1) model proposed in Lin and
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Teräsvirta (1994) (however, modified since we adjust the transition function by subtracting one half). We especially note that all parameters are defined to be heterogeneous for each cross section, by which it also follows that the model in (4.1) with (4.2) is a generalization of the panel logistic smooth autoregressive (PLSTAR) model in Chapter 3. Furthermore, for \( \gamma_i \in [0, \infty) \), the transition function \( F_i(t, \gamma_i, c_i) \) is an non-decreasing function in \( t \), and \( \gamma_i = 0 \) implies, by construction, that \( F_i(t; 0, c_i) = 0 \) holds for all \( t \), and the resulting model in (4.1) is a linear panel autoregressive (PAR) model with parameter vector \( \pi_{i1} \). On the other hand, letting \( \gamma_i \to \infty \), \( F_i(t; \infty, c_i) \) becomes an indicator function \( S_{t \leq c_i} \) that \( F_i(t; \infty, c_i) = -0.5 \) for \( 0 \leq t < c_i \) and \( F_i(t; \infty, c_i) = 0.5 \) for \( c_i \leq t < T \). It is seen that the PLSTAR(1) model nests the panel threshold autoregressive (PTAR) model with parameter vectors \( \pi_{i1} - 0.5 \pi_{i2} \) and \( \pi_{i1} + 0.5 \pi_{i2} \) in regime one \((0 \leq t < c_i)\) and two \((c_i \leq t < T)\), respectively. Finally, \( u_{it} \) is an error term such that for all \( i \) and \( t \), \( \{u_{it}\} \) defines a sequence of independently distributed random variables with zero means and heterogeneous variances \( \sigma_i^2 \).

4.3 Testing procedures

4.3.1 The test statistic

Testing the unit root hypothesis in the PLSTAR(1) model (4.1) is achieved by imposing the following parameter restrictions

\[
H_0 : \pi_{i10} = 0, \quad \pi_{i11} = 1, \quad \gamma_i = 0, \tag{4.3}
\]

for all \( i \), and the maintained model for each cross section is therefore

\[
y_{it} = y_{i,t-1} + u_{it}, \tag{4.4}
\]

i.e. a random walk without drift (this is the most relevant null hypothesis since the PLSTAR(1) model does not contain any time trend). The alternative hypothesis could be described as not \( H_0 \), meaning that the alternative hypothesis can be a mixture of LSTAR models (and AR models) and unit root processes. It is, however, important that the total number of LSTAR (and AR models) models, \( n^* \), satisfies \( n \geq n^* > 0 \) where \( n^* = \delta n \) and \( \delta \in (0, 1] \), to guarantee consistent tests. Furthermore, as pointed out in Luukkonen, Saikkonen, and Teräsvirta (1988), imposing the restriction \( \gamma_i = 0 \) leads to identification problem since the parameters \( \pi_{i20}, \pi_{i21}, \) and \( c_i \) are not identified under the null hypothesis. To remedy this problem, we replace the transition function in (4.2) with its first-order Taylor expansion around \( \gamma_i = 0 \). This approximation is feasible since \( F_i(t) \) is twice differentiable in \( \gamma_i \) and the first derivative
evaluated at $\gamma_i = 0$ is non-zero. The approximation yields $F_i(t) \approx 0.25(t - c_i)$ (ignoring the remainder). Substituting for this approximation into (4.1) and collecting terms yields the linearized version of the PLSTAR(1) model

$$y_{it} = \tilde{x}_{it}'\alpha_i + \tilde{u}_{it},$$

(4.5)

where $\tilde{x}_{it} = (1, t, y_{i,t-1}, ty_{i,t-1})'$, $\alpha_i = (\alpha_{i1}, ..., \alpha_{i4})'$, and $\tilde{u}_{it}$ is an error term adjusted with respect to the Taylor approximation such that $\tilde{u}_{it} = u_{it}$ holds under the null hypothesis. The transformed null hypothesis of a unit root is now given by

$$H_0^{aux} : \alpha_{i1} = 0, \quad \alpha_{i2} = 0, \quad \alpha_{i3} = 1, \quad \alpha_{i4} = 0,$$

(4.6)

for all $i$. We proceed by examining the single hypothesis $\alpha_{i3} = 1$, by running the regression in (4.5) for each cross section and calculating the $t_i$ statistic given by

$$t_i = \frac{\hat{\alpha}_{i3} - 1}{\hat{\sigma}_{\alpha_{i3}}}, \quad i = 1, ..., n,$$

(4.7)

where $\hat{\alpha}_{i3}$ denotes the OLS estimator of $\alpha_{i3}$, $\hat{\sigma}_{\alpha_{i3}} = S_{i3}^2 r_1 \left( \sum_{t=1}^{T} \tilde{x}_{it}'\tilde{x}_{it} \right)^{-1} r_1$, $S_i^2 = \sum_{t=1}^{T} (y_{it} - \tilde{x}_{it}'\hat{\alpha}_i)^2/(T - 4)$, and $r_1 = [0 \ 0 \ 1 \ 0]$. However, to simplify matters in following finite-sample analysis, we focus on a modified $t$-statistic, denoted $t_i^m$, which is defined by

$$t_i^m = \frac{\hat{\alpha}_{i3} - 1}{\hat{\sigma}_{\alpha_{i3}}}, \quad i = 1, ..., n,$$

(4.8)

where $\hat{\sigma}_{\alpha_{i3}}$ is defined as in (4.7) but $S_i^2$ is replaced with

$$\tilde{S}_i^2 = \Delta y_i'M\Delta y_i/(T - 1),$$

where $\Delta y_i = (\Delta y_{i1}, ..., \Delta y_{iT})'$, $M = I_T - \nu_T\nu_T'/T$ is the within transformation matrix where $\nu_T$ is a $T \times 1$ vector of ones. It is clear that both $S_i^2$ and $\tilde{S}_i^2$ converge under the null hypothesis in probability to $\sigma_i^2$, and thus, the asymptotic distribution for $t_i$ and $t_i^m$ is the same. However, the finite-samples properties for $S_i^2$ and $\tilde{S}_i^2$ differ. Moreover, our choice of $\tilde{S}_i^2$ is arbitrary and is based on that $M$ is fixed (non-stochastic) and generates consistent estimates of $\sigma_i^2$. Other options, however not analyzed here, would be $M = I_T$ or $M = I_T - X_T(X_T'X_T)^{-1}X_T'$ where $X_T = (\nu_T, \tau_T)$ and $\tau_T = \{1, ..., T\}$.

---

1This holds because the remainder from the approximation equates to zero under the null hypothesis.

2Some finite sample properties for $S_i^2$ and $\tilde{S}_i^2$ are presented in the Appendix A.
Before stating how the information from each cross section through the \( t_i^m \) test statistic in (4.8) is used to conduct a test for a common unit root, we establish some fundamental finite-sample properties for \( t_i^m \) under the null hypothesis (4.6).

### 4.3.2 Finite-sample properties of the test statistic under the null hypothesis

Three important finite-sample properties of the \( t_i^m \) test statistic under the null hypothesis can be observed. The two first properties concern the invariance with respect to \( y_{i0} \) and the heterogeneous variances \( \sigma_i^2 \). The last property is that, for all \( i \), and \( T \) sufficiently large, the second moment of \( t_i^m \) exists. One way to readily confirm the first two properties is to vectorize the auxiliary model in (4.5) and divide the regressors into stochastic and deterministic matrices according to

\[
y_i = X_T \alpha_{i1} + Z_T \alpha_{i2} + \tilde{u}_i, \tag{4.9}
\]

where \( X_T \) is defined as before, \( \alpha_{i1} = (\alpha_{i1}, \alpha_{i2})' \), \( Z_T = (y_{i,-1}, D_T y_{i,-1}) \), \( y_{i,-1} = (y_{i0}, y_{i1}, \ldots, y_{i,T-1})' \), \( D_T = diag\{\tau_T\} \) is a \( T \times T \) matrix with a time trend on its diagonal, \( \alpha_{i2} = (\alpha_{i3}, \alpha_{i4})' \), and \( \tilde{u}_i = (\tilde{u}_{i1}, \ldots, \tilde{u}_{iT})' \). The partitioned regression in (4.9) implies that we can rewrite (4.8) under the null hypothesis (4.6) as

\[
t_i^m = \frac{r_2 \left[ (Q_T Z_T)' (Q_T Z_T) \right]^{-1} \times \left[ (Q_T Z_T)' (Q_T u_i) \right]}{\tilde{S}_i \sqrt{r_2 \left[ (Q_T Z_T)' (Q_T Z_T) \right]^{-1} r_2} }, \tag{4.10}
\]

where \( r_2 = [1 \; 0] \) and \( Q_T = I_T - X_T (X_T' X_T)^{-1} X_T' \). Furthermore, under (4.6) we can express \( y_{i,-1} \) as

\[
y_{i,-1} = \nu_T y_{i0} + C_T u_i, \tag{4.11}
\]

where

\[
C_T = \\
\begin{bmatrix}
0 & 0 & 0 & \cdots & 0 & 0 \\
1 & 0 & 0 & \cdots & 0 & 0 \\
1 & 1 & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
1 & 1 & 1 & \cdots & 0 & 0 \\
1 & 1 & 1 & \cdots & 1 & 0
\end{bmatrix}_{T \times T}. \tag{4.12}
\]

Using (4.11) we obtain that \( Z_T = (\nu_T y_{i0} + C_T u_i, D_T \nu_T y_{i0} + D_T C_T u_i) \), and
because $Q_T$ is orthogonal to both $\nu_T y_i$ and $D_T \nu_T y_i$, $Q_T Z_T = (Q_T C_T u_i, Q_T D_T C_T u_i)$ holds. Furthermore, under the null hypothesis $\Delta y_t = u_t$, which yields $\hat{S}_t = u_t^T M u_t/(T-1)$. It follows, for all $i$ and $T$, that the $t_i^m$ test statistic is invariant with respect to $y_i$.

To verify the second property, write $t_i^m$ as

$$t_i^m = \sqrt{T - 1} \times \frac{r_2 \left[ (Q_T Z_T / \sigma_i)' (Q_T Z_T / \sigma_i) \right]^{-1}}{\sqrt{(M u_i / \sigma_i)'} (M u_i / \sigma_i)}$$

$$\times \frac{[(Q_T Z_T / \sigma_i)' (Q_T u_i / \sigma_i)]}{\sqrt{r_2 \left[ (Q_T Z_T / \sigma_i)' (Q_T Z_T / \sigma_i) \right]^{-1} r_2}}. \quad (4.13)$$

Obviously the $\sigma_i$'s cancel out in (4.13), and in the matrix $Q_T Z_T / \sigma_i = (Q_T C_T u_i / \sigma_i, Q_T D_T C_T u_i / \sigma_i)$ we see that the sub-vectors $u_i / \sigma_i$ are identically distributed with mean $E[u_i / \sigma_i] = 0$ and covariance matrix $E[u_i u_i^T / \sigma_i^2] = I_T$. We conclude that $t_i^m$ is invariant with respect to the nuisance parameter $\sigma_i$.

The third property, i.e., that $E(t_i^m)^2$ exists, is confirmed by simulations. It appears that $E(t_i^m)^2$ exists for $T \in [4, \infty]$, also indicating that the second moment is existing in an asymptotic sense. In a related context Im, Pesaran, and Shin (2003) also rely upon simulations to conclude that the second moment of their test statistic exists. The present case is somewhat more complicated and the proof of this is left for further research. The methods in Larsson (1997) and Nabeya (1999) might be applicable for $T \in [4, \infty)$ and $T \to \infty$, respectively.

The finite-sample properties for the $t_i^m$ tests statistic summarized above combined with that $t_i^m$ defines a measurable function of the i.i.d. sequence $\{u_i / \sigma_i\}$, are sufficient conditions for us to conduct tests of a common unit root in the nonlinear heterogeneous panel in (4.1).

### 4.4 The unit root tests

By imposing certain restrictions on $n$ and $T$ we obtain many interesting testing situations in the nonlinear dynamic heterogeneous panel described above.

#### 4.4.1 Fixed $T$ unit root test in a balanced panel letting $n$ tend to infinity

Assumption 1 Let $\{u_{it}\}$ be a sequence of independently and normally distributed random variables such that, for all $i$ and $t$, $E[u_{it}] = 0$ and $E[u_{it}^2] = \sigma_i^2 \in \mathbb{R}_{++}$ hold.
Assumption 2 Let $T$ be the same for all $i$ (a balanced panel).

Proposition 4.1 Under Assumptions 1 and 2, the null hypothesis (4.6), and $3 < T < \infty$, the individual statistics, $t_i^m$, are i.i.d. with $E[t_i^m] = \mu(T) \in \mathbb{R}$ and $V[t_i^m] = \eta^2(T) \in \mathbb{R}_{++}$. Furthermore, define the random variable $Z_0 \equiv n^{-1/2} \sum_{i=1}^{N} (t_i^m - \mu(T)) / \eta(T)$. Then, by letting $n$ tend to infinity, the Lindberg-Levy central limit theorem gives

$$Z_0 \xrightarrow{d} \mathcal{N}(0,1).$$

(4.14)

where $\xrightarrow{d}$ denotes convergence in distribution by letting $n \to \infty$.

In Proposition 4.1 it is clear that we use the information from each cross section unit by averaging the $t_i^m$ test statistics, inspired by Im, Pesaran, and Shin (2003). This procedure is in contrast to the one in Chapter 3 where data is pooled and a test for a common unit root is based on the LSDV estimator. It should be pointed out that both the mean $E[t_i^m]$ and the variance $V[t_i^m]$ are under the null hypothesis functions of $T$ and are tabulated in Table A.1 in the Appendix A for different values of $T$, where it also is seen that $\lim_{T \to \infty} \mu(T) = \mu^* \in \mathbb{R}$ and $\lim_{T \to \infty} \eta^2(T) = \eta^2* \in \mathbb{R}_{++}$.

4.4.2 Fixed $T$ unit root test in an unbalanced panel letting $n$ tend to infinity

Assumption 3 Let $T$ be different for at least one $i$ (an unbalanced panel).

Proposition 4.2 Under Assumptions 1 and 3, the null hypothesis (4.6), and $3 < T < \infty$, the individual statistics, $t_i^m$, are independently heterogeneously distributed with $E[t_i^m] = \mu_i(T) \in \mathbb{R}$, $V[t_i^m] = \eta_i^2(T) \in \mathbb{R}_{++}$, and for any $i$, $E[(t_i^m)^3] < \infty$, holds. Furthermore, define the random variable $Z_1 \equiv n^{-1/2} (\bar{t} - \bar{\mu}(T)) / (\bar{\eta}(T))$ where $\bar{t} = n^{-1} \sum_{i=1}^{n} t_i^m$, $\bar{\mu}(T) = n^{-1} \sum_{i=1}^{n} \mu_i(T)$, and $\bar{\eta}(T) = n^{-1} \sum_{i=1}^{n} \eta_i^2(T)$. Then, by letting $n$ tend to infinity, the Lapounov central limit theorem gives

$$Z_1 \xrightarrow{d} \mathcal{N}(0,1).$$

(4.15)

In Proposition 4.2 we must assert that $E[(t_i^m)^3] < \infty$ which holds as long as $3 < T$, and is confirmed by the simulation results reported in Table A.1 in the Appendix A.
4.4.3 Fixed \( T \) and \( n \) unit root test in a balanced panel

This is perhaps the most relevant case from a practitioner point of view. However, viewing the number of countries as finite renders the asymptotic inference concluded in Propositions 4.1 and 4.2. For both a fixed \( T \) and \( n \), the analytical expression for the finite-sample distribution of \( n^{-1} \sum_{i=1}^{n} t_i^m \) is hardly known. However, in Subsection 4.3.2 it is shown that the \( t_i^m \) test statistic is nuisance parameter free under the null hypothesis. This means that the finite-sample distributions for \( n^{-1} \sum_{i=1}^{n} t_i^m \) is readily obtained by Monte Carlo simulations for any combinations of \( T \) and \( n \). These simulations are reported in the next section, and they also provide a measure of how well the \( n \) finite-sample distributions approximate the asymptotic \( N(0,1) \) distribution.

4.4.4 Asymptotic \( T \) and \( n \) unit root test

We apply the method of sequential limits, see Phillips and Moon (1999).\(^3\) Specifically, we consider first a fixed cross section unit and let \( T \) tend to infinity which yields intermediate asymptotic results, and thereafter we let \( n \) tend to infinity. The intermediate univariate asymptotic results that we need follow from Lemma 1 in Chapter 1.

**Proposition 4.3** If Assumption 1 and the null hypothesis in (4.6) hold, then for any \( i \) and letting \( T \) tend to infinity it follows that

\[
\frac{t_i^m}{\sqrt{T}} \sim \xi_i = \frac{r_i \Psi_{1i}^{-1} \Pi_{1i}}{(r_i \Psi_{1i}^{-1} r_i)^{1/2}},
\]

(4.16)

where \( \frac{d}{\sqrt{T}} \) denotes convergence in distribution by letting \( T \to \infty \), and

\[
\Psi_{1i} = \begin{bmatrix} M_{11i} & M_{12i} \\ M_{12i} & M_{13i} \end{bmatrix}, \quad \Pi_{1i} = \begin{bmatrix} \Pi_{11i} \\ \Pi_{12i} \end{bmatrix},
\]

with sub-matrices given by

\[
M_{11i} = \begin{bmatrix} 1 & 1/2 \\ 1/2 & 1/3 \end{bmatrix},
\]

\(^3\)Lemma 6 in Phillips and Moon (1999) might be applicable to find conditions for sequential convergence to imply joint convergence.
where $B_i(r)$ denotes a standard Brownian motion with respect to $u_i$ on $[0,1]$. Assume further that, $B_i(r)$ and $B_j(r)$ are independent for $i \neq j$. For $i = 1, \ldots, n$, the limiting distributions $\xi_i$ are i.i.d. with $E[\xi_i] = \mu^* \in \mathbb{R}$ and $V[\xi_i] = \eta^2 \in \mathbb{R}_{++}$. Furthermore, define the random variable $Z_2 = n^{-1/2} \sum_{i=1}^{n} (\xi_i - \mu^*) / \eta^*$. Then by letting $n$ tend to infinity, the Lindberg-Lévy central limit theorem gives,

$$Z_2 \xrightarrow{d_{n,T}} N(0,1), \quad (4.17)$$

where $\xrightarrow{d_{n,T}}$ denotes convergence in distribution by first letting $T \to \infty$ followed by $n \to \infty$.

### 4.4.5 Asymptotic $T$ and $n$ unit root test in a panel with serially correlated errors

From the results in Chapter 2 we note that a unit root test that accommodates serially correlated errors over time can easily be imposed by adding the terms $\Delta y_{it-j}$ $(j \geq 1)$ to the auxiliary regression model in (4.5). This principle is the analogy to the classical ADF tests. We obtain

$$y_{it} = \tilde{x}_{it}' \alpha_i + \Delta y_{it}' \zeta_i + u_{it}, \quad (4.18)$$

where $\tilde{x}_{it}$ is the same vector of explanatory variables as in (4.5), $\alpha_i = (\beta_i, \delta_i, \rho_i, \psi_i)'$, $\Delta y_{it} = (\Delta y_{it-1}, \Delta y_{it-2}, \ldots, \Delta y_{it-p_i+1})'$, $p_i \geq 2$ denotes the order of augmentation for cross section $i$, $\zeta_i = (\zeta_{i1}, \zeta_{i2}, \ldots, \zeta_{i,t-p_i-1})'$, and $u_{it}$ is an error term that fulfills Assumption 1.\footnote{The regression in (4.18) corresponds to the NPADF testing equations in Chapter 2.}

**Assumption 4** Assume that, for all $i$, the roots of the characteristic polynomial $\phi(z) = 1 - \zeta_{i1}z - \zeta_{i2}z^2 - \cdots - \zeta_{i,p_i-1}z^{p_i-1}$ lie outside the unit circle.
Chapter 4

Assumption 4 rules out the possibility of a cross section unit being integrated of order two. The auxiliary null hypothesis of a single unit root for each cross section, under Assumption 4, can now be formulated as

\[ H_0^{aux} : \beta_i = 0, \quad \delta_i = 0, \quad \rho_i = 1, \quad \gamma_i = 0, \quad \zeta_i \in \mathbb{R}^{p_i-1}, \quad (4.19) \]

for all \( i \). The alternative hypothesis is not \( H_0^{aux} \), now meaning a mixture of LSTAR models (and AR models) and unit root processes with serially correlated errors, though still in such proportions that the test remains consistent. Under Assumption 4 and the null hypothesis (4.19) the following data generating process (DGP) is obtained

\[ y_{it} = y_{i,t-1} + \zeta_{i1} \Delta y_{i,t-1} + \zeta_{i2} \Delta y_{i,t-2} + \ldots + \zeta_{i,p_i-1} \Delta y_{i,t-p_i+1} + u_{it}. \quad (4.20) \]

Rewrite (4.20) as

\[ \Delta y_{it} = \varepsilon_{it}, \quad (4.21) \]

where

\[ \varepsilon_{it} = (1 - \zeta_{i1} L - \zeta_{i2} L^2 - \ldots - \zeta_{i,p_i-1} L^{p_i-1})^{-1} u_{it} = \Psi(L) u_{it}, \]

where \( L \) denotes the lag operator and \( \Psi(L) \) is a one-sided moving average polynomial in the lag operator. The process in (4.21) clearly defines a stochastic process with serially correlated increments. Moreover, proceed by running the regression in (4.18) to calculate, for each \( i \), the augmented \( t_i \) statistic, denoted \( t_i^a \), by

\[ t_i^a = \frac{\hat{\rho}_i - 1}{\hat{\sigma}_i}, \quad i = 1, \ldots, n, \quad (4.22) \]

where \( \hat{\rho}_i \) denotes the OLS estimator of \( \rho_i \), \( \hat{\sigma}_i = S_{ia}^2 \left( r_3 \left[ \left( \sum_{t=1}^{T} \hat{X}_{it}^T \hat{X}_{it} \right)^{-1} r_3 \right] \right) \),

\[ S_{ia}^2 = \sum_{t=1}^{T} \left( y_{it} - \hat{X}_{it}^T \hat{\alpha}_{ia} - \Delta y_{it}^T \hat{\zeta}_i \right)^2 / (T - 4 - p_i + 1), \quad r_3 = \left[ r_1^T \ 0_{1 \times (p_i-1)} \right]^T, \]

and \( \hat{X}_{it} = [ \hat{X}_{it}^T \ \Delta y_{it}^T ]^T \). Notice that in the case of serial correlation and for a finite \( T \), one encounters the problem with nuisance parameters. For a finite \( T \) and any \( i \), the \( t_i^a \) test statistic is dependent on \( \sigma_i^2 \), \( \{ \zeta_{ij} \}_{j=1}^{p_i-1} \), \( p_i \), and the starting values \( y_{i0} = (y_{i,-p_i+1}, \ldots, y_{i0})' \). However, if one assume that \( y_{i0} = 0 \), then \( t_i^a \) still depends upon \( \{ \zeta_{ij} \}_{j=1}^{p_i-1} \) and \( p_i \), but the invariance with respect to \( \sigma_i^2 \) is resurrected. As a result, letting \( y_{i0} = 0 \), implies that the expected

---

\(^5\)For an example, let \( p_i = 2 \) in (4.18), and pre-multiply the matrix of stochastic regressors implied by (4.18) \([\nu_T y_{i0} + C_T u_i + D_T \nu_T y_{i0} + D_T C_T u_i, c_0 + C_T u_i]\) where \( c_0 = (y_{i0} - y_{i,-1}) [1 \ 0 \ \cdots \ 0] \) with the \( Q_T \) matrix. Notice that \( Q_T \) is orthogonal to \( \nu_T y_{i0} \) and \( D_T \nu_T y_{i0} \) but not to \( c_0 \). This indicates that \( t_i^a \) is dependent on the two starting values \( y_{i0} \) and \( y_{i,-1} \). Furthermore, recall that \( \sigma_i \) cancels out in (4.13), but in the the present case division with \( \sigma_i \) yields expressions on the form \( c_0 / \sigma_i \) that will not further simplify, and \( \sigma_i \) will affect the test statistic through the starting values.
value and the variance of \( t_i^a \) only will depend on \( p_i, \{\zeta_{ij}\}_{j=1}^{p_i-1}, \) and \( T, \) and which is denoted \( E[t_i^a(T, p_i, \zeta_i)] \) and \( V[t_i^a(T, p_i, \zeta_i)] \) respectively. In Appendix A these expected values and variances are tabulated for different values of \( T, p_i, \) and \( \zeta_i. \) However, the factors that \( t_i^a \) is dependent upon in finite-samples are eliminated if one let \( T \rightarrow \infty. \) We conclude the following important result.

**Proposition 4.4** If Assumptions 1 and 4 and the null hypothesis (4.19) hold, then, for any \( i \) and letting \( T \) tend to infinity, it follows that

\[
t_i^a \overset{d}{\rightarrow} T \xi_i, \tag{4.23}
\]

where \( \xi_i \) is the same limiting distribution as in Proposition 4.3. Therefore, by defining the random variable \( Z_3 \equiv n^{-1/2} \sum_{i=1}^{n} (\xi_i - \mu^*) / \eta^* \) and letting \( n \) tend to infinity, we obtain the same result as in (4.17).

**Proof.** The proof is similar to the proof of Corollary 2.7 in Chapter 2, and is therefore omitted.

### 4.5 Monte Carlo experiments

In this section we examine the finite-sample properties of the \( Z_0 \) and \( Z_3 \) test statistics in Proposition 4.1 and Proposition 4.4 respectively, by Monte Carlo simulations. The two first Monte Carlo experiments assess the size properties of the tests. In the remaining Monte Carlo experiments, the empirical power of the tests are examined. All experiments are carried under the assumption of balanced panels.

#### 4.5.1 Size properties

**4.5.1.1 Estimated size in the case of no serial correlation**

The first Monte Carlo experiment examines the \( Z_0 \) test statistic (no serial correlation) in Proposition 4.1 and its size properties when the DGP is given by

\[
y_{it} = y_{i,t-1} + u_{it}, \quad t = 1, \ldots, T, \quad i = 1, \ldots, n. \tag{4.24}
\]

In (4.24), it is assumed that \( u_{it} \sim \text{nid}(0, \sigma^2_i) \) and \( \sigma^2_i \sim U[0.5, 1.5] \) for all \( i \) and where \( U \) denotes the uniform distribution. The size results are shown in Table 4.1.

We see in Table 4.1 that the size distortions for all \( T \) and \( n \) of the \( Z_0 \) test are negligible at both 5% and 10% significance levels. We conclude that
Table 4.1 The size of the $Z_0$ test in Proposition 4.1. No serial correlation.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$T$</th>
<th>25</th>
<th>50</th>
<th>100</th>
<th>250</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td></td>
<td>0.051 (0.101)</td>
<td>0.050 (0.100)</td>
<td>0.049 (0.101)</td>
<td>0.050 (0.099)</td>
</tr>
<tr>
<td>25</td>
<td></td>
<td>0.049 (0.099)</td>
<td>0.050 (0.101)</td>
<td>0.049 (0.100)</td>
<td>0.050 (0.100)</td>
</tr>
<tr>
<td>50</td>
<td></td>
<td>0.048 (0.098)</td>
<td>0.051 (0.100)</td>
<td>0.051 (0.100)</td>
<td>0.050 (0.101)</td>
</tr>
</tbody>
</table>

Notes: The nominal sizes of the test are 5% and 10% (in parentheses). The results are based on 10,000 replications.

the convergence to the asymptotic standard normal distribution is very fast. Already for $n$ as small as five, the approximation to the standard normal distribution is excellent.

4.5.1.2 Estimated size in the case of serially correlated errors

In the second Monte Carlo experiment we examine the size properties of the $Z_3$ test statistic (serially correlated errors) in Proposition 4.4 when $u_{it}$ in (4.24) is replaced by the AR(1) process, $u_{it} = \rho u_{it-1} + v_{it}$, where $\rho \in \{0.3, 0.6\}$ and $v_{it} \sim nid(0, 1)$ for all $i$ and $t$. These results are presented in Table 4.2.

In Table 4.2 with $p_i = 0$, the $Z_3$ test is the same test as $Z_0$, and is undersized for all values of $T$, $n$, and $\rho$ considered. This is to be expected since a test statistic which does not take the serial correlation into account is used. With $p_i = 1$, a first attempt to adjust for the serial correlation, we see that the size distortions are reduced for all $T$, but increase slowly with $n$. This supports the well-known fact that over-fitting (the case $p_i \geq 1$), is less harmful than under-fitting (the case $p_i < 1$). We also see that the distortions are more severe when $\rho$ is increased. Moreover, for $T > 50$, $p_i \geq 1$, and all $n$, the size distortions are modest, however always larger for a more persistent autocorrelation, and that the size distortions are more evident when $n$ is large relatively to $T$. To this end it is noticed that the remarks about the size for the $Z_3$ test are in line with the findings for the the IPS test statistic reported in Im, Pesaran, and Shin (2003).

4.5.2 Empirical power

4.5.2.1 A heterogeneous nonlinear panel

In the third Monte Carlo study we examine the empirical power of the $Z_0$ test statistic in Proposition 4.1 when the DGP accommodates smooth heterogeneous shift in levels and dynamics and is given by
Table 4.2 The size of the $Z_3$ test in Proposition 4.4. Serial correlation.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\rho$</th>
<th>$p_i$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.3</td>
<td>0.01</td>
<td>0.05</td>
<td>0.05</td>
<td>0.06</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.6</td>
<td>0.00</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>0.3</td>
<td>0.00</td>
<td>0.04</td>
<td>0.04</td>
<td>0.06</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.6</td>
<td>0.00</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>0.3</td>
<td>0.00</td>
<td>0.03</td>
<td>0.03</td>
<td>0.06</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.6</td>
<td>0.00</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\rho$</th>
<th>$p_i$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.3</td>
<td>0.00</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.6</td>
<td>0.00</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>0.3</td>
<td>0.00</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.6</td>
<td>0.00</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>0.3</td>
<td>0.00</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.6</td>
<td>0.00</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\rho$</th>
<th>$p_i$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.3</td>
<td>0.00</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.6</td>
<td>0.00</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>0.3</td>
<td>0.00</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.6</td>
<td>0.00</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>0.3</td>
<td>0.00</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.6</td>
<td>0.00</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\rho$</th>
<th>$p_i$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.3</td>
<td>0.00</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.6</td>
<td>0.00</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>0.3</td>
<td>0.00</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.6</td>
<td>0.00</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>0.3</td>
<td>0.00</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.6</td>
<td>0.00</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td></td>
</tr>
</tbody>
</table>

Notes: The nominal sizes of the test are 5% and 10% (in parentheses). The results are based on 10 000 replications.
\[ y_{it} = \pi_{i10} + \pi_{i11}y_{i,t-1} + \left( \pi_{i20} + \pi_{i21}y_{i,t-1} \right) \tilde{F}_i(t) + u_{it}, \quad (4.25) \]

and where we have replaced, without loss of generality, the transition function in (4.2) with \( \tilde{F}_i(t) = 1/(1 + \exp[-\gamma_i(t - c_i)]) \). This yields more convenient interpretation of the parameters because \( \tilde{F}_i(t) \) has the range \([0, 1]\). The parameters in the PLSTAR(1) in (4.25) are assigned the following values

\[
\begin{align*}
\pi_{i10} &= 0, & \pi_{i11} &\sim U[0.35, 0.45], & \gamma_i &\sim U[0.5, 1.5], \\
c_i &\sim U[0.4T, 0.6T], & \pi_{i20} &\sim U[0.5, 1.5], & \pi_{i21} &\sim U[0.4, 0.5], \\
u_{it} &\sim \text{nid}(0, 1).
\end{align*}
\]

(4.26)

The choice of parameter values in (4.26) implies that all the cross section units display time series that start from the same level because \( \pi_{i10} = 0 \) holds for all \( i \). The level of a new long-run cross section specific equilibrium is given by \( \pi_{i20}/(1-\pi_{i11}-\pi_{i21}) \in [2, 30] \) (assuming that a complete transition takes place). The parameters \( \pi_{i20} \) are set to vary modestly because it is well known that a test based on a first-order Taylor approximation is not designed to capture changes in the intercept, see Luukkonen, Saikkonen, and Teräsvirta (1988) and the discussion in Chapter 1 about the level leverage effect. The panel autoregressive parameters in the linear part in the PLSTAR(1) model yield PAR(1) processes that are modestly persistent because \( \pi_{i11} \sim U[0.35, 0.45] \). The panel autoregressive parameters in the nonlinear part of the PLSTAR(1) model are chosen such that \( \max_i \pi_{i11} + \max_i \pi_{i21} = 0.95 < 1 \) and the trajectories are therefore stable around the new long-run equilibrium.\(^6\) The speed of transition between regimes varies in the cross sections from 0.5 to 1.5, and implies that a complete transition takes place for all sample sizes that will be considered. The timing of the transitions varies around the mid-point of the sample, i.e. \( c_i = 0.5T \), which for instance illustrates that some cross sections respond earlier to, say, a shock and the responses for the other cross sections are somewhat delayed.

The empirical power for the \( Z_0 \) test statistic in Proposition 4.1 is presented in Table 4.3. For illustration we also compare the power of our test to the power of the corresponding \( t \)-test statistic in Im, Pesaran, and Shin (2003), henceforth abbreviated to the IPS test. It should be noted that we compare

\(^6\)We use the word stable rather than stationary, since the transition function is a function of time. Imposing the restriction \( \max_i \pi_{i11} + \max_i \pi_{i21} = 0.95 < 1 \) rules out the case of a unit root at the end of the sample period.
Table 4.3 Empirical power of the $Z_0$ test in Proposition 4.1 and the IPS test. The DGP is a PLSTAR(1) model. No serial correlation.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$T$</th>
<th>$Z_0$ 25</th>
<th>$Z_0$ 50</th>
<th>$Z_0$ 100</th>
<th>IPS 25</th>
<th>IPS 50</th>
<th>IPS 100</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>25</td>
<td>0.47</td>
<td>0.63</td>
<td>0.87</td>
<td>0.00</td>
<td>0.00</td>
<td>0.10</td>
</tr>
<tr>
<td>25</td>
<td>25</td>
<td>0.96</td>
<td>0.99</td>
<td>1.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.15</td>
</tr>
<tr>
<td>50</td>
<td>25</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.21</td>
</tr>
</tbody>
</table>

Note: The nominal size is 5%, and the results are based on 10 000 replications.

the power to the IPS test that is based on a linear panel without a time trend.\(^7\) This is reasoned by the fact that our panel lacks the property of a time trend. We also note that the same null hypothesis is tested.

In Table 4.3 we see that the power for the IPS test is rather poor for all $T$ and $n$. Even for as large panels as $T = 100$ and $n = 50$, the power is only 0.212. The reason for the poor performance of the IPS test is that it is not designed to have power against nonlinear alternatives with a shift in levels. However, as indicated in Chapter 2, the classical univariate Dickey-Fuller $t$-type of test also has poor power results (close to zero or equal to zero) in a similar set-up to (4.26). In our case this illuminates that a panel approach does not resurrect the power for the Dickey-Fuller $t$-type of test in the univariate context to satisfactory levels. On the other hand, the $Z_0$ test performs very satisfactorily and the power is close to unity for $n \geq 25$ and all samples sizes. As a final remark, the power results for the $Z_0$ test in Table 4.3 is lower than for the test statistic used in Chapter 3 under a similar Monte Carlo experiment (cf. Table 3.3 in Chapter 3). This might be explained by that the test statistic used in Chapter 3 is of deviation type (the deviation form of the LSDV estimator) and not of $t$-type, and is based on pooled data. These two facts contributes to that the power for the $Z_0$ test is lower. A typical trajectory generated by the set-up in (4.26) is depicted in Figure 4.1.

4.5.2.2 A nearly linear heterogeneous panel

In the fourth Monte Carlo experiment we investigate the empirical power properties for $Z_0$ when $\gamma_i = 0.01$ for all $i$ in (4.26), and the resulting model in

\(^7\)The IPS test that we are using averages the classical Dickey-Fuller $t$-type of test based on an AR(1) process without a time trend.
Figure 4.1 Typical realizations of the LSTAR(1) models in the third (dashed line), fourth (dot-dashed line), and fifth (solid line) Monte Carlo experiment.

(4.25) is nearly linear. The set-up for the remaining parameters are the same as in (4.26). The results are presented in Table 4.4.

From Table 4.4 we conclude that the power of the IPS test is superior, and is expected because the DGP is almost linear. Notable is, however, that the $Z_0$ test statistic performs satisfactorily and for $n \geq 25$ and $T \geq 50$ the power equals unity. A nearly linear LSTAR(1) model is depicted in Figure 4.1.

4.5.2.3 A homogeneous nonlinear panel

In the fifth Monte Carlo experiment we abandon the randomness of the parameters in (4.25), and all cross sections are represented by the same LSTAR(1) model, i.e. a nonlinear homogeneous panel, with parameters

$$
\pi_{i10} = 0, \quad \pi_{i11} = 0.1, \quad \gamma_i = 1, \quad c_i = 0.5T, \quad \pi_{i20} = 1, \quad \pi_{i21} = 0.8, \quad (4.27)
$$

for all $i$. This scenario facilitates the comparison to the power of a similar univariate unit root test (parameter constancy test) in Chapter 1.
Table 4.4 Empirical power of the $Z_0$ test in Proposition 4.1 and the IPS test. The DGP is an almost linear PLSTAR(1) model. No serial correlation.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$T$</th>
<th>$Z_0$</th>
<th>IPS</th>
<th>$Z_0$</th>
<th>IPS</th>
<th>$Z_0$</th>
<th>IPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>25</td>
<td>0.12</td>
<td>0.96</td>
<td>0.46</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>25</td>
<td></td>
<td>0.46</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>50</td>
<td></td>
<td>0.76</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Note: The nominal size is 5%, and the results are based on 10,000 replications.

Table 4.5 Empirical power of the $Z_0$ test in Proposition 4.1 and the IPS test. A nonlinear homogeneous panel. No serial correlation.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$T$</th>
<th>$Z_0$</th>
<th>IPS</th>
<th>$Z_0$</th>
<th>IPS</th>
<th>$Z_0$</th>
<th>IPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1*</td>
<td>25</td>
<td>0.11</td>
<td>0.00</td>
<td>0.20</td>
<td>0.00</td>
<td>0.28</td>
<td>0.00</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>0.67</td>
<td>0.00</td>
<td>0.76</td>
<td>0.00</td>
<td>0.90</td>
<td>0.00</td>
</tr>
<tr>
<td>25</td>
<td></td>
<td>1.00</td>
<td>0.00</td>
<td>1.00</td>
<td>0.00</td>
<td>1.00</td>
<td>0.00</td>
</tr>
<tr>
<td>50</td>
<td></td>
<td>1.00</td>
<td>0.00</td>
<td>1.00</td>
<td>0.00</td>
<td>1.00</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Notes: The nominal size is 5%, and the results are based on 10,000 replications. The asterisk indicates that the power is calculated using the corresponding t-type of tests in Chapter 1 and in Dickey and Fuller (1979).

with the same DGP as in (4.25) and parameter values given by (4.27). The outcome of the experiment is presented in Table 4.5.

In Table 4.5 the benefits by using the panel unit root test statistic $Z_0$ over a univariate t-type of tests are revealed. For an example, with $n = 1$ and $T = 100$ we see that the power is 0.278, and for $n = 5$ and $T = 100$ the power has increased to 0.895. A small increase in the number of cross sections leads to a substantial improvement in the power. Notable is also that the power for the IPS test is zero for all combinations of $T$ and $n$. This should be compared to the results for the IPS test in Table 4.3, where the IPS showed some power, e.g. 0.212 for $T = 100$ and $n = 50$. The reason for the reduction in power for the IPS test is that the model in (4.27) generates time series with a more evident change in levels than the time series generated under the third Monte Carlo experiment.

---

8 In Chapter 1 we consider a univariate test of the form $T(\hat{\alpha}_3 - 1)$. The comparison presented here is based on the t-test in (4.7) with $n = 1$. 
Table 4.6 Empirical power of the $Z_3$ test in Proposition 4.4. The DGP is a PLSTAR(1) model. Serial correlation.

<table>
<thead>
<tr>
<th>$T$</th>
<th>25 $Z_3$</th>
<th>50 $Z_3$</th>
<th>100 $Z_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$</td>
<td>$p_i$ 1 2 3</td>
<td>$p_i$ 1 2 3</td>
<td>$p_i$ 1 2 3</td>
</tr>
<tr>
<td>5</td>
<td>0.11 0.10 0.09</td>
<td>0.25 0.21 0.19</td>
<td>0.75 0.73 0.71</td>
</tr>
<tr>
<td>25</td>
<td>0.28 0.25 0.23</td>
<td>0.41 0.35 0.31</td>
<td>0.95 0.94 0.92</td>
</tr>
<tr>
<td>50</td>
<td>0.42 0.38 0.35</td>
<td>0.58 0.51 0.49</td>
<td>1.00 1.00 1.00</td>
</tr>
</tbody>
</table>

Note: The nominal size is 5%, and the results are based on 10 000 replications.

Carlo experiment, a fact that is illustrated in Figure 4.1. Even though a large amount of information is implied by a panel with dimensions $T = 100$ and $n = 50$, the panel is not, evidently, large enough.

4.5.2.4 A heterogeneous nonlinear panel with serially correlated errors

The sixth Monte Carlo experiment is conducted to examine the empirical power of the $Z_3$ test statistic in Proposition 4.4. The DGP is the same as in (4.25) with parameter specifications as in (4.26), but the error process allows for serial correlation and is given by $u_{it} = 0.3u_{i,t-1} + v_{it}$, where $v_{it} \sim \text{nid}(0, 1)$. The results for the sixth Monte Carlo experiment are presented in Table 4.6.

When the errors are serially correlated, we see that the power for the $Z_3$ test is reduced compared to the power results for $Z_0$ with serially uncorrelated errors in Table 4.3. This is partially explained by that in the present case more parameters are estimated. The discrepancy in power between the $Z_0$ and $Z_3$ tests is therefore more pronounced for small $T$, and when increasing $T$ the difference in power between the two tests become modest. Furthermore, ignoring the serial correlation (i.e. the case $p_i = 0$) yields an alarming situation, however not reported here, because the power is then close to zero for all combinations of $T$ and $n$. Finally note that for $T = 100$, all $n$, and $p_i \geq 1$, the power is satisfactory.

4.5.2.5 A homogeneous panel with a mixture of nonlinear and non-stationary models

In the seventh and the last Monte Carlo experiment we examine the power when the DGP is a mixture of nonlinear models and unit root processes.
Testing unit roots in nonlinear dynamic heterogeneous panels

Table 4.7 Empirical power of the $Z_0$ test in Proposition 4.1 and the IPS test. The DGP is a mixture of LSTAR(1) models and unit root processes.

<table>
<thead>
<tr>
<th>$n = 25$</th>
<th>$(n_1, n_2)$</th>
<th>(25, 0)</th>
<th>(20, 5)</th>
<th>(15, 10)</th>
<th>(10, 15)</th>
<th>(5, 20)</th>
<th>(0, 25)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$</td>
<td>$Z_0$ IPS</td>
<td>$Z_0$ IPS</td>
<td>$Z_0$ IPS</td>
<td>$Z_0$ IPS</td>
<td>$Z_0$ IPS</td>
<td>$Z_0$ IPS</td>
<td>$Z_0$ IPS</td>
</tr>
<tr>
<td>25</td>
<td>1.00 0.00</td>
<td>0.99 0.00</td>
<td>0.88 0.00</td>
<td>0.62 0.00</td>
<td>0.20 0.00</td>
<td>0.05 0.05</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>1.00 0.00</td>
<td>1.00 0.00</td>
<td>0.90 0.00</td>
<td>0.64 0.00</td>
<td>0.23 0.00</td>
<td>0.05 0.05</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>1.00 0.01</td>
<td>1.00 0.00</td>
<td>0.96 0.00</td>
<td>0.66 0.00</td>
<td>0.27 0.01</td>
<td>0.05 0.05</td>
<td></td>
</tr>
<tr>
<td>250</td>
<td>1.00 0.29</td>
<td>1.00 0.19</td>
<td>1.00 0.16</td>
<td>0.92 0.14</td>
<td>0.59 0.12</td>
<td>0.05 0.05</td>
<td></td>
</tr>
</tbody>
</table>

Note: The nominal size is 5%, and the results are based on 10 000 replications.

The design of the experiments is the following: The nonlinear model is a PLSTAR(1) model with parameters given by (4.27), and the panel unit root processes are given in (4.21). Furthermore, let $n_1$ and $n_2$ denote the number of nonlinear models and unit root processes, respectively, such that $n_1 + n_2 = n$ holds. The simulation results are given in Tables 4.7.

From Table 4.7 we conclude that the power of the $Z_0$ test is decreasing in $n_2$ towards the nominal size obtained with $n_2 = 25$, cf. also Table 4.1. On the other hand, the power of the $Z_0$ test is increasing in $n_1$ and with $n_1 = 25$ the same results as in Table 4.5 are obtained. The power for the $Z_0$ test is also increasing in $T$ for all fractional combinations of nonlinear and unit root process. Furthermore, it is seen that when a small to medium fraction of the panel is non-stationary, the power of the $Z_0$ test is barely affected and is close to unity. The power for the IPS test is close to zero because the panel is a mixture of nonlinear and non-stationary processes, and one can not expect the IPS test to gain any power by varying the fraction between these two options.

As a final remark, the results in Table 4.7 also illuminate the important aspect of that the outcome of panel unit root tests should be conservatively dealt with, meaning that rejecting the null hypothesis does not imply that all cross sections are nonlinear. For instance, in the case $n_1 = 5$, $n_2 = 20$, and $T = 250$, the power of the $Z_0$ test equals 0.59, which means that we might erroneously model the whole panel as nonlinear when in fact only a small fraction of the panel is nonlinear. This also indicates that a careful joint analysis of both the individual and the panel unit root test results is called for to fully assess the stationarity/nonlinearity properties of the panel data, as pointed out in Karlsson and L"othgren (2000).
4.6 Concluding remarks

In this chapter we present a new test for unit roots in a nonlinear dynamic heterogeneous panel. Their necessity can be motivated by the fact that canonical panel unit root tests, such as the tests in Im, Pesaran, and Shin (2003), do not have satisfactory power when the DGP is an model with shifts in levels. Recent research indicates that many single time series exhibit a nonlinear adjustment path (structural shifts in levels) towards a long-run equilibrium. It seems therefore natural that the cross sections in a panel are modelled in a nonlinear way (or at least a fraction of them) as well.

Our nonlinear dynamic heterogeneous panel is general in the sense that it nests the PLSTAR model in Chapter 3, a panel threshold autoregressive model, as well as the linear autoregressive panel in Im, Pesaran, and Shin (2003). Our panel is characterized by the fact that each cross section is modelled as an LSTAR model and where all parameters are assumed to be cross section specific. The residuals in the PLSTAR model are specified to be independent (a strong assumption) with heterogeneous variance among cross sections, but possibly serially correlated over time.

Our test for a common unit root in a nonlinear panel is based on averaging all individual $t$-statistics of a unit root for a specific cross section unit. The test is derived under: (i) $T$ and $n$ fixed. (ii) $T$ fixed and letting $n \to \infty$. (iii) First letting $T \to \infty$ and thereafter letting $n \to \infty$ (sequential asymptotics). In the two latter cases it is shown that the limiting distribution of the test is the standard normal distribution.

Monte Carlo studies are performed and it is shown that the size distortions are negligible when the errors are uncorrelated over time. However, when the errors are modelled as an AR(1) process, it is crucial to include sufficiently many lags of the difference of the dependent variable, otherwise the test will be undersized. The power results are very satisfactory and are close to unity for panels being nearly linear or displaying a smooth shifts in levels and dynamics, as long as $n \geq 25$ and $T \geq 50$. In contrast, the IPS test only has power when a linear panel is considered, and otherwise its power is inferior. The improvement in power compared to a univariate test in Chapter 1, is pronounced.
Appendix A

Simulated moments

Table A.1 presents the simulated expected values, variances and third moments for the $t^m$ test statistics in (4.8). For comparison, the same moments for the $t$ test statistic in (4.7) are calculated as well. The moments are calculated under the null hypothesis in (4.6) assuming that the error term fulfills Assumption 1 with $\sigma_i^2 = 1$ for all $i$. It is seen that, for all $T$, $\bar{S}^2$ is a very accurate estimate of $\sigma_i^2$, whereas $S^2$ is biased downwards. In Table A.1 it is also revealed that the well-known fact of the LS bias in non-stationary regressions, see for instance Abadir (1993), is present in our case as well. Furthermore, we conclude that $\lim_{T \to \infty} \mu(T) = \mu^* = -1$ and $\lim_{T \to \infty} \eta^2(T) = \eta^{2*} = 1.43$, where $\mu(T) = E[t^m_i]$ and $\eta^2(T) = V[t^m_i]$, which confirms that the first two asymptotic moments exist, justifying the use of the Lindberg-Lévy central limit theorem in Proposition 4.3.

The simulation results for the expected values and variances for $t^m_i$ are reported in Tables A.2 and A.3 respectively. It is pointed out that both the expected value and the variance for $t^m_i$ depends on the factors $T$, $y_{i0}$, $p_i$, $\zeta_i$, and $\sigma_i^2$. In order to present these moments, the simulation results are given for various combination of $T$ and $p_i$ when they are both considered as fixed and known. We let $y_{i0} = 0$ to capture the invariance with respect to $\sigma_i^2$. However, the problem with the nuisance parameters $\zeta_i$ under the null hypothesis still remains. The option we choose is to set $\zeta_i = 0$ under the null hypothesis so that data are generated from the model $y_{it} = y_{i,t-1} + u_{it}$ where $u_{it} \sim \text{nid}(0,1)$. On these data we run the regression in (4.18) and calculate the $t^m_i$ statistic in (4.22). This is repeated 1 000 000 times, for each desired sample size $T$, to generate the expected values and variances for $t^m_i$. This means that we are approximating e.g. $E[t^m_i(T, p_i, \zeta_i)]$ with $E[t^m_i(T, p_i, 0)]$ under the null hypothesis. Without presenting the results we note that these expected
values and variances are rather robust against the values of $\zeta_i$, and that the approximations for the expected values and the variance are reasonable.

For $T \to \infty$ in Tables A.2 and A.3 we see that both the expected value and the variance for $t_i^m$ equal the expected value (i.e. $\mu^*$) and the variance (i.e. $\eta^2*$) for $t_i^m$ in Table A.1. This is an implication of Corollary 2.7 in Chapter 2.

### Table A.1 Simulated moments for $t_i$ and $t_i^m$

<table>
<thead>
<tr>
<th>$T$</th>
<th>$E[t_i^m]$</th>
<th>$V[t_i^m]$</th>
<th>$E(t_i^m)^3$</th>
<th>$\bar{S}^2$</th>
<th>$E[t_i]$</th>
<th>$V[t_i]$</th>
<th>$E(t_i)^3$</th>
<th>$S^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>-0.540</td>
<td>0.898</td>
<td>-1.40</td>
<td>0.997</td>
<td>-0.716</td>
<td>2.086</td>
<td>-4.81</td>
<td>0.649</td>
</tr>
<tr>
<td>25</td>
<td>-0.786</td>
<td>1.160</td>
<td>-2.92</td>
<td>0.997</td>
<td>-0.901</td>
<td>1.583</td>
<td>-4.82</td>
<td>0.827</td>
</tr>
<tr>
<td>50</td>
<td>-0.889</td>
<td>1.278</td>
<td>-3.84</td>
<td>0.997</td>
<td>-0.950</td>
<td>1.502</td>
<td>-4.95</td>
<td>0.907</td>
</tr>
<tr>
<td>100</td>
<td>-0.940</td>
<td>1.361</td>
<td>-4.36</td>
<td>0.998</td>
<td>-0.972</td>
<td>1.466</td>
<td>-4.96</td>
<td>0.951</td>
</tr>
<tr>
<td>250</td>
<td>-0.974</td>
<td>1.401</td>
<td>-4.75</td>
<td>0.998</td>
<td>-0.992</td>
<td>1.444</td>
<td>-4.97</td>
<td>0.980</td>
</tr>
<tr>
<td>500</td>
<td>-0.985</td>
<td>1.427</td>
<td>-4.87</td>
<td>0.998</td>
<td>-0.995</td>
<td>1.442</td>
<td>-4.98</td>
<td>0.989</td>
</tr>
<tr>
<td>1000</td>
<td>-0.991</td>
<td>1.430</td>
<td>-4.97</td>
<td>0.999</td>
<td>-0.997</td>
<td>1.438</td>
<td>-5.00</td>
<td>0.995</td>
</tr>
<tr>
<td>$\infty$</td>
<td>-1.000</td>
<td>1.432</td>
<td>-5.03</td>
<td>1.000</td>
<td>-1.000</td>
<td>1.432</td>
<td>-5.03</td>
<td>1.000</td>
</tr>
</tbody>
</table>

Note: The results are based on 1 000 000 replications.

### Table A.2 Simulated expected values for $t_i^a$

$E[t_i^a(T, p_i, \zeta_i = 0)]$

<table>
<thead>
<tr>
<th>$T$</th>
<th>$p_i$</th>
<th>$\zeta_{1i} = 0$</th>
<th>$\zeta_{2i} = 0$</th>
<th>$\zeta_{1i} = 2; \zeta_{3i} = 0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>-0.993</td>
<td>-0.993</td>
<td>-1.052</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>-0.994</td>
<td>-1.000</td>
<td>-1.049</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>-1.000</td>
<td>-1.000</td>
<td>-1.034</td>
<td></td>
</tr>
<tr>
<td>250</td>
<td>-1.000</td>
<td>-1.000</td>
<td>-1.011</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>-1.000</td>
<td>-1.000</td>
<td>-1.000</td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>-1.000</td>
<td>-1.000</td>
<td>-1.000</td>
<td></td>
</tr>
<tr>
<td>$\infty$</td>
<td>-1.000</td>
<td>-1.000</td>
<td>-1.000</td>
<td></td>
</tr>
</tbody>
</table>

Note: The results are based on 1 000 000 replications.
Table A.3 Simulated variances for $t_i^a$.

<table>
<thead>
<tr>
<th>$T$</th>
<th>$p_i$</th>
<th>$\zeta_{1i} = 0$</th>
<th>$\zeta_{1i} = \zeta_{2i} = 0$</th>
<th>$\zeta_{1i} = \zeta_{2i} = \zeta_{3i} = 0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>1.661</td>
<td>1.713</td>
<td>1.762</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>1.553</td>
<td>1.585</td>
<td>1.611</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>1.495</td>
<td>1.513</td>
<td>1.535</td>
<td></td>
</tr>
<tr>
<td>250</td>
<td>1.473</td>
<td>1.462</td>
<td>1.484</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>1.451</td>
<td>1.444</td>
<td>1.452</td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>1.441</td>
<td>1.435</td>
<td>1.434</td>
<td></td>
</tr>
<tr>
<td>$\infty$</td>
<td>1.432</td>
<td>1.432</td>
<td>1.432</td>
<td></td>
</tr>
</tbody>
</table>

Note: The results are based on 1 000 000 replications.
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