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Part I

Summary of Thesis
Introduction

The volatility of financial time series varies over time. Volatility of returns is a key issue for analysts in financial markets. The prices of stocks and other assets depend on the expected volatility of returns. For capital asset pricing model, the option-pricing formulas and the value-at-risk model, modelling volatility of asset returns is essential.

In time series econometrics, model builders generally parameterize the conditional mean of a variable where the error term is a sequence of uncorrelated random variables with mean zero. When estimating the parameters it is typically assumed that the unconditional variance of the error term is constant. Engle (1982) considered that, while the unconditional error variance, if it exists, is constant, the conditional error variance is time-varying. This revolutionary notion made it possible to explain systematic features in the movements of variance over time. In Engle's autoregressive conditional heteroskedasticity (ARCH) model the conditional variance is a function of past values of squared errors. Among other things, Engle presented a test for the hypothesis of no ARCH (equal conditional and unconditional variance) in the errors and derived the properties of the maximum likelihood estimator of the parameters of the ARCH model. He also applied the model to financial time series such as return series. Engle's work on time-varying volatility earned him the Bank of Sweden Prize of Economic Sciences in Memory of Alfred Nobel 2003.

In practice, the autocorrelation function of squared returns tends to decay slowly. An adequate characterization of this stylized fact requires an ARCH model with many lags. By adding lags of the the conditional variance (one is often enough), the resulting model can be formulated with only a small number of parameters and still display a slowly decaying autocorrelation function for the squared errors. Bollerslev (1986) introduced this generalized ARCH (GARCH) model. The GARCH model has attracted plenty of attention. As the GARCH model is suitable for modelling financial time series, it can be used to forecast volatility. For a overview of GARCH models see, for ex-

What is parameterized in the GARCH model is the conditional variance. An alternative is to parametrize the conditional standard deviation. A more general model would contain both alternatives, the GARCH and the absolute value GARCH (AVGARCH), as special case. Such a model, called the asymmetric power ARCH (A-PARCH) model, was introduced by Ding, Granger and Engle (1993). Engle's original idea inspired for different parametrization. The most commonly applied is the exponential GARCH (EGARCH) model of Nelson (1991), where the logarithm of the conditional variance has a parametric form. This was the first asymmetric GARCH model. Another innovation was that while ordinary GARCH models require parameter restrictions for conditional variance to be positive, such restrictions are not needed in the EGARCH model.

Another model that deserves mention in this context is the autoregressive stochastic volatility (ARSV) model. It differs from GARCH models in that the logarithm of the conditional variance is itself a stochastic process. In fact, the ARSV model is strictly speaking not a model of conditional heteroskedasticity because its conditioning set differs from the one in ARCH and GARCH models.

The general theme of this thesis is theoretical properties and evaluation of volatility models. In the first chapter the moment structure of the EGARCH model is derived. The second chapter contains new results on the A-PARCH model. The third chapter is about certain stylized facts of financial time series and the idea is to investigate how well the first-order GARCH, EGARCH and ARSV models are able to reproduce these characteristics. The fourth chapter is about evaluating the EGARCH model and fills a gap in the literature following Nelson (1991). A more detailed overview of the chapters follows next.
Main results of the Chapters

Chapter 1. Moment structure of a family of first-order exponential GARCH models

The statistical properties of GARCH models have attracted plenty of attention. Among other things, their moment structure has been investigated in a number of papers; see, for example, He and Teräsvirta (1999), He and Teräsvirta (1999a) and Karanasos (1999). On the other hand, the moment structure of the EGARCH model has not been fully worked out. In Chapter 1 we derive the condition for the existence of moments, the expression for the kurtosis and the one for the autocorrelation function of positive powers of the absolute-valued observations for the first-order EGARCH model.

The results of the paper are useful, for example, if we want to compare the EGARCH model with the GARCH model. They reveal certain differences in the moment structure between these models. While the autocorrelations of the squared observations decay exponentially in the first-order GARCH model, the decay rate is not exponential in the first-order EGARCH model. While for the GARCH model the conditions for parameters allowing the existence of higher-order moments become more and more stringent for each even moment this is not the case for the EGARCH model. The explicit expressions of the autocorrelation structure of the positive powers of the absolute-valued observations of the model are particularly important in the considerations of Chapter 3 of the thesis.

The results of the paper only cover first-order EGARCH models. Working out the moment structure of higher-order EGARCH models is done in He (2000).

This chapter has appeared in Econometric Theory, 18, 2002, 868-885, and is joint work with Changli He and Timo Teräsvirta. Reprinted with permission from Cambridge University Press.
Chapter 2. Higher-order dependence in the general power ARCH process and the role of the power parameter

The A-PARCH model contains as special cases a large number of well-known models, among other the ARCH, the GARCH and the AVGARCH models. The A-PARCH model contains a particular positive power parameter. By letting the power parameter approach zero, the A-PARCH family of models also includes a family of EGARCH models as a special case. In this chapter we derive the autocorrelation function of squared and logarithmed observations for this family and show that it may be obtained as a limiting case of a general power ARCH (GPARCH) model. A notable feature of the A-PARCH model is that, due to its parameterization, it is only possible to find analytically certain fractional moments of the absolute values of the original process related to the power parameter. An interesting thing to notice is that the autocorrelation structure of this GPARCH process, if it exists, is exponential, and that this property is retained at the limit as the power parameter approaches zero, which means that the autocorrelation function of the process of logarithms of squared observations also decay exponentially. While this is true for the logarithmed squared observations of an EGARCH(1,1) process it cannot simultaneously be true for the untransformed observations defined by these processes as we in Chapter 1 have demonstrated.

In order to explain the role of the power parameter we present a detailed analysis of how the autocorrelation functions of the squared observations differ across members of the GPARCH models. We demonstrate the fact that the power parameter lowers the autocorrelations of squared observations compared to the corresponding autocorrelations implied, other things equal, by the GARCH model. This fact may explain the regularities in estimation results in papers in which GPARCH models have been fitted to stock return series. In an empirical example we consider return series of 30 most actively traded stocks of the Stockholm Stock Exchange. We report the maximum likelihood estimates of the power parameter. Most of the estimates lie close to the mean value of 1.40. We find that the estimates are remarkably similar to the ones obtained by other authors. We also show that the estimated power parameter considerably improves the correspondence between the estimated autocorrelations on the one hand and the autocorrelation estimates from the model on the other.
Chapter 3. Stylized facts of financial time series and three popular models of volatility

Financial time series seem to share a number of characteristic features, sometimes called stylized facts. One is the stylized fact of high kurtosis and relative low autocorrelations of squared observations. Another is the fact that the autocorrelation function of absolute-valued returns raised to a positive power tends to peak when the power is unity, that is, for the absolute-valued observations. He and Teräsvirta (1999) defined the corresponding theoretical property and called it the Taylor property. Given a set of stylized facts, one may ask the following question: "Have popular volatility models been parameterized in such a way that they can accommodate and explain the most common stylized facts visible in the data?" Models for which the answer is positive may be viewed as suitable for practical use. In Chapter 3, possible answers to this question for the three popular models of volatility, GARCH, EGARCH and ARSV models are investigated.

In this chapter we show that there exist possibilities of parameterizing all three models in such a way that they can accommodate and explain many of the stylized facts visible in the data. Some stylized facts may in certain cases remain unexplained, however. For example, it appears that the standard GARCH(1,1) model may not particularly often generate series that display the Taylor effect. This is due to the fact that this model does not appear to satisfy the corresponding theoretical property, the Taylor property. On the contrary, this property is approximately satisfied for a relevant subset of EGARCH(1,1) and ARSV(1) models and, albeit very narrowly, for a subset of AVGARCH models.

Many researchers observed quite early on that for GARCH models, assuming normal errors is too strong a restriction, and they have suggested leptokurtic error distributions in their stead. The results in this paper show how these distributions add to the flexibility of the GARCH model and help the model to reproduce the stylized fact of high kurtosis and relative low autocorrelations of squared observations. As a drawback it may be noted that the parameterization of the first-order stochastic volatility model becomes very restrictive when the amount of the leptokurtosis in the error distribution increases, and the model therefore cannot accommodate easy situations with relatively low kurtosis and high autocorrelations of squared observations.

The present investigation is only concerned with first-order models, and it may be asked if adding more lags would enhance the flexibility of the models. Such additions would certainly help to generate and reproduce more elaborate
Main results

autocorrelation patterns for the squared observations than is the case with first-order models. It is far from certain, however, that they would also improve reproduction of the stylized facts considered in this study.

Chapter 4. Evaluating exponential GARCH models

Model evaluation is an important part of modelling not only for the conditional mean models but for the conditional variance specifications as well. Recently, Lundbergh and Teräsvirta (2002) presented a unified framework for testing the adequacy of an estimated GARCH model. It appears that less work has been done for the evaluation of EGARCH model. In Chapter 4 we consider misspecification tests for an EGARCH model. We derive two new misspecification tests for an EGARCH model. Because the tests of an EGARCH model against a higher-order EGARCH model and testing parameter constancy are parametric, the alternative may be estimated if the null hypothesis is rejected. This is useful for a model builder who wants to find out about possible weaknesses in the estimated specification. It may also give him/her useful ideas of how the model could be further improved. They can be recommended as standard tools when it comes to testing the adequacy of an estimated EGARCH model.

Furthermore, we investigate various ways of testing the EGARCH model against GARCH ones as another check of model adequacy. The literature on testing non-nested hypotheses for volatility models includes Chen and Kuan (2002), Lee and Brorsen (1997); see also Engle and Ng (1993). Their tests are considered in the present framework, and the small-sample properties of the tests are investigated by simulation. Our simulations show that the size of the test may be a problem in applying the test suggested by Chen and Kuan (2002).

An empirical example shows based on investigating daily return series of 30 most actively traded stocks of the Stockholm Stock Exchange that there is substantial evidence for parameter nonconstancy in these return series. Turning to choosing between EGARCH and GARCH, the tests indicate that both models fit the data more or less equally well.
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Part II

The Chapters
Chapter 1

Moment structure of a family of first-order exponential GARCH models
1.1 Introduction

The moment structure of generalized autoregressive conditional heteroskedasticity (GARCH) models is a topic that has recently attracted plenty of attention. Bollerslev (1986, 1988) already derived conditions for weak stationarity and the existence of higher order moments in the standard GARCH(1,1) model under the assumption of normal errors. Several authors have studied conditions for the existence of higher order moments in GARCH models; see, for example, Ling and Li (1997), An and Chen (1998), Carrasco and Chen (2000), and Giraitis, Kokoszka and Leipus (2000). He and Teräsvirta (1999a) concentrate on the fourth moment structure of a family of first-order GARCH models and derived analytic expressions of the fourth moment, the kurtosis and the autocorrelation function of squared observations for this family. He and Teräsvirta (1999b) do all this for the standard GARCH(p,q) model; see also Karanasos (1999).

Some results also exist for the exponential GARCH (EGARCH) model which has become a frequently applied GARCH model. Nelson (1991) derives the autocorrelation function of the logarithm of the conditional variance of the EGARCH process. Breidt, Crato and de Lima (1998) obtain the autocorrelation function of the squared and logarithmed observations obeying the EGARCH model. Both Nelson and Breidt et al. base their considerations on the infinite moving average representation of the logarithm of the conditional variance. For the EGARCH(1,1) process, Chapter 2 shows how the autocorrelation function of the squared and logarithmed observations may be obtained as a limiting case from the asymmetric power ARCH model of Ding, Granger and Engle (1993). This autocorrelation function was shown to decay exponentially from the first lag, and He and Teräsvirta derive analytic expressions for these autocorrelations.

Despite this progress, the moment structure of the EGARCH model has not been fully worked out yet. It would be interesting to know the properties of the autocorrelation function of, say, the squared observations themselves, not just their logarithms. This would be useful when comparing the EGARCH model with the standard GARCH model family. In particular, possible differences in the moment structure of these models might help explain the success of the EGARCH model in applications.\(^1\)

In this paper we derive the moment structure of a class of EGARCH(1,1) models without assuming normality of the errors. Choosing the first-order

---

\(^1\)Recently, Demos (2000) has worked out the autocorrelation function of squared observations for the EGARCH(1,1) process assuming normality and using a technique different from ours.
model here is motivated by the fact that it is the most widely applied exponential GARCH model. Besides, as in the GARCH case, considering higher-order models is more tedious and is not done here. The paper is organized as follows. In Section 2 we introduce notation and define our class of exponential GARCH models. In Section 3 we derive the condition for the existence of moments of members of this class. Section 4 contains the expression for the kurtosis and Section 5 the one for the autocorrelation function of positive powers of the absolute-valued observations. The interesting properties of the autocorrelation function are highlighted and discussed. Section 6 contains conclusions.

1.2 Preliminaries

Let \( \{\varepsilon_t\} \) be a real-valued discrete time stochastic process generated by

\[
\varepsilon_t = z_t h_t
\]

where \( \{z_t\} \) is a sequence of independent and identically distributed random variables with mean zero and \( h_t \) is a positive with probability one, \( \mathcal{F}_{t-1} \)-measurable function, where \( \mathcal{F}_{t-1} \) is the sigma-algebra generated by \( \{z_{t-1}, z_{t-2}, z_{t-3}, \ldots\} \). Let

\[
\ln h_t^2 = \alpha_0 + g(z_{t-1}) + \beta \ln h_{t-1}^2
\]

where \( g(z_t) \) is a well-defined function of \( z_t \). Equations (1.1) and (1.2) define a family of first-order exponential GARCH (EGARCH(1,1)) models. For example, setting \( g(z_t) = \phi z_t + \psi (|z_t| - \mathbb{E}|z_t|) \) in (1.2) yields

\[
\ln h_t^2 = \alpha_0 + \phi z_{t-1} + \psi (|z_{t-1}| - \mathbb{E}|z_{t-1}|) + \beta \ln h_{t-1}^2,
\]

which, jointly with (1.1), defines the EGARCH(1,1) model of Nelson (1991). On the other hand, setting

\[
g(z_{t-1}) = \alpha \ln z_{t-1}^2 = \alpha (\ln \varepsilon_{t-1}^2 - \ln h_{t-1}^2)
\]

one obtains the logarithmic GARCH (LGARCH) model of Geweke (1986) and Pantula (1986).

First we establish a stationarity condition for the EGARCH model class (1.1) and (1.2). We have the following result.

**Theorem 1** Assume that \( \nu_2 = \mathbb{E}z_t^2 < \infty \) and \( \text{var}(g(z_t)) < \infty \). Then the EGARCH(1,1) process (1.1) and (1.2) is strictly stationary if and only if

\[
|\beta| < 1.
\]
Moment structure of EGARCH models

**Proof.** See the Appendix.

**Remark 1.** Nelson (1991) derives a necessary and sufficient condition for the strict stationarity of the EGARCH process (1.1) and (1.3) when $\ln h_t^2$ has an infinite moving average representation. Hentschel (1995) also obtains the same result. Theorem 1 gives this result for the general EGARCH class (1.1) and (1.2).

### 1.3 Existence of unconditional moments of the EGARCH process

In this section we consider the existence of unconditional moments of $\varepsilon_t$ defined by (1.1) and (1.2). We concentrate ourselves to the case where $\{\varepsilon_t\}$ is a strictly stationary sequence. From definition (1.2) it follows that

$$h_t^2 = \exp\{\alpha_0 + g(z_{t-1}) + \beta \ln h_{t-1}^2\} = [\exp\{\alpha_0\} \exp\{g(z_{t-1})\}] h_{t-1}^{2\beta}.$$  

Recursions on equation (1.5) ultimately give the $2m$-th unconditional moment of $\varepsilon_t$ whose expression is stated in the following theorem.

**Theorem 2** Consider the EGARCH(1,1) process (1.1) and (1.2) with $|\beta| < 1$. Assume that $E\exp\{mg(z_t)\} < \infty$ for an arbitrary $m > 0$ and $\nu_{2m} = E|z_t|^{2m} < \infty$. Then for this process, the $2m$-th unconditional moment of $\varepsilon_t$ exists and has the form

$$\mu_{2m} = E\varepsilon_t^{2m} = \nu_{2m} \exp\{m\alpha_0(1 - \beta)^{-1}\} \prod_{i=1}^{\infty} E\exp\{m\beta^{i-1}g(z_t)\}.$$  

**Proof.** See the Appendix.

**Remark 2.** Note that (1.4) does not depend on $m$. Thus, if $|\beta| < 1$ and all moments of $z_t$ and $\exp\{g(z_t)\}$ exist then all moments of $\varepsilon_t$ in (1.1) exist as well. The situation is quite different from that in standard GARCH processes, where the condition $Ez_t^{2m} < \infty$ is necessary but far from sufficient for $E\varepsilon_t^{2m} < \infty$, $m \geq 1$. In that case, the conditions for parameters allowing the existence of higher-order moments become more and more stringent for each even moment. It should be noted, however, that this property of the EGARCH process is not exclusively a consequence of its exponential structure. Processes with a moving average conditional heteroskedasticity (MACH) structure that the EGARCH process shares also have this property. For example, the simple MACH(1,1) process (1.1) with

$$h_t^2 = \alpha_0 + \alpha_1 z_{t-1}^2 + \beta h_{t-1}^2$$  

(1.7)
has the same existence condition (1.4) for its unconditional $2m$-th moment as the EGARCH (1,1) process. Engle and Ng (1993) called (1.1) and (1.7) a VGARCH(1,1) model.

**Remark 3.** The moments $\mu_{2m}$ in (1.6) may be difficult to compute in the general case. We have to approximate the infinite product in (1.6) by a product with a finite number of terms. In some special cases, however, an analytical expression for the product is available. Assume, for example, that $z_t \sim \text{ iid}(0,1)$, $g(z_t) = \phi z_t$ and $|\beta| < 1$. Then

$$
\prod_{i=1}^{\infty} \mathbb{E} \exp\left\{ m\beta^{i-1} \phi z_t \right\} = \prod_{i=1}^{\infty} \exp\left\{ 0.5(m\phi)^2 \beta^{2(i-1)} \right\} = \exp\left\{ 0.5(m\phi)^2 (1 - \beta^2)^{-1} \right\}.
$$

(1.8)

### 1.4 The kurtosis of the family of EGARCH models

As discussed in the Introduction, we want to obtain a closed-form expression for the kurtosis of $\varepsilon_t$. Such an expression follows directly from Theorem 1.

**Corollary 4.1** Consider the EGARCH(1,1) model (1.1) and (1.2) and assume that $\nu_4 < \infty$ and, furthermore, that $\mathbb{E} \exp\{g(z_t)\}$ and $\mathbb{E} \exp\{2g(z_t)\}$ exist and the moment condition (1.4) holds. Then the kurtosis of $\varepsilon_t$ exists and is given by

$$
\kappa_4 = \frac{\mathbb{E} \varepsilon_t^4}{(\mathbb{E} \varepsilon_t^2)^2} = \kappa_4(z_t) \prod_{i=1}^{\infty} \frac{\mathbb{E} \exp\{2\beta^{i-1} g(z_t)\}}{\mathbb{E} \exp\{\beta\{\beta^i - 1\} g(z_t)\}}^2,
$$

(1.9)

where $\kappa_4(z_t) = \nu_4/\nu_2^2$ is the kurtosis of $z_t$.

**Proof.** Set $m = 1,2$ in equation (1.6).

In particular, the kurtosis for the EGARCH(1,1) process (1.1) and (1.2), with $z_t \sim \text{ iid}(0,1)$ and $g(z_t) = \phi z_t + \psi(|z_t| - \sqrt{2/\pi})$ as in (1.3) is the special case of (1.9). It has the form

$$
\kappa_4 = 3 \exp \left\{ \frac{(\psi + \phi)^2}{1 - \beta^2} \right\}
\times \prod_{i=1}^{\infty} \frac{\Phi(2\beta^{i-1}(\psi + \phi)) + \exp\{-8\beta^{2(i-1)} \psi \phi\} \Phi(2\beta^{i-1}(\psi - \phi))}{\Phi(\beta^{i-1}(\psi + \phi)) + \exp\{-2\beta^{2(i-1)} \psi \phi\} \Phi(\beta^{i-1}(\psi - \phi))}^2,
$$

(1.10)

where $\Phi(\cdot)$ is the cumulative distribution function of the standard normal distribution. This result follows from equations (A.11) and (A.12) in the Appendix. Setting $\psi = 0$ in (1.10) yields a simple formula:

$$
\kappa_4 = 3 \exp\{\phi^2(1 - \beta^2)^{-1}\}.
$$

(1.11)
This is because the product
\[
\prod_{i=1}^{M} \frac{\Phi(2\beta^{-1}\phi) + \Phi(-2\beta^{-1}\phi)}{\Phi(\beta^{-1}\phi) + \Phi(-\beta^{-1}\phi)]^2} = 1
\]
for any \( M \geq 1 \) as \( \Phi(-x) + \Phi(x) = 1 \). On the other hand, for \( \psi \neq 0 \) and \( \phi \neq 0 \) this product does not converge to 1 as \( M \to \infty \).

It follows from Corollary 4.1 that the kurtosis of \( \varepsilon_t \) for our family of EGARCH(1,1) models has the following property.

**Corollary 4.2** Consider the EGARCH(1,1) model (1.1) and (1.2) and assume that (1.4) holds. Then the kurtosis of \( \varepsilon_t \) satisfies the inequality

\[
\kappa_4 > \kappa_4(z_t),
\]
where \( \kappa_4(z_t) = \nu_4/\nu_2^2 \) is the kurtosis of \( z_t \).

**Proof.** Apply Jensen’s inequality to (1.9).

Thus the unconditional distribution of \( \varepsilon_t \) in the EGARCH(1,1) is always leptokurtic if the error distribution is not platykurtic.

### 1.5 The autocorrelation function of positive powers of absolute observations

As in stochastic volatility models (for a survey, see Ghysels, Harvey, and Renault, 1996), it is possible to derive the autocorrelation function for any \( |\varepsilon_t|^{2m}, m > 0 \), when \( \{\varepsilon_t\} \) obeys an EGARCH(1,1) model (1.1) and (1.2). This autocorrelation function is obtained by applying Theorem 2 and a recursion that is somewhat different from the one required in the proof of Theorem 2. For notational simplicity, let \( g = g(z_t) \). We have the following theorem.

**Theorem 3** Consider the family of EGARCH(1,1) models (1.1) and (1.2). Assume that \( \nu_{4m} < \infty, E|z_t|^{2m} \exp\{mg\} < \infty \) and \( E \exp\{2mg\} < \infty \) for \( 0 < m < \infty \) and that condition (1.4) holds. Then the autocorrelation function of \( \{|\varepsilon_t|^{2m}\} \) when \( \{\varepsilon_t\} \) is generated by any member of the EGARCH family
defined by (1.1) and (1.2) equals

\[
\rho_n(m) = \left(\nu_{2m}\mathbb{E}|z_t|^2m\exp\{m\beta_{n-1}g\}\prod_{i=1}^{n-1}\mathbb{E}\exp\{m\beta_{i-1}g\}\right) \\
\times \left(\prod_{i=1}^{\infty}\mathbb{E}\exp\{m(1+\beta^n)\beta_{i-1}g\} - \nu_{2m}^2\prod_{i=1}^{\infty}(\mathbb{E}\exp\{m\beta_{i-1}g\})^2\right) \\
\left(\nu_{4m}\prod_{i=1}^{\infty}\mathbb{E}\exp\{2m\beta_{i-1}g\} - \nu_{2m}^2\prod_{i=1}^{\infty}(\mathbb{E}\exp\{m\beta_{i-1}g\})^2\right) \\
(1.13)
\]

for \( n \geq 1. \)

**Proof.** See the Appendix.

The following special case is of interest.

**Corollary 5.1** Consider the asymmetric EGARCH (1,1) model (1.1) and (1.3) and assume \( z_t \sim \text{nid}(0,1) \). Then the autocorrelation function of \( \{\varepsilon_t^2m\} \) when \( \{\varepsilon_t\} \) is generated by (1.1) and (1.3) has the form

\[
\rho_n(m) = A \exp\left\{\frac{m^2(\psi+\phi)^2(\beta^{2(n-1)}(\beta^2-1)/4+\beta^n)}{1-\beta^2}\right\} D(\cdot) \prod_{i=1}^{n-1} \Phi_{1i} \prod_{i=1}^{\infty} \Phi_{2i} \prod_{i=1}^{\infty} \Phi_{1i} \\
\frac{\pi^{1/2}\Gamma(2m+1/2)}{(\Gamma(m+1/2))^2} \exp\left\{\frac{m^2(\psi+\phi)^2}{1-\beta^2}\right\} \prod_{i=1}^{\infty} \Phi_{3i} - \prod_{i=1}^{\infty} \Phi_{1i}^2
\]

(1.14)

where

\[
A = \frac{\Gamma(2m+1)}{2^{m+1/2}\Gamma(m+1/2)};
\]

\[
D(\cdot) = D_{-(2m+1)}[-m\beta^{n-1}(\psi+\phi)] \\
+ \exp\{-m^2\beta^{2(n-1)}(\psi+\phi)\} D_{-(2m+1)}[-m\beta^{n-1}(\psi-\phi)],
\]

\[
\Phi_{1i} = \Phi(m\beta_{i-1}(\psi+\phi)) + \exp\{-2m^2\beta^{2(i-1)}(\psi+\phi)\} \Phi(m\beta_{i-1}(\psi-\phi)),
\]

\[
\Phi_{2i} = \Phi(m\beta_{i-1}(1+\beta^n)(\psi+\phi)) \\
+ \exp\{-2m^2\beta^{2(i-1)}(1+\beta^n)^2(\psi+\phi)\} \Phi(m\beta_{i-1}(1+\beta^n)(\psi-\phi)),
\]

and

\[
\Phi_{3i} = \Phi(2m\beta_{i-1}(\psi+\phi)) + \exp\{-8m^2\beta^{2(i-1)}(\psi+\phi)\} \Phi(2m\beta_{i-1}(\psi-\phi)).
\]

Furthermore, \( \Phi(\cdot) \) is the cumulative distribution function of the standard normal distribution, and

\[
D_{-(p)}[q] = \frac{\exp\{-q^2/4\}}{\Gamma(p)} \int_0^\infty x^{p-1} \exp\{-qx - x^2/2\} dx, \quad p > 0,
\]
is the parabolic cylinder function (Gradshteyn and Ryzhik, 1980), where $\Gamma(\cdot)$ is the gamma function.

**Proof.** See the Appendix.

If $\phi = 0$ or $\psi = 0$ in (1.3) and, in addition, the errors are standard normal, the resulting autocorrelation function becomes quite simple. These results are given in the following corollaries.

**Corollary 5.2** Consider the asymmetric EGARCH (1,1) model (1.1) and (1.3) and set $\phi = 0$. The $n$-th order autocorrelation of $\{\varepsilon_t^{2m}\}$ has the form

$$
\rho_n(m) = A \exp \left\{ \frac{m^2 \psi^2 (\beta^{2(n-1)}(\beta^2 - 1)/4 + \beta^n)}{1 - \beta^2} \right\} \frac{D(\cdot) \prod_{i=1}^{n-1} \Phi_{1i} \prod_{i=1}^{\infty} \Phi_{2i} - \prod_{i=1}^{\infty} \Phi_{1i}^2}{\pi^{1/2} \Gamma(2m + 1/2) \exp \left\{ \frac{m^2 \psi^2}{1 - \beta^2} \right\} \prod_{i=1}^{\infty} \Phi_{3i} - \prod_{i=1}^{\infty} \Phi_{1i}^2},
$$

where

$$
A = \frac{\Gamma(2m + 1)}{2^{m-1/2} \Gamma(m + 1/2)},
$$

$$
D(\cdot) = D_{-(2m+1)}[-m\beta^{n-1}\psi],
$$

$$
\Phi_{1i} = \Phi(m\beta^{i-1}\psi),
$$

$$
\Phi_{2i} = \Phi(m\beta^{i-1}(1 + \beta^n)\psi),
$$

and

$$
\Phi_{3i} = \Phi(2m\beta^{i-1}(\psi + \phi)).
$$

**Proof.** Setting $\phi = 0$ in equation (1.14) and simplifying the expression yields equation (1.15).

**Corollary 5.3** Consider the asymmetric EGARCH (1,1) model (1.1) with (1.3) and set $\psi = 0$. The $n$-th order autocorrelation of $\{\varepsilon_t^{2m}\}$ is given by

$$
\rho_n(m) = A \exp \left\{ \frac{m^2 \phi^2 (\beta^{2(n-1)}(\beta^2 - 1)/4 + \beta^n)}{1 - \beta^2} \right\} \frac{D(\cdot) - 1}{\pi^{1/2} \Gamma(2m + 1/2) \frac{2^{m+1/2} \Gamma(m + 1/2)}{(\Gamma(m + 1/2))^2} \exp \left\{ \frac{m^2 \phi^2}{1 - \beta^2} \right\} - 1},
$$

where

$$
A = \frac{\Gamma(2m + 1)}{2^{m+1/2} \Gamma(m + 1/2)},
$$

$$
D(\cdot) = D_{-(2m+1)}[-m\beta^{n-1}\phi] + D_{-(2m+1)}[m\beta^{n-1}\phi].
$$
The n-th order autocorrelation of the squared observations \((m = 1)\) has the simple form

\[ \rho_n(1) = \frac{(1 + \phi^2 \beta^{2(n-1)}) \exp\{\phi^2 \beta^n (1 - \beta^2)^{-1}\} - 1}{3 \exp\{\phi^2 (1 - \beta^2)^{-1}\} - 1}. \] (1.17)

The corresponding autocorrelation for the n-th order of the absolute-valued observations \((m = 1/2)\) equals

\[ \rho_n(1/2) = \left\{ \left( \sqrt{2\pi}/4 \right) \phi \beta^{n-1} [2\Phi(\phi \beta^{n-1}/2) - 1] \right. \]
\[ \left. + \exp \left\{ -\phi^2 \beta^{2(n-1)}/8 \right\} \exp \left\{ (\phi^2 \beta^n/4) (1 - \beta^2)^{-1} \right\} - 1 \right\} / \]
\[ (\Gamma(3/2)\sqrt{\pi} \exp \{(\phi^2/4)(1 - \beta^2)^{-1}\} - 1). \] (1.18)

**Proof.** See the Appendix.

To illustrate the preceding theory, consider the case \(0 < \beta < 1\). The autocorrelation function (16) then appears to have the property that the decay rate \(0 < \rho_{n+1}(m)/\rho_n(m) < \beta\) for any finite \(n\) and \(\lim_{n \to \infty} (\rho_{n+1}(m)/\rho_n(m)) = \beta\).

For the special case (1.17) this can be shown analytically, but in the general case it is just a conjecture based on numerical calculations. Results of such calculations are shown in Table 1.1, in which we report the starting decay rate \(\rho_2(m)/\rho_1(m)\) and the ratio \(\rho_51(m)/\rho_50(m)\) for a number of EGARCH models and \(m = 1, 1/2, 1/4\), assuming normally distributed errors. Table 1.1 also contains the kurtosis and the first-order autocorrelations \(\rho_1(m), m = 1, 1/2, 1/4, \) for the parameter combinations considered. When \(\phi\) decreases (becomes more negative) and/or \(\psi\) increases the kurtosis of the EGARCH(1,1) process increases. High values of the kurtosis seem to be combined with relatively rapidly decaying autocorrelations of the squares. As for the absolute values or their square roots, their first-order autocorrelations are higher than those of the squared observations. When the kurtosis of the EGARCH model is high, \(\rho_1(1/4)\) is high and clearly higher than \(\rho_1(1/2)\). For the lowest values of kurtosis in the table, \(\rho_1(1/2) > \rho_1(1/4)\).

The situation is further illustrated in Figure 1.1 which also contains a comparison with a standard GARCH(1,1) model. The GARCH(1,1) model is defined by (1.1) and

\[ h_t^2 = \alpha_0 + \alpha_1 \varepsilon_{t-1}^2 + \beta_1 h_{t-1}^2, \] (1.19)

where \(\alpha_0 > 0, \alpha_1, \beta_1 \geq 0\). In the figure, \(\alpha_1 + \beta_1 = 0.99\), which is the exponential decay rate of the autocorrelations of \(\{\varepsilon_t^2\}\) when \(\operatorname{E} \varepsilon_t^2 = 1\). The figure depicts these autocorrelations for both the GARCH(1,1) and the symmetric
Table 1.1 Kurtosis $\kappa_4$, first-order autocorrelation of $\{|\varepsilon_t|^{2m}\}$, when $m = 1, 1/2, 1/4$ and two local decay rates $\rho_2/\rho_1$ and $\rho_{51}/\rho_{50}$ for a number of EGARCH(1,1) models with standard normal errors and $\beta = 0.99$.

<table>
<thead>
<tr>
<th>$\psi = 0$</th>
<th>$\phi = 0$</th>
<th>$-0.2$</th>
<th>$-0.4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m = 1$</td>
<td>0.5</td>
<td>0.25</td>
<td>0.5</td>
</tr>
<tr>
<td>$\kappa_4$</td>
<td>22.4</td>
<td>9310</td>
<td></td>
</tr>
<tr>
<td>$\rho_1$</td>
<td>0.309</td>
<td>0.409</td>
<td>0.393</td>
</tr>
<tr>
<td>$\rho_2$</td>
<td>0.976</td>
<td>0.987</td>
<td>0.990</td>
</tr>
<tr>
<td>$\rho_{51}$</td>
<td>0.983</td>
<td>0.988</td>
<td>0.990</td>
</tr>
<tr>
<td>$\rho_{50}$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$\psi = 0.3$

<table>
<thead>
<tr>
<th>$\kappa_4$</th>
<th>19.2</th>
<th>483</th>
<th>$6 \times 10^6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho_1$</td>
<td>0.385</td>
<td>0.455</td>
<td>0.421</td>
</tr>
<tr>
<td>$\rho_2$</td>
<td>0.975</td>
<td>0.987</td>
<td>0.989</td>
</tr>
<tr>
<td>$\rho_{51}$</td>
<td>0.982</td>
<td>0.988</td>
<td>0.990</td>
</tr>
<tr>
<td>$\rho_{50}$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$\psi = 0.6$

<table>
<thead>
<tr>
<th>$\kappa_4$</th>
<th>$1 \times 10^4$</th>
<th>$2 \times 10^6$</th>
<th>$4 \times 10^{12}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho_1$</td>
<td>0.497</td>
<td>0.699</td>
<td>0.694</td>
</tr>
<tr>
<td>$\rho_2$</td>
<td>0.907</td>
<td>0.968</td>
<td>0.942</td>
</tr>
<tr>
<td>$\rho_{51}$</td>
<td>0.946</td>
<td>0.988</td>
<td>0.982</td>
</tr>
<tr>
<td>$\rho_{50}$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$(\phi = 0)$ EGARCH(1,1) model when the error distribution is standard normal. Furthermore, the autocorrelation function of $\{\ln |\varepsilon_t^2|\}$ for the EGARCH(1,1) process, given in Lemma 2 of Chapter 2, is included in the figure also. This function also decays exponentially from the first lag, the decay rate $\beta = 0.99$ being equal to that in the GARCH(1,1) process. The autocorrelations are shown for two kurtosis values, $\kappa_4 = 20, 10^6$. It is seen that for $\kappa_4 = 20$, the autocorrelations of the squared observations for the EGARCH process decay somewhat faster in the beginning than those for the standard GARCH model but are of the same order of magnitude. The first autocorrelations of $\{\ln |\varepsilon_t^2|\}$ are somewhat lower than those of $\{\varepsilon_t^2\}$. For $\kappa_4 = 10^6$, the autocorrelation function of the EGARCH process has a radically different shape: the decay rate is now much faster in the beginning. On the other hand, the corresponding autocorrelation function of the GARCH model is little affected by this remarkable change in the kurtosis of the process. Finally, it is seen that the
level of the autocorrelations of \( \{ \ln e_t^2 \} \) in the symmetric EGARCH model can be very sensitive to changes in the kurtosis or, in other words, in \( \psi \), when \( \beta \) remains unchanged in (1.3).

**Figure 1.1** The first 25 autocorrelations of squared observations and the logarithms of squared observations for an EGARCH(1,1) model (1.1) and (1.3) with \( \beta = 0.99, \phi = 0 \), and (left panel, \( \kappa_4 = 20 \)) \( \psi = 0.3032 \), (right panel, \( \kappa_4 = 10^6 \)) \( \psi = 0.7225 \), and of squared observations for a standard GARCH(1,1) model (1.1) and (1.19) with \( \alpha_1 + \beta_1 = 0.99 \), and (left panel, \( \kappa_4 = 20 \)) \( \alpha_1 = 0.09196 \), (right panel, \( \kappa_4 = 10^6 \)) \( \alpha_1 = 0.09975 \). Both models have standard normal independent errors. EGARCH(1,1), squared observations: solid line; logarithms of squared observations: dashed-dotted line; and GARCH(1,1), squared observations: dashed line.

For some distributions of \( \{ z_t \} \) such as the Student \( t \) with a finite number of degrees of freedom, \( \mathbb{E} \exp \{ g \} \) typically has no finite unconditional moments. To improve the fit in applications when the normality assumption is unsatisfactory, Nelson (1991) proposed using more flexible parametric families of distributions such as the generalized error distribution (GED) (Harvey, 1981, Box and Tiao, 1973). The density of a GED random variable is given by

\[
f(z) = \frac{v \exp\{-0.5 |z/\lambda|^v\}}{\lambda 2^{(1+1/v)} \Gamma(1/v)}, \quad -\infty < z < \infty < z < \infty, \quad 0 < v \leq \infty, \quad (1.20)
\]

where \( \lambda = [2^{-2/v} \Gamma(1/v) / \Gamma(3/v)]^{1/2} \) and \( v \) is a tail-thickness parameter (for discussion, see Nelson, 1991, and Bolleslev, Engle, and Nelson, 1994). The following corollary gives the autocorrelation function of \( \{ |e_t^{2m} \} \) when \( z_t \sim \text{GED}(v) \).

**Corollary 5.4** Consider the asymmetric EGARCH (1,1) model (1.1) with (1.3) and assume \( z_t \sim \text{iid GED}(v) \) with \( \mathbb{E} z_t = 0, \mathbb{E} z_t^2 = 1 \) and \( v > 1 \). Then
the autocorrelation function of \(|\varepsilon_t^{2m}|\), when \(\varepsilon_t\) is generated by (1.1) and (1.3), has the form

\[
\rho_n(m) = \frac{\lambda^{2m-1} \Gamma(1/v)}{\Gamma((2m+1)/v)} S_n \prod_{i=1}^{n-1} S_{1i} \prod_{i=1}^{\infty} S_{2i} - \prod_{i=1}^{\infty} S_{1i}^{2},
\]

where

\[
S_n = \sum_{k=0}^{\infty} (m\beta^{n-1})^k \omega_k(v, m),
\]

\[
S_{1i} = \sum_{k=0}^{\infty} (m\beta^{i-1})^k \omega_k(v, 0),
\]

\[
S_{2i} = \sum_{k=0}^{\infty} [m(1 + \beta^n)\beta^{i-1}]^k \omega_k(v, 0),
\]

\[
S_{3i} = \sum_{k=0}^{\infty} (2m\beta^{i-1})^k \omega_k(v, 0),
\]

and for \(v > 1\) and \(m > 0\),

\[
\omega_k(v, m) = (2^{1/v} \lambda)^k [(\psi - \phi)^k + (\psi + \phi)^k] \frac{\Gamma((k + 2m + 1)/v)}{2\Gamma(1/v)\Gamma(k + 1)},
\]

\[k = 0, 1, 2, \ldots \] (1.22)

**Proof.** See the Appendix.

**Remark 4.** When \(v = 2\) in (1.20), \(z_t\) has a standard normal distribution. By Formula 3.381 #4 of Gradshteyn and Ryzhik (1980) it can be seen that

\[
\lim_{K \to \infty} \sum_{k=0}^{K} b^k \omega_k(2, 0) = \exp\{b^2(\psi - \phi)^2/2\} \Phi(b(\psi - \phi))
\]

\[+ \exp\{b^2(\psi + \phi)^2/2\} \Phi(b(\psi + \phi)). \] (1.23)

When \(v > 1\) but \(v \neq 2\), the limit (1.23) does not have an analytic expression. On the other hand, if \(v \leq 1\), \(E \exp\{bg\}\) in expression (1.13) does not exist unless restrictions on \(\psi\) and \(\phi\) are proposed. For a detailed discussion, see Nelson (1991).

**Remark 5.** Autocorrelation functions for logarithmic GARCH models of types (1.1) and (1.4) can also be obtained from formula (1.13), but we omit them from this presentation.
1.6 Conclusions

In this paper we have presented a characterization of the moment structure of the first-order exponential GARCH model, which is the most widely applied EGARCH model. The results of the paper are useful, for example, if we want to compare the EGARCH model with the standard GARCH model. They reveal certain differences in the moment structure between these models. Although the autocorrelations of the squared observations decay exponentially in the first-order GARCH model, the decay rate is not exponential in the first-order EGARCH model. Furthermore, in the case of the standard GARCH model, a high value of the kurtosis implies a slowly decaying autocorrelation function. This relationship does not hold for the EGARCH model class as a whole, although it may be valid for many individual members of the class.

The results of the paper only cover a family of EGARCH(1,1) models. Working out the moment structure of higher order EGARCH models is a more complicated task and is left for further work.
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Appendix A

Proofs

A.1 Theorem 1

Note that $|\beta| < 1$ implies that the infinite sum of the squared sequence $\{\beta_k\}$ defined in (2.1) of Nelson (1991) is finite. It follows directly from Theorem 2.1 of Nelson (1991) that when $\text{var}(g(z))$ is finite, $\{\varepsilon_t\}$ defined in (1.1) and (1.2) is strictly stationary if and only if $|\beta| < 1$.

A.2 Theorem 2

When $m = 2$, $E \exp\{2g(z_t)\} < \infty$ implies $E(g(z_t))^2 < \infty$. It follows from Theorem 1 that under (1.4), $\{\varepsilon_t\}$ defined in (1.1) and (1.2) is strictly stationary. Then raising both sides of equation (1.5) to the power $m > 0$ yields

$$h_t^{2m} = [\exp\{m\alpha_0\} \exp\{mg(z_{t-1})\}] h_{t-1}^{2m\beta}.$$  \hspace{1cm} (A.1)

Applying (1.5) to the right-hand side of (A.1) one obtains

$$h_t^{2m} = (\exp\{m\alpha_0(1 + \beta)\} \exp\{m[g(z_{t-1}) + \beta g(z_{t-2})]\}) h_{t-2}^{2m\beta^2}.$$  \hspace{1cm} (A.2)

Further recursion gives

$$h_t^{2m} = \left[\exp\left\{m\alpha_0 \sum_{i=0}^{n-1}\beta^{i-1}\right\} \exp\left\{m \sum_{i=1}^{n}\beta^{i-1}g(z_{t-i})\right\}\right] h_{t-n}^{2m\beta^n}.$$  \hspace{1cm} (A.2)

The strict stationarity condition $|\beta| < 1$ and letting $n \to \infty$ in (A.2) lead to

$$h_t^{2m} = \exp\{m\alpha_0(1 - \beta)^{-1}\} \exp\left\{m \sum_{i=1}^{\infty}\beta^{i-1}g(z_{t-i})\right\}.$$  \hspace{1cm} (A.3)
Next define
\[ a_i = \exp\{m\beta^{i-1}g(z_{t-i})\}. \]
Assume furthermore that \( \mathbb{E}\exp\{mg(z_t)\} < \infty \) for \( m > 0 \). Then it follows that \( \mathbb{E}a_i < \infty \) for \( i = 0, 1, 2, \ldots \). A sufficient condition for \( \prod_{i=1}^{\infty} \mathbb{E}a_i < \infty \) is that \( \sum_{i=1}^{\infty} |\mathbb{E}a_i - 1| < \infty \). To show the validity of this condition, expand \( a_i \) into a Taylor series around \( \beta^{i-1} = 0 \). This yields
\[ a_i = 1 + mg(z_t)\beta^{i-1} + O(|\beta^{i-1}|^2). \]
Then
\[ \sum_{i=1}^{\infty} |\mathbb{E}a_i - 1| = \sum_{i=1}^{\infty} |m\beta^{i-1}\mathbb{E}g(z_t) + O(|\beta^{i-1}|^2)| \]
\[ \leq m\mathbb{E}g(z_t)\sum_{i=1}^{\infty} |\beta^{i-1}| + \sum_{i=1}^{\infty} O(|\beta^{i-1}|^2) < \infty \]
because \( |\beta| < 1 \). Thus, from (A.3)
\[ \mu_{2m} = \mathbb{E}|\xi_t|^{2m} = \nu_{2m} \exp\{m\alpha_0(1 - \beta)^{-1}\} \]
\[ \times \prod_{i=1}^{\infty} \mathbb{E}\exp\{m\beta^{i-1}g(z_t)\}. \] (A.4)

**A.3 Theorem 3**

Applying (A.2) gives
\[ h_t^{2m}h_{t-n}^{2m} = \exp\{m\alpha_0(1 - \beta^n)(1 - \beta)^{-1}\} \]
\[ \times \left[ \prod_{i=1}^{n} \mathbb{E}\exp\{m\beta^{i-1}g(z_{t-i})\} \right] h_{t-n}^{2m}(\beta^{n+1}). \] (A.5)

Multiplying both sides of (A.5) by \( z_t^{2m}z_{t-n}^{2m} \), applying condition (1.4) and taking expectations yields
\[ \mathbb{E}(\varepsilon_t^{2m}\varepsilon_{t-n}^{2m}) = \exp\{m\alpha_0(1 - \beta^n)(1 - \beta)^{-1}\} \mathbb{E}z_t^{2m}\mathbb{E}z_{t-n}^{2m} \exp\{m\beta^{n-1}g(z_{t-n})\} \]
\[ \times \left[ \prod_{i=1}^{n-1} \mathbb{E}\exp\{m\beta^{i-1}g(z_{t-i})\} \right] \mathbb{E}h_{t-n}^{2m}(\beta^{n+1}) \]
\[ = \nu_{2m} \exp\{m\alpha_0(1 - \beta^n)(1 - \beta)^{-1}\} \mathbb{E}(z_t^{2m}\exp\{m\beta^{n-1}g(z_t)\}) \]
\[ \times \left[ \prod_{i=1}^{n-1} \mathbb{E}\exp\{m\beta^{i-1}g(z_i)\} \right] \mathbb{E}h_t^{2m}(\beta^{n+1}). \] (A.6)
Furthermore, from Theorem 2 it follows that

\[ E h_t^{2m(\beta^n+1)} = \exp\{m\alpha_0(1+\beta^n)(1-\beta)^{-1}\} \prod_{i=1}^{\infty} E \exp\{m(\beta^n+1)\beta^{-1}g(z_t)\}. \]  (A.7)

Expression (13) is obtained by inserting (A.7) in (A.6), defining \( \rho_n(m) = (E(\varepsilon_t^{2m}\varepsilon_t^{2m-n}) - (E\varepsilon_t^{2m})^2)/(E\varepsilon_t^{4m} - (E\varepsilon_t^{2m})^2) \), and applying Theorem 2.

**A.4 Lemma 1**

Let \( z_t \sim \text{nid}(0,1) \) and set \( g = g(z_t) \). For any finite, real number \( b \) and \( a > 0 \),

\[ E|z_t|^a \exp\{bg\} = (2\pi)^{-1/2}\Gamma(a+1) \exp\{-b\psi(2/\pi)^{1/2}\} \]
\[ \times \left(D_{-(a+1)}[-b(\psi + \phi)] + \exp\{-b^2\psi \phi\}D_{-(a+1)}[-b(\psi - \phi)]\right). \]  (A.8)

**Proof.** Nelson (1991) gives the expression for \( E z_t^a \exp\{bg\} \) when \( a \) is a positive integer. It follows from Formula 3.462 #1 in Gradshteyn and Ryzhik (1980) that (A.8) holds when \( a \) is a positive number. The finiteness of (A.8) follows as a special case from the proof of Theorem A1.2 of Nelson (1991).

**A.5 Corollary 5.1**

Note that under condition (1.4),

\[ \prod_{i=1}^{\infty} \exp\{m^2\beta^{2(i-1)}(\phi + \psi)^2\} = \exp\{m^2(\phi + \psi)^2(1-\beta^2)^{-1}\}, \]
\[ \prod_{i=1}^{\infty} \exp\{-2m\beta^{-1}\psi \sqrt{2/\pi}\} = \exp\{-2m\psi \sqrt{2/\pi}(1-\beta)^{-1}\}. \]

It follows from Theorem A1.1 of Nelson (1991) and Lemma 1 that

\[ E|z_t|^{2m} \exp\{m\beta^{n-1}g\} = \sqrt{2/\pi}\Gamma(2m+1) \exp\left\{-\sqrt{2/\pi}m\psi \beta^{n-1}\right\} \]
\[ \times \exp\{(1/4)m^2(\phi + \psi)^2\beta^{2(n-1)}\} \]
\[ \times \{D_{-(2m+1)}[-m\beta^{n-1}(\phi + \psi)] + \exp\{-m^2\beta^{2(n-1)}\phi \psi\} \]
\[ \times D_{-(2m+1)}[-m\beta^{n-1}(\psi - \phi)]\}, \]  (A.9)
\[
\prod_{i=1}^{n-1} \mathbb{E} \exp \{ m \beta^{i-1} g \} = \exp \left\{ -\sqrt{2/\pi} m \psi (1 - \beta^{n-1}) (1 - \beta)^{-1} \right\} \\
\times \exp \left\{ (1/2) m^2 (\psi + \phi)^2 (1 - \beta^2 (n-1)) (1 - \beta^2)^{-1} \right\} \\
\times \prod_{i=1}^{n-1} \Phi \left( m \beta^{i-1} (\psi + \phi) \right) \\
+ \exp \left\{ -2m^2 \beta^2 (i-1) \psi \phi \right\} \Phi \left( m \beta^{i-1} (\psi - \phi) \right) \right], \quad (A.10)
\]

\[
\prod_{i=1}^{\infty} \mathbb{E} \exp \{ m (\beta^n + 1) \beta^{i-1} g \} = \exp \left\{ -\sqrt{2/\pi} m \psi (1 + \beta^n) (1 - \beta)^{-1} \right\} \\
\times \exp \left\{ (1/2) m^2 (\psi + \phi)^2 (1 + \beta^n)^2 (1 - \beta^2)^{-1} \right\} \\
\times \prod_{i=1}^{\infty} \Phi \left( m \beta^{i-1} (1 + \beta^n) (\psi + \phi) \right) \\
+ \exp \left\{ -2m^2 \beta^2 (i-1) (1 + \beta^n)^2 \psi \phi \right\} \\
\times \Phi \left( m \beta^{i-1} (1 + \beta^n) (\psi - \phi) \right), \quad (A.11)
\]

\[
\prod_{i=1}^{\infty} \left( \mathbb{E} \exp \left\{ m \beta^{i-1} g \right\} \right)^2 = \exp \left\{ -2 \sqrt{2/\pi} m \psi (1 - \beta)^{-1} \right\} \\
\times \exp \left\{ m^2 (\psi + \phi)^2 (1 - \beta^2)^{-1} \right\} \\
\times \prod_{i=1}^{\infty} \Phi \left( m \beta^{i-1} (\psi + \phi) \right) \\
+ \exp \left\{ -2m^2 \beta^2 (i-1) \psi \phi \right\} \Phi \left( m \beta^{i-1} (\psi - \phi) \right), \quad (A.12)
\]

\[
\prod_{i=1}^{\infty} \mathbb{E} \exp \left\{ 2m \beta^{i-1} g \right\} = \exp \left\{ -2 \sqrt{2/\pi} m \psi (1 - \beta)^{-1} \right\} \\
\times \exp \left\{ 2m^2 (\psi + \phi)^2 (1 - \beta^2)^{-1} \right\} \\
\times \prod_{i=1}^{\infty} \Phi \left( 2m \beta^{i-1} (\psi + \phi) \right) \\
+ \exp \left\{ -8m^2 \beta^2 (i-1) \psi \phi \right\} \Phi \left( 2m \beta^{i-1} (\psi - \phi) \right), \quad (A.13)
\]

where \( \Phi (\cdot) \) is the standard normal cumulative distribution function and \( D_q [\cdot] \) is the parabolic cylinder function. On the other hand, for any \( m > 0 \),

\[
\mathbb{E} |z_t|^{2m} = \pi^{-1/2} 2^m \Gamma (m + 1/2). \quad (A.14)
\]

Inserting (A.9)-(A.14) into (1.13), manipulating the equation further, and defining \( D (\cdot) \) and \( \Phi_{ji}, j = 1, 2, 3 \), through (A.9)-(A.13), respectively, gives (1.14).
A.6 Corollary 5.3

It follows from (1.14) and the fact $\Phi(x) + \Phi(-x) = 1$ that (1.16) holds. Applying

$$
\int_0^\infty x^2 e^{-q x - x^2 / 2} dx = -q + \sqrt{2\pi} (1 + q^2) \Phi(-q) e^{q^2 / 2}
$$

and

$$
\int_0^\infty x e^{-q x - x^2 / 2} dx = 1 - \sqrt{2\pi} q \Phi(-q) e^{q^2 / 2},
$$

where $q$ is a finite real number, in turn to equation (1.16) yields expressions (1.17) and (1.18).

A.7 Lemma 2

Let $z_t \sim iid \text{GED}(\nu)$ such that $Ez_t = 0$, $Ez_t^2 = 1$, and $\nu > 1$. For any $|b| < \infty$ and $a \geq 0$,

$$
E|z_t|^a \exp\{bg\} = 2^{a/\nu} \lambda^a \exp\{-b[1/\nu - 1] + (1/\nu + \phi)\}
\times \sum_{k=0}^{\infty} (2^{1/\nu} \lambda b)^k [\psi - \phi]^k + (\psi + \phi)^k] \frac{\Gamma((k + a + 1)/\nu)}{2\Gamma(1/\nu)\Gamma(k + 1)}, \quad (A.15)
$$

where $\nu_1 = E|z_t|$.

Proof. Nelson (1991) considers the expectation $Ez_t^a \exp\{bg\}$ when $a$ is a nonnegative integer. We extend his result to the case of real $a \geq 0$. It follows from (1.20) that

$$
E|z_t|^a \exp\{bg\} = 2^{(a/\nu) - 1} \lambda^a \Gamma(1/\nu) \exp\{-b[1/\nu - 1] + (1/\nu + \phi)\}
\times \int_0^\infty \exp\{b\lambda(\psi - \phi)(2y)^{1/\nu}\} \exp\{b\lambda(\psi + \phi)(2y)^{1/\nu}\} dy. \quad (A.16)
$$

Applying $\exp\{x\} = \sum_{k=0}^{\infty} (x^k / \Gamma(k + 1))$, $|x| < \infty$, to $\exp\{b\lambda(\psi \pm \phi)(2y)^{1/\nu}\}$ in (A.16) gives

$$
E|z_t|^a \exp\{bg\} = 2^{(a/\nu) - 1} \lambda^a \Gamma(1/\nu) \exp\{-b[1/\nu - 1] + (1/\nu + \phi)\}
\times \int_0^\infty \sum_{k=0}^{\infty} (2^{1/\nu} \lambda b)^k [\psi - \phi]^k + (\psi + \phi)^k] \frac{y^{[(a+1+k)/\nu] - 1} \exp\{-y\}}{\Gamma(k + 1)} dy. \quad (A.17)
$$

It follows from Theorem A1.2 of Nelson (1991) that the order of summation and integration in (A.17) can be interchanged. Applying Formula 3.381 #4 in Gradshteyn and Ryzhik (1980) to (A.17) then gives (A.15).
A.8 Corollary 5.4

Note that if \( z_t \sim \text{GED}(v) \), then, for any \( a > 0 \),

\[
E|z_t|^a = 2^{a/v} \lambda \frac{\Gamma((a + 1)/v)}{\Gamma(1/v)}.
\] (A.18)

It follows from Lemma 2 that

\[
E|z_t|^{2m} \exp\{m\beta^{n-1}g\} = 2^{2m/v} \lambda^{2m} \exp\{-m\beta^{n-1}\psi_1\} \times \sum_{k=0}^{\infty} (m\beta^{n-1})^k \omega_k(v, m),
\] (A.19)

\[
\prod_{i=1}^{n-1} E \exp\{m\beta^{i-1}g\} = \exp\{-m\psi \nu_1(1 - \beta^{n-1})(1 - \beta)^{-1}\} \times \prod_{i=1}^{n-1} \left[ \sum_{k=0}^{\infty} (m\beta^{i-1})^k \omega_k(v, 0) \right],
\] (A.20)

\[
\prod_{i=1}^{\infty} E \exp\{m(1 + \beta^n)\beta^{i-1}g\} = \exp\{-m\psi \nu_1(1 + \beta^n)(1 - \beta)^{-1}\} \times \prod_{i=1}^{\infty} \left[ \sum_{k=0}^{\infty} (m(1 + \beta^n)\beta^{i-1})^k \omega_k(v, 0) \right],
\] (A.21)

\[
\prod_{i=1}^{\infty} (E \exp\{m\beta^{i-1}g\})^2 = \exp\{-2m\psi \nu_1(1 - \beta)^{-1}\} \times \prod_{i=1}^{\infty} \left[ \sum_{k=0}^{\infty} (m\beta^{i-1})^k \omega_k(v, 0) \right]^2,
\] (A.22)

\[
\prod_{i=1}^{\infty} E \exp\{2m\beta^{i-1}g\} = \exp\{-2m\psi \nu_1(1 - \beta)^{-1}\} \times \prod_{i=1}^{\infty} \left[ \sum_{k=0}^{\infty} (2m\beta^{i-1})^k \omega_k(v, 0) \right],
\] (A.23)

where \( \omega_k(v, m) \) is defined in (1.22). Applying (A.18)-(A.23) to equation (1.13), manipulating the equation further, and defining \( S_n \) and \( S_{ji}, j = 1, 2, 3 \), through (A.19)-(A.23), respectively, gives (1.21).
Chapter 2

Higher-order dependence in the general power ARCH process and the role of the power parameter
2.1 Introduction

In a recent paper, Ding et al. (1993) introduced a class of autoregressive conditional heteroskedastic models called Asymmetric Power Autoregressive Conditional Heteroskedastic (A-PARCH) models. The authors showed that this class contains as special cases a large number of well-known ARCH and GARCH models. The A-PARCH model contains a particular power parameter that makes the conditional variance equation nonlinear in parameters. Among other things, Ding, Granger and Engle showed that by letting the power parameter approach zero, the A-PARCH family of models also includes the logarithmic GARCH model as a special case. Hentschel (1995) defined a slightly extended A-PARCH model and showed that after this extension, the A-PARCH model also contains the exponential GARCH (EGARCH) model of Nelson (1991) as a special case as the power parameter approaches zero. Allowing this to happen in a general A-PARCH model forms a starting-point for our investigation.

A notable feature of the A-PARCH model is that, due to its parameterization, it is only possible to find analytically certain fractional moments of the absolute values of the original process related to the power parameter. Expressions for such moments were derived in He and Teräsvirta (1999c). In this paper we first define a slight generalization of the class of EGARCH models. Then we derive the autocorrelation function of squared and logarithmed observations for this class of models. For Nelson’s EGARCH model it is possible to reconcile our results with those in Breidt, Crato and de Lima (1998). Furthermore, we show that this autocorrelation function follows as a limiting case from the autocorrelation function of some fractional powers of the absolute values of the original observations.

On the other hand, if we want to derive the autocorrelation function of squares of the original observations and not their logarithms for the EGARCH model then the techniques applied in this paper do not apply. The solution to that problem can be found in Chapter 1. The autocorrelation functions can be used for evaluating an estimated model by checking how well the model is able to reproduce stylized facts; see Chapter 3 for an example. This means estimating the autocorrelation function from the data and comparing it with the corresponding autocorrelations obtained by plugging in the parameter estimates from the PARCH model into the theoretical expressions of the autocorrelations.

This approach cannot be applied if the autocorrelations compared are, say, autocorrelations of squared observations instead of autocorrelations of suitable fractional moments of their absolute values. This is the case for example when
one wants to compare autocorrelations of squares implied by two different models, for instance a standard GARCH and a symmetric PARCH model, with each other. The only possibility is to estimate the autocorrelations of squared observations for the PARCH model by simulation. This becomes an issue in this paper, for the role of the power parameter in the PARCH model will be an object of our investigation.

Applications of the A-PARCH model to return series of stocks and exchange rates have revealed some regularities in the estimated values of the power parameter; see Ding, Granger and Engle (1993), Brooks, Faff, McKenzie and Mitchell (2000) and McKenzie and Mitchell (2002). We add to these results by fitting symmetric first-order PARCH models to return series of 30 most actively traded stocks of the Stockholm Stock Index. Our results agree with the previous ones and suggest that the power parameter lowers the autocorrelations of squared observations compared to the corresponding autocorrelations implied, other things equal, by the standard first-order GARCH model. In the present situation this means estimating the autocorrelation function of the squared observations from the data and comparing that with the corresponding values obtained by plugging the parameter estimates into the theoretical expressions of the autocorrelations. Another example can be found in He and Teräsvirta (1999c).

The plan of the paper is as follows. Section 2 defines the class of models of interest and introduces notation. The main theoretical results appear in Section 3. Section 4 contains a comparison of autocorrelation functions of squared observations for different models and Section 5 a discussion of empirical examples. Finally, conclusion appear in Section 6. All proofs can be found in Appendix.

2.2 The model

Let \( \{\varepsilon_t\} \) be a real-valued discrete time stochastic process generated by

\[
\varepsilon_t = z_t h_t \tag{2.1}
\]

where \( \{z_t\} \) is a sequence of independent identically distributed random variables with mean zero and unit variance, and \( h_t \) is a \( \mathcal{F}_{t-1} \)-measurable function, where \( \mathcal{F}_{t-1} \) is the sigma-algebra generated by \( \{z_{t-1}, z_{t-2}, z_{t-3}, \ldots\} \), and positive with probability one. Let

\[
h_t^{2\delta} = c_0 + c_\delta(z_{t-1}) h_{t-1}^{2\delta}, \; \delta > 0 \tag{2.2}
\]
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where \( \alpha_0 \) is a positive scalar and \( c_{dt} = c_{\delta}(z_t) \) is a well-defined function of \( z_t \). The sequence \( \{c_{dt}\} \) is a sequence of independent identically distributed random variables such that each \( c_{dt} \) is stochastically independent of \( h_t^{2\delta} \). Function \( c_{dt} \) contains parameters that determine the moment structure of \( \{\varepsilon_t\} \). Constrains on these parameters are necessary to guarantee that \( h_t^{2\delta} \) remains positive with probability 1. We call (2.1) and (2.2) a general power ARCH (GPARCH(\( \delta \), 1, 1)) model. This model appeared in He and Teräsvirta (1999c) in a slightly more general form with \( \alpha_0 = g(z_t) \) being a stochastic variable.

Setting \( c_\delta(z_{t-1}) = \alpha(|z_t| - \phi z_t)^{2\delta} + \beta \) in equation (2.2), defines, together with equation (2.1), the Asymmetric Power ARCH (A-PARCH) (1,1) model of Ding et al. (1993). Note that these authors use \( \delta \) in place of \( 2\delta \) in equation (2.2) but that does not affect the results. Hentschel (1995) also defined a parametric family of GARCH models similar to (2.1) and (2.2) for highlighting relations between different GARCH models and their treatment of asymmetry.

In this paper we are interested in the limiting case \( \delta \to 0 \). Taking logarithms of (2.1) yields

\[
\ln \varepsilon_t^2 = \ln z_t^2 + \ln h_t^2. \tag{2.3}
\]

On the other hand, equation (2.1) can be modified such that it relates the Box-Cox transformed \( \varepsilon_t^2 \), that is, \( \varphi_\delta(\varepsilon_t^2) = (\varepsilon_t^{2\delta} - 1)/\delta \), to \( (h_t^{2\delta} - 1)/\delta \). Then by applying l'Hôpital's rule it can be shown that letting \( \delta \to 0 \) in the modified equation also leads to (2.3). This entitles us to consider certain exponential GARCH models as limiting cases of the power ARCH model (2.1) and (2.2). In order to see that, rewrite (2.2) in terms of \( (h_t^{2\delta} - 1)/\delta \) and define \( c_\delta(z_t) = \delta g(z_t) + \beta \). It can be shown that under certain conditions, as \( \delta \to 0 \), equation (2.2) becomes

\[
\ln h_t^2 = \alpha_0 + g(z_{t-1}) + \beta \ln h_{t-1}^2 \tag{2.4}
\]

where \( g(z_t) \) is a well-defined function of \( z_t \). Equation (2.4) is thus nested in (2.2). Equations (2.1) and (2.4) or (2.3) and (2.4) define a class of GPARCH(0,1,1) models that contains certain well-known models as special cases. For example, setting \( g(z_t) = \phi z_t + \psi(|z_t| - E|z_t|) \) in (2.4) yields

\[
\ln h_t^2 = \alpha_0 + \phi z_{t-1} + \psi(|z_{t-1}| - E|z_{t-1}|) + \beta \ln h_{t-1}^2 \tag{2.5}
\]

which, jointly with (2.1), defines the EGARCH(1,1) model of Nelson (1991). Similarly, we may set \( c_\delta(z_t) = \alpha g_1(z_t) + \beta \) where \( g_1(z_t) > 0 \) for all \( t \) with probability one. Then, by l'Hôpital's rule, (2.2) converges to

\[
\ln h_t^2 = \alpha_0 + \alpha \ln g_1(z_{t-1}) + (\alpha + \beta) \ln h_{t-1}^2 \tag{2.6}
\]
as \( \delta \to 0 \). Equations (2.1) and (2.6) define a class of logarithmic GARCH (LGARCH(1,1)) models. Setting \( g_t(z_t) = z_t^2 \) in (2.6) yields

\[
\ln h_t^2 = \alpha_0 + \alpha \ln \varepsilon_{t-1}^2 + \beta \ln h_{t-1}^2
\]

which is the LGARCH(1,1) model of Geweke (1986) and Pantula (1986). Since (2.4) and (2.6) have a similar structure we mainly consider results for the GPARCH(0,1,1) model (2.1) and (2.4). They can be easily modified to apply to the class of LGARCH(1,1) models.

### 2.3 The limiting results

In this section we derive the asymptotic moment structure of the GPARCH(1,1) model (2.1) and (2.2) as \( \delta \to 0 \) under the Box-Cox transformation. We first give the moment structure of (2.1) and (2.2) for \( \delta > 0 \). Having done that we derive the moment structure of model (2.3) with (2.4). Finally, we show that this result may be also obtained as a limiting case of model (2.1) with (2.2) as \( \delta \to 0 \).

To formulate our first result let \( \gamma_{128} = E \varepsilon_t \) and \( \gamma_{128}^2 = E \varepsilon_t^2 \). We have

**Lemma 1** For the GPARCH(\( \delta,1,1 \)) model (2.1) with (2.2), a necessary and sufficient condition for the existence of the \( 4\delta \)-th unconditional moment \( \mu_{4\delta} = E |\varepsilon_t|^{4\delta} \) of \{\( \varepsilon_t \)\} is

\[
\gamma_{2\delta} < 1.
\]  

If (2.8) holds, then

\[
\mu_{4\delta} = \alpha_0^2 \mu_{4\delta}(1 + \gamma_{\delta})/((1 - \gamma_{\delta})(1 - 2\gamma_{\delta}))
\]  

where \( \nu_{2\psi} = E |z_t|^{2\psi}, \psi > 0 \). The autocorrelation function \( \rho_n(\delta) = \rho(|\varepsilon_t|^{2\delta}, |\varepsilon_{t-n}|^{2\delta}) \), \( n \geq 1 \), of \{|\varepsilon_t|^{2\delta}\} has the form

\[
\rho_1(\delta) = \frac{\nu_{2\delta}\gamma_{\delta}(1 - \gamma_{\delta}) - \nu_{2\delta}\gamma_{\delta}(1 - 2\gamma_{\delta})}{\mu_{4\delta}(1 - \gamma_{\delta}) - \nu_{2\delta}^2(1 - 2\gamma_{\delta})}
\]

where \( \gamma_{\delta} = E(|z_t|^{2\delta} \varepsilon_t) \), and \( \rho_n(\delta) = \gamma_{\delta} \rho_{n-1}(\delta) \), \( n \geq 2 \).

Let \( M_\delta(\mu_{4\delta}, \rho_n(\delta)) \) be the analytic moment structure defined by Lemma 1 for the GPARCH(\( \delta,1,1 \)) model (2.1) and (2.2). It is seen that \( M_\delta(\cdot) \) is a function of power parameter \( \delta \). Note that the autocorrelation function of \{|\varepsilon_t|^{2\delta}\} is decaying exponentially with the discount factor \( \gamma_{\delta} \). In particular, setting \( \delta = 1 \) in equations (2.8) and (2.10) yields the existence condition of the
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fourth moment and the autocorrelation function of the squared observations of the standard GARCH(1,1) model (Bollerslev (1986)) with non-normal errors.

It is customary to also consider the kurtosis of any given GARCH process, see, for example, Bollerslev (1986) or He and Teräsvirta (1999). In this case, the kurtosis of $|\varepsilon_t|^\delta$ or $\varphi_\delta(|\varepsilon_t|) = (|\varepsilon_t|^\delta - 1)/\delta$ may be defined as

$$
\kappa_4(\delta) = \frac{E(|\varepsilon_t|^\delta - E|\varepsilon_t|^\delta)^4}{\{E(|\varepsilon_t|^\delta - E|\varepsilon_t|^\delta)^2\}^2}
$$

$$
= \frac{E(\varphi_\delta(|\varepsilon_t|) - E\varphi_\delta(|\varepsilon_t|))^4}{\{E(\varphi_\delta(|\varepsilon_t|) - E\varphi_\delta(|\varepsilon_t|))^2\}^2}
$$

so that the limiting case

$$
\lim_{\delta \to 0} \kappa_4(\delta) = \frac{E(\ln \varepsilon_t - E \ln \varepsilon_t)^4}{\{E(\ln \varepsilon_t - E \ln \varepsilon_t)^2\}^2}.
$$

(2.11)

The kurtosis (2.11) is thus the limiting case of the kurtosis of the absolute-valued process $\{|\varepsilon_t|^{\delta}\}$. Computing it would require the expectations $E(\ln \varepsilon_t)^4$ and $E(\ln \varepsilon_t)^3$ or, alternatively, $E(\ln \varepsilon_t^2)^4$ and $E(\ln \varepsilon_t^2)^3$ for which no analytical expressions have been derived above. The kurtosis of $\ln \varepsilon_t$ is a concept quite different from that of $\varepsilon_t$, and for this reason it is not considered any further here.

For the GPARCH(0,1,1) process we obtain the following result:

**Lemma 2** For the GPARCH(0,1,1) process (2.3) and (2.4), assume that variances of $(\ln z_t)^2$ and $(g(z_t))^2$ are finite for any $t$. Then the second unconditional moment of $\ln \varepsilon_t^2$ exists if and only if

$$
|\beta| < 1.
$$

(2.12)

When (2.12) holds, this second moment can be expressed as

$$
\mu_0 = E(\ln \varepsilon_t^2)^2 = \frac{\Delta}{(1 - \beta)(1 - \beta^2)}
$$

(2.13)

where $\Delta = \gamma_{(\ln z_t)^2}(1 - \beta)(1 - \beta^2) + 2\gamma_{\ln z_t z_t}(\alpha_0 + \gamma_g)(1 - \beta^2) + [\alpha_0^2(1 + \beta) + 2\alpha_0(1 + \beta)\gamma_g + 2\beta\gamma_g^2 + (1 - \beta)\gamma_{g^2}]$ and $\gamma_{(\ln z_t)^2} = E(\ln z_t^2)^2$, $\gamma_{\ln z_t} = E \ln z_t$, $\gamma_g = E g(z_t)$ and $\gamma_{g^2} = E (g(z_t))^2$. Furthermore, the autocorrelation function $\rho_n^0 = \rho(\ln \varepsilon_t^2, \ln \varepsilon_{t-n}^2)$, $n \geq 1$, of $\{\ln \varepsilon_t^2\}$ has the form

$$
\rho_1^0 = \frac{(1 - \beta^2)(\gamma_g \ln z_t - \gamma_g \gamma_{\ln z_t}) + \beta(\gamma_{g^2} - \gamma_g^2)}{(1 - \beta^2)(\gamma_{(\ln z_t)^2} - \gamma_{\ln z_t}^2) + (\gamma_{g^2} - \gamma_g^2)},
$$

$$
\rho_n^0 = \rho_1^0 \beta^{n-1}, n \geq 2,
$$

(2.14)

where $\gamma_g \ln z_t = E(\ln z_t) \ln z_t^2$.
Nelson (1991) derived the autocovariance function of the logarithm of the conditional variance of the EGARCH process. Breidt et al. (1998) obtained the autocorrelation function of \( \{ \ln \varepsilon_t^2 \} \) for the EGARCH model. In both articles the authors made use of the infinite moving average representation of the logarithm of the conditional variance. Lemma 2 gives the corresponding result for the first-order process directly in terms of the parameters of the original model, which is practical for model evaluation purposes.

Let \( \mathcal{M}_0(\mu_0, \rho_n^0) \) be the moment structure defined by Lemma 2 for the GPARCH(0,1,1) process (2.3) and (2.4). Next, let \( I_\delta = (0, l) \), \( l > 0 \), be an open interval such that \( \delta_0 \in I_\delta \) if and only if \( \gamma_{2\delta_0} < 1 \). We have

**Theorem** Assume that \( \mathcal{M}_\delta(\cdot) \) is defined on \( I_\delta \) and the corresponding functions in \( \mathcal{M}_\delta(\cdot) \) are continuous on \( I_\delta \) and are twice differentiable with respect to \( \delta \). Then under the transformation \( \varphi_\delta(\varepsilon_t^2) = (\varepsilon_t^{2\delta} - 1)/\delta \),

\[
\mathcal{M}_\delta(\mu_{4\delta}, \rho_n(\delta)) \rightarrow \mathcal{M}_0(\mu_0, \rho_n^0) \tag{2.15}
\]
as \( \delta \rightarrow 0 \).

**Remark.** It has been pointed out above that, under the Box-Cox transformation \( \varphi_\delta(\varepsilon_t^2) = (\varepsilon_t^{2\delta} - 1)/\delta \), equation (2.1), when appropriately modified, converges to equation (2.3) as \( \delta \rightarrow 0 \). The theorem then says that under this transformation the moment structure of the GPARCH(\( \delta, 1, 1 \)) model (2.1) and (2.2) approaches the moment structure of the GPARCH(0,1,1) model as \( \delta \rightarrow 0 \): \( \mu_{4\delta} \rightarrow \mu_0 \) and \( \rho_n(\delta) \rightarrow \rho_n^0 \). This convergence shows that the moment structure \( \mathcal{M}_0(\cdot) \) belongs to the class of structures \( \mathcal{M}_\delta(\cdot) \) as a boundary case. These moment structures are thus isomorphic. Besides, the parameter \( \delta \) in the GPARCH(\( \delta, 1, 1 \)) process defines a value for which the autocorrelation function \( \rho(|\varepsilon_t|^{\delta}, |\varepsilon_{t-k}|^{\delta}) \), \( k \geq 1 \), decays exponentially with \( k \). To consider the practical value of these results suppose, for example, that \( \gamma_4 < 1 \). Then we have a class of GPARCH(\( \delta, 1, 1 \)) models with the same parameter values such that the available \( \mathcal{M}_\delta(\cdot) \) is defined on \([0, 1]\), that is, \( \gamma_{2\delta} < 1 \), \( \delta \leq 1 \). Practitioners may want to use these results to see what kind of moment implications GPARCH models they estimate may have. Results in \( \mathcal{M}_\delta(\cdot) \) defined on \([0, 1]\) may also be useful in checking how well different GPARCH models represent the reality, which is done by comparing parametric moment estimates from a GPARCH(\( \delta, 1, 1 \)) model with corresponding nonparametric ones obtained directly from the data. First-order LGARCH and EGARCH models may thus be compared with, say, a standard GARCH(1,1) model in this respect if both are estimated using the same data.
2.4 Autocorrelation functions of squared observations

In this section we show how the autocorrelation function of $\varepsilon_t^2$ varies with $\delta$ across GPARCH($\delta,1,1$) models with normal errors. We demonstrate how the power parameter increases the flexibility of the specification compared to the GARCH model. We also include the symmetric first-order EGARCH model and LGARCH models in our comparison. The three parameters in the GARCH model are selected such that the unconditional variance equals unity, the kurtosis equals 12, and the decay rate of the autocorrelations of $\varepsilon_t^2$ equals 0.95. For the GARCH(1,1) model, this decay rate is obtained by setting $\alpha + \beta = 0.95$. The parameter values for the EGARCH model and the LGARCH are chosen such as to make the models as comparable with the GARCH model as possible. Thus, $\beta = 0.95$ in the EGARCH model and $\alpha + \beta = 0.95$ in the LGARCH model correspond to $\alpha + \beta = 0.95$ in the GARCH model, because $\beta$ and $\alpha + \beta$, respectively, control the decay of the autocorrelation function of the squared observations in these two models. Note, however, that while the decay rate of the autocorrelation of $\varepsilon_t^2$ in the GARCH(1,1) model equals $\alpha + \beta$, it only approaches $\beta$ with increasing lag length in the EGARCH(1,1) model and $\alpha + \beta$ from below in the LGARCH(1,1) model. The individual parameters are chosen such that the unconditional variance and the kurtosis are the same in all three models as well. This can be done using the analytic expressions for the relevant moments of the EGARCH(1,1) model in Chapter 1 and the LGARCH(1,1) model in Appendix (Lemma 3). For the EGARCH model, the moment restrictions are the same as in Chapter 4.

In order to illustrate the role of $\delta$, we consider the GPARCH(1,1) model with $\delta = 1.5$ and $\delta = 1$ under the assumption that the other parameters are the same as in the GARCH(1,1) model. For $\delta = 1.5$ the autocorrelations of $\varepsilon_t^2$ cannot be obtained analytically, and we have computed them by simulation from 1,000 series of 100,000 observations each. For $\delta = 1$, they are available from He and Teräsvirta (1999) where this special case is considered under the name absolute-valued GARCH model. It can be seen from Figure 2.1 that $\delta < 2$ reduces the autocorrelations of $\varepsilon_t^2$ (other things equal) compared to $\delta = 2$ (the GARCH model). The difference in autocorrelations between $\delta = 1.5$ and $\delta = 1$ is smaller than the corresponding difference between $\delta = 2$ and $\delta = 1.5$ which is quite large. The autocorrelations of the EGARCH model and the LGARCH are different from the ones of the GARCH model. As already mentioned, the decay is exponential for the autocorrelations of the GARCH model but faster than exponential and exponential only asymptotically (as a
Figure 2.1 Autocorrelation functions of squares for five first-order GARCH models, EGARCH (dashed line, short dashes), GARCH (solid line), LGARCH (dashed line, long dashes), PGARCH $\delta = 1.5$ (dashed-dotted line) and PGARCH $\delta = 1$ (dotted line).

function of the lag length), both for the EGARCH model and the LGARCH model. This is also in fact the case for the GPARCH models for which $\delta < 2$.

2.5 Empirical examples

Ding et al. (1993) demonstrated the potential of the GPARCH model by fitting the model with normal errors to the long S&P 500 daily stock return series from January 3, 1928 to August 30, 1991, 17,055 observations in all. The estimate of the power parameter $\delta$ was equal to 1.43 and significantly different from two (the GARCH model). Brooks, Faff, McKenzie and Mitchell (2000) applied the GPARCH(1,1) model with t-distributed errors to national stock market returns for 10 countries plus a world index for the period February 1989 to December 1996, which amounted to a total of 2062 daily observations. Except for three extremes cases, the power parameter estimates were between 1.17 and 1.45, with most values close to the mean value 1.36. The authors concluded that in the absence of leverage effects there is moderate evidence supporting the need for the power parameter. In the case of six countries plus the world index, the standard GARCH model could not be rejected in favour of the symmetric GPARCH model at the 5% significance level. The
evidence against the standard GARCH model was, however, much stronger in case of a combination of leverage and power effects. More specifically, with the exception of one national return series, the GARCH model was strongly rejected in favour of the asymmetric GPARCH model.

McKenzie and Mitchell (2002) applied the GPARCH model to daily return series of 17 heavily traded bilateral exchange rates and found the estimated power parameter equal to 1.37 on average. All power parameter estimates were between one and two. For seven of the estimated models the power parameter was significantly different from two. The results were thus quite similar to the ones Brooks et al. (2000) reported.

Tse and Tsui (1997) fitted the A-PARCH model to two exchange rate return series, the Malaysian ringgit and the Singaporean dollar. Their results do not fit the pattern just described. The most notable fact is the large change in the estimated value of $\delta$ when the t-distributed errors are substituted for the normal ones. The estimated degrees of freedom of the t-distribution are in both cases so low that they alone exclude the existence of the finite fourth moment for the underlying GARCH process.

In order to further explore the role of the power parameter in practice we consider daily return series of the 30 most actively traded stocks in Stockholm Stock Exchange and estimate a symmetric GPARCH($\delta,1,1$) model (with normal errors), a standard GARCH model and an EGARCH model for these series. The names of the stocks can be found in Table 2.1 together with information about the length of the series. The period investigated ends April 24, 2001. The return series have been obtained from Datastream and are also used in Chapter 4.

In Table 2.1 we report the maximum likelihood estimates of the power parameter $\delta$. The estimates of $\delta$ lie between 1.21 and 1.49, most of them close to the mean value of 1.40. We find that the estimates are remarkably similar (around a mean value of 1.40) to the ones Brooks et al. (2000) obtained for their return series. The estimates of $\delta$ are significantly different from two in a majority of cases, see Table 2.1, where the $p$-value of the test is less than 0.01 in 15 cases out of 29. It should be noted, however, that some of the estimated autocorrelations may not actually have a theoretic counterpart because the moment condition $\gamma_{2\delta} < 1$ appearing in Lemma 1 is not satisfied. This does not mean that the $2\delta$th moment of $\varepsilon_t$ cannot exist, because $\gamma_{2\delta}$ is an estimate, but empirical support for the existence of this moment cannot be argued to be strong. If we merely compare standard GARCH and EGARCH models using tests of non-nested hypotheses, the results of Chapter 4 indicate that both models fit the 30 series more or less equally well.
Table 2.1 The stocks, the estimates of the power parameter, length of the series, p-values of the likelihood ratio test of GARCH against GPARCH, and the estimated left-hand side of the moment condition of Lemma 1.

<table>
<thead>
<tr>
<th>Stock</th>
<th>( \gamma )</th>
<th>( \delta )</th>
<th>( T )</th>
<th>( p )</th>
<th>( \tilde{\gamma}_{2\delta} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABB</td>
<td>1.41</td>
<td>3717</td>
<td>0.008</td>
<td>1.013</td>
<td></td>
</tr>
<tr>
<td>Assa A.</td>
<td>1.37</td>
<td>1617</td>
<td>0.382</td>
<td>0.733</td>
<td></td>
</tr>
<tr>
<td>Assi D.</td>
<td>1.40</td>
<td>1769</td>
<td>0.003</td>
<td>1.015</td>
<td></td>
</tr>
<tr>
<td>Astra</td>
<td>1.37</td>
<td>3591</td>
<td>3 \times 10^{-7}</td>
<td>1.029</td>
<td></td>
</tr>
<tr>
<td>Atlas C.</td>
<td>1.40</td>
<td>2915</td>
<td>0.001</td>
<td>0.976</td>
<td></td>
</tr>
<tr>
<td>Autoliv</td>
<td>1.30</td>
<td>1690</td>
<td>9 \times 10^{-5}</td>
<td>1.055</td>
<td></td>
</tr>
<tr>
<td>Electrolux</td>
<td>1.42</td>
<td>4577</td>
<td>0.1648</td>
<td>0.959</td>
<td></td>
</tr>
<tr>
<td>Ericsson</td>
<td>1.42</td>
<td>4576</td>
<td>1 \times 10^{-6}</td>
<td>0.962</td>
<td></td>
</tr>
<tr>
<td>FSB</td>
<td>1.49</td>
<td>1470</td>
<td>0.1915</td>
<td>0.622</td>
<td></td>
</tr>
<tr>
<td>Gambro</td>
<td>1.41</td>
<td>2454</td>
<td>0.037</td>
<td>1.004</td>
<td></td>
</tr>
<tr>
<td>Holmen</td>
<td>1.42</td>
<td>4568</td>
<td>0.022</td>
<td>0.959</td>
<td></td>
</tr>
<tr>
<td>Industriv.</td>
<td>1.43</td>
<td>2061</td>
<td>0.200</td>
<td>0.905</td>
<td></td>
</tr>
<tr>
<td>Investor</td>
<td>1.42</td>
<td>4146</td>
<td>0.009</td>
<td>0.944</td>
<td></td>
</tr>
<tr>
<td>Nokia</td>
<td>1.41</td>
<td>2907</td>
<td>5 \times 10^{-5}</td>
<td>0.993</td>
<td></td>
</tr>
<tr>
<td>OMG</td>
<td>1.43</td>
<td>2084</td>
<td>9 \times 10^{-6}</td>
<td>0.962</td>
<td></td>
</tr>
<tr>
<td>Pharmacia</td>
<td>1.44</td>
<td>1370</td>
<td>0.339</td>
<td>0.826</td>
<td></td>
</tr>
<tr>
<td>Sandvik</td>
<td>1.38</td>
<td>4576</td>
<td>9 \times 10^{-6}</td>
<td>1.037</td>
<td></td>
</tr>
<tr>
<td>Scania</td>
<td>1.38</td>
<td>1268</td>
<td>2 \times 10^{-14}</td>
<td>1.173</td>
<td></td>
</tr>
<tr>
<td>Securitas</td>
<td>1.33</td>
<td>2461</td>
<td>9 \times 10^{-5}</td>
<td>1.025</td>
<td></td>
</tr>
<tr>
<td>Skandia</td>
<td>1.42</td>
<td>4566</td>
<td>0.314</td>
<td>0.959</td>
<td></td>
</tr>
<tr>
<td>SEB</td>
<td>1.43</td>
<td>2984</td>
<td>0.003</td>
<td>0.957</td>
<td></td>
</tr>
<tr>
<td>Skanska</td>
<td>1.41</td>
<td>4337</td>
<td>0.173</td>
<td>0.984</td>
<td></td>
</tr>
<tr>
<td>SKF</td>
<td>1.43</td>
<td>4578</td>
<td>0.012</td>
<td>0.939</td>
<td></td>
</tr>
<tr>
<td>SSAB</td>
<td>1.45</td>
<td>2963</td>
<td>0.719</td>
<td>0.784</td>
<td></td>
</tr>
<tr>
<td>Stora</td>
<td>1.42</td>
<td>3263</td>
<td>0.197</td>
<td>0.964</td>
<td></td>
</tr>
<tr>
<td>SCA</td>
<td>1.39</td>
<td>4576</td>
<td>0.290</td>
<td>1.019</td>
<td></td>
</tr>
<tr>
<td>SHB</td>
<td>1.43</td>
<td>2612</td>
<td>5 \times 10^{-5}</td>
<td>0.920</td>
<td></td>
</tr>
<tr>
<td>Sw. Match</td>
<td>1.21</td>
<td>1239</td>
<td>0.045</td>
<td>1.039</td>
<td></td>
</tr>
<tr>
<td>VOLVO</td>
<td>1.37</td>
<td>5324</td>
<td>2 \times 10^{-8}</td>
<td>1.033</td>
<td></td>
</tr>
</tbody>
</table>
As a detailed example we consider the return series of SEB which is plotted in Figure 2.2. For this series we estimate the autocorrelation function of the squared observations from the data and compare them with the autocorrelations obtained by plugging the parameter estimates for the three estimated models into the theoretical expressions of the autocorrelations. Note that from the GARCH(1,1) model estimated for this series one obtains $\hat{\gamma}_4 < 1$, so the fourth-moment condition is satisfied and we can discuss the autocorrelation function of squares of the GPARCH(1,1) model with some confidence. It is seen from Figure 2.3 that for all models the discrepancy between the autocorrelation functions and the autocorrelations estimated directly from data is large at small lags. For long lags, the gap between the two is much smaller for the GPARCH(δ,1,1) model than for the two other models. As already noted, augmenting the GARCH model by the power parameter $\delta$, other things equal, reduces autocorrelations of squared observations compared to the two other models. This probably explains the results obtained by Brooks et al. (2000) and McKenzie and Mitchell (2002).

The present example shows that the estimated power parameter considerably improves the correspondence between the estimated autocorrelations on the one hand and the autocorrelation estimates from the model on the other. But then, the rapid decrease of the autocorrelations at first lags is not accounted for by any of the models; a higher-order model is required for the purpose. He and Teräsvirta (1999b) showed how a second-order GARCH model already can have an autocorrelation function of squared observations that is much more flexible than the corresponding autocorrelation function for the GARCH(1,1) model.
2.6 Final remarks

In this chapter we derive the autocorrelation structure of the logarithms of squared observations of a class of power ARCH processes and show that this structure may be obtained as a limiting case of a general power ARCH model. An interesting thing to notice is that the autocorrelation structure of the $\delta$th power of absolute-valued observations of this first-order GPARCH process is exponential for all GPARCH($\delta, 1, 1$) processes such that the $4\delta$th fractional moment exists. This property is retained at the limit as the power parameter approaches zero, which means that the autocorrelation function of the process of logarithms of squared observations also decay exponentially. While this is true for the logarithmed squared observations of an LGARCH(1,1) or EGARCH(1,1) process it cannot simultaneously be true for the untransformed observations defined by these processes as we have demonstrated in Chapter 1 for the EGARCH(1,1) case.

Conversely, if we have the original GARCH(1,1) [GPARCH(1,1,1)] process of Bollerslev (1986) with the autocorrelations of $\{\varepsilon_t^2\}$ decaying exponentially, the autocorrelation function of $\{\ln \varepsilon_t^2\}$ does not have this property. The practical value of these facts when discriminating between GARCH(1,1) and EGARCH(1,1) models is not clear, but they illustrate the theoretical dif-
ferences in the higher-order dynamics between these two classes of models. Note that possible asymmetry is not an issue here. Nelson’s EGARCH(1,1) model is a member of the GPARCH(0,1,1) family independent of the value of the asymmetry parameter. Likewise, if the standard GARCH(1,1) process is generalized to an asymmetric GJR-GARCH(1,1) (Glosten, Jagannathan and Runkle (1993)) process the argument remains the same. This is because the GJR-GARCH model is still a member of the GPARCH(1,1,1) class; see Ding et al. (1993) and He and Teräsvirta (1999) for more discussion.

In order to explain the role of the power parameter we present a detailed analysis of how the autocorrelation function of $\varepsilon_t^2$ differ across members of the GPARCH(δ,1,1) models. We demonstrate that $\delta < 2$ reduces the autocorrelations of $\varepsilon_t^2$ (other things equal) compared to $\delta = 2$ (the GARCH model). This fact may explain the regularities in estimation results in papers in which GPARCH models have been fitted to stock return series. In an empirical example we show that the estimated power parameter considerably improves the correspondence between the estimated autocorrelations on the one hand and the autocorrelation estimates from the model on the other.
Bibliography


He, C. and Teräsvirta, T. (1999c), Statistical properties of the asymmetric power ARCH process, in R. F. Engle and H. White, eds, ‘Cointegration,


Appendix A

Proofs

A.1 Lemma 1

(i) We shall show that \( \{\varepsilon_t\} \) defined in (2.1) and (2.2) is strictly stationary if \( \gamma_\delta < 1 \). Note that under \( \gamma_\delta < 1 \) (2.2) has a representation

\[
h_t^{2\delta} = \alpha_0 + \sum_{i=1}^{\infty} c_\delta(z_{t-i}).
\]

Since \( \{c_\delta(z_t)\} \) is a sequence of iid and \( \text{var}(c_\delta(z_t)) \) is finite, \( \sum_{i=1}^{\infty} \text{var}(c_\delta(z_{t-i})) < \infty \). It follows from Billingsley (1986, Theorem 22.6)) that \( \{h_t^{2\delta}\} \) is finite almost surely. This, combined with Theorem 2.1 of Nelson (1991) and \( \gamma_2^{2\delta} < 1 \) implies that \( \{\varepsilon_t\} \) in (2.1) and (2.2) is strictly stationary.

(ii) That \( \{h_t^{4\delta}\} \) is finite almost surely follows by the fact that \( \gamma_2^{2\delta} < 1 \) and (2.2) is strictly stationary. Thus, the results in He and Teräsvirta (1999a,b) apply and thus (2.9) and (2.10) hold.

(iii) It follows from Theorems 22.3 and 22.8 in Billingsley (1986) that if \( \sum_{i=1}^{\infty} \text{var}(c_\delta(z_{t-i})) = \infty \), then \( \{h_t^{4\delta}\} = \infty \) almost surely. Thus the necessary condition (2.8) holds.

\[\blacksquare\]

A.2 Lemma 2

(i) Similarly to (i) of Lemma 1, strict stationarity of \( \{\ln \varepsilon_t^2\} \) in (2.3) and (2.4) follows from the fact that \( |\beta| < 1 \), and \( \text{var}(\ln z_t^2)^2 \) and \( \text{var}(g(z_t))^2 \) are finite.
(ii) As (ii) and (iii) in Lemma 1, under the assumptions of Lemma 2, \( \{ (\ln \varepsilon_t^2) \} \) is finite almost surely if and only if \(|\beta| < 1\).

(iii) To compute \( \mu_0 \) under (2.12), we repeatedly apply (2.4) to \( \ln h_t^2 \), which yields

\[
\ln h_t^2 = \alpha_0 \sum_{i=1}^{k+1} \beta^{i-1} + \sum_{i=1}^{k+1} \beta^{i-1} g(z_{t-1}) + \beta^{k+1} \ln h_{t-(k+1)}^2. \tag{A.1}
\]

Taking expectations of both sides of (A.1) and letting \( k \to \infty \) yield

\[
E(\ln h_t^2) = (\alpha_0 + \gamma_g)/(1 - \beta). \tag{A.2}
\]

Similarly, repeated application of

\[
(\ln h_t^2)^2 = (\alpha_0 + g(z_{t-1}))^2 + 2\beta(\alpha_0 + g(z_{t-1})) \ln h_{t-1}^2 + \beta^2 (\ln h_{t-1}^2)^2 \tag{A.3}
\]

to \( (\ln h_t^2)^2 \) in (A.3) yields

\[
(\ln h_t^2)^2 = \sum_{i=1}^{k} \beta^{2(i-1)}(\alpha_0 + g(z_{t-i}))^2 + 2\beta \sum_{i=1}^{k} \beta^{2(i-1)}(\alpha_0 + g(z_{t-i}))(\ln h_{t-i}^2) + \beta^{2k}(\ln h_{t-k}^2)^2.
\]

Thus, under (2.12) by letting \( k \to \infty \) and taking expectations

\[
E((\ln h_t^2)^2) = \sum_{i=1}^{k} \beta^{2(i-1)}(\alpha_0 + g(z_{t-i}))^2 + 2\beta \sum_{i=1}^{k} \beta^{2(i-1)}(\alpha_0 + g(z_{t-i}))(\ln h_{t-i}^2) + \beta^{2k}(\ln h_{t-k}^2)^2.
\]

It follows from formulas (2.3), (A.2) and (A.3) that expression (2.13) is valid.

Next, consider the \( n \)-th order autocorrelation of \( \{ \ln \varepsilon_t^2 \} \)

\[
\rho_n^0 = \frac{E(\ln \varepsilon_t^2 \ln \varepsilon_{t-n}^2) - (E(\ln \varepsilon_t^2))^2}{E(\ln \varepsilon_t^2)^2 - (E(\ln \varepsilon_t^2))^2}. \tag{A.4}
\]

We have

\[
\ln \varepsilon_t^2 \ln \varepsilon_{t-n}^2 = \ln z_t^2 \ln z_{t-n}^2 + \ln z_t^2 \ln h_{t-n}^2 + \ln h_t^2 \ln z_{t-n}^2 + \ln h_t^2 \ln h_{t-n}^2. \tag{A.5}
\]

It follows from (A.1) that

\[
(\ln h_t^2)(\ln h_{t-n}^2) = \alpha_0 \sum_{i=1}^{n} \beta^{i-1} \ln h_{t-n}^2 + (\sum_{i=1}^{n} \beta^{i-1} g(z_{t-1})) \ln h_{t-n}^2 + \beta^n (\ln h_{t-n}^2)^2. \tag{A.6}
\]
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and

\[
\ln h_t^2 \ln z_{t-n}^2 = \alpha_0 \sum_{i=1}^n \beta^{i-1} \ln z_{t-n}^2 + \left( \sum_{i=1}^{n-1} \beta^{i-1} g(z_{t-1}) \right) \ln z_{t-n}^2 + \beta^{n-1} g(z_{t-n}) \ln z_{t-n}^2 + \beta^n \ln z_{t-n}^2 \ln h_{t-n}^2. \tag{A.7}
\]

The expectation of (A.5) is obtained by taking expectations of both sides of (A.6) and (A.7) and inserting them to (A.5). Applying this expectation to (A.4) yields (2.14).

### A.3 Theorem

For the ease of exposition, write (2.2) as

\[
h_t^{2\delta} = \alpha_0^* + c_\delta(z_{t-1}) h_{t-1}^{2\delta} \tag{A.8}
\]

where \(c_\delta(z_{t-1}) = \delta g(z_{t-1}) + \beta\). Following Ding, Granger and Engle (1993), decompose \(\alpha_0^*\) as

\[
\alpha_0^* = (1 - \gamma_\delta) \omega^\delta \tag{A.9}
\]

where \(\gamma_\delta = \delta \gamma + \beta\) and \(\omega^\delta = Eh_t^{2\delta}, \omega > 0\). Rewrite (A.8) as

\[
\frac{(h_t^{2\delta} - 1)}{\delta} = \frac{(\alpha_0^* + \beta - 1)}{\delta} + g(z_{t-1}) h_{t-1}^{2\delta} + \beta(h_{t-1}^{2\delta} - 1)/\delta. \tag{A.10}
\]

Insert (A.9) into (A.10) and let \(\delta \to 0\) on both sides of (A.10). Then, by l’Hôpital’s rule (A.10) converges to (2.4). In particular,

\[
(\alpha_0^* + \beta - 1)/\delta \to \alpha_0, \tag{A.11}
\]

where \(\alpha_0 = (1 - \beta)(E \ln h_t^2) - \gamma g\) is the constant term in (2.4). Besides, from (A.9) we have, as \(\delta \to 0\),

\[
\alpha_0^* \to 1 - \beta. \tag{A.12}
\]

The convergence results (A.11) and (A.12) are used to prove the following results.

(i) We shall show that \(\mu_{4\delta} \to \mu_0\) as \(\delta \to 0\) under the Box-Cox transformation. From Lemma 1 we obtain

\[
\mu_{2\delta} = E \varepsilon_t^{2\delta} = \frac{\alpha_0^* \mu_{2\delta}}{1 - \gamma_\delta}. \tag{A.13}
\]
From (A.13) it follows for the Box-Cox transformed $\varepsilon_t^2$ that

$$E\varphi_{\delta}(\varepsilon_t^2) = \frac{[\alpha_0^*(\nu_2\delta - 1) + (\alpha_0^* + \beta - 1)]/\delta + \gamma_g}{1 - \gamma_\delta}. \quad (A.14)$$

Letting $\delta \to 0$ on both sides of (A.14) and applying (A.11) and (A.12) to the right-hand side of (A.14) gives

$$\mu_2^0 = E\ln \varepsilon_t^2 = \frac{\gamma_\ln z_t^2(1 - \beta) + (\alpha_0 + \gamma_g)}{1 - \beta}. \quad (A.15)$$

From (2.9) it follows that

$$E(\varphi_\delta(\varepsilon_t^2)^2) = \left[\frac{\alpha_0^{*2}\nu_4\delta (1 + \gamma_\delta)}{(1 - \gamma_\delta)(1 - \gamma_2\delta)} - 2E\varepsilon_t^{2\delta} + 1\right]/\delta^2. \quad (A.16)$$

Applying (A.13) to the right-hand side of expression (A.16) it is seen that (A.16) is equivalent to

$$E(\varphi_\delta(\varepsilon_t^2)^2) = \frac{1}{(1 - \gamma_\delta)(1 - \gamma_2\delta)} \left\{ \frac{1}{\delta^2} \left[ \alpha_0^{*2}\nu_4\delta (1 + \beta) - 2\alpha_0^*\nu_4\delta (1 - \beta^2) ight. ight.

\left. \left. + 1 - \beta - \beta^2 + \beta^3 \right] + \frac{1}{\delta} \left[ \alpha_0^{*2}\nu_2\delta \gamma_g + 4\alpha_0^*\beta\nu_2\gamma_g - \gamma_g (1 + 2\beta - 3\beta^2) \right] ight.

\left. \left. + 2\beta \gamma_g^2 \right] + \delta \gamma_g \gamma_g^2 \right\}. \quad (A.17)$$

Note that, as $\delta \to 0$, $E(\varphi_\delta(\varepsilon_t^2)^2) \to E(\ln \varepsilon_t^2)^2$, $(\nu_4\delta - 2\nu_2\delta + 1)/\delta^2 \to E(\ln z_t^2)^2$ and $(\nu_2\delta - 1)/\delta \to E(\ln z_t^2)$. Apply these facts and (A.11) and (A.12) to the right-hand side of (A.17) while letting $\delta \to 0$ on both sides of (A.17). It follows from l'Hôpital's rule that (A.17) converges to

$$\mu_0 = E(\ln \varepsilon_t^2)^2 = \frac{\Delta}{(1 - \beta)(1 - \beta^2)}. \quad (A.18)$$

Then $\mu_{4\delta} \to \mu_0$ holds in (2.15).

(ii) We shall now prove that $\lim_{\delta \to 0} \rho_n(\delta) = \rho_n^0$. Since $\lim_{\delta \to 0} \rho_n(\delta) = \lim_{\delta \to 0} \rho_1(\delta)\gamma_\delta^{n-1}$

$$= \beta^{n-1}\lim_{\delta \to 0} \rho_1(\delta),$$

we have to prove that $\lim_{\delta \to 0} \rho_1(\delta) = \rho_1^0$.

Let $\rho_1(\delta) = u/v$ in (2.10) where $u = \nu_2\delta(1 - \gamma_\delta^2) - \nu_2\gamma_\delta(1 - \gamma_2\delta)$ and $v = \nu_4\delta(1 - \gamma_\delta^2) - \nu_2\gamma_\delta(1 - \gamma_2\delta)$. Since $\lim_{\delta \to 0} u = 0$ and $\lim_{\delta \to 0} v = 0$ we need to
apply l’Hôpital’s rule in order to obtain \( \lim_{\delta \to 0} \rho_1(\delta) \). Note that

\[
\frac{\partial}{\partial \delta} u = (\nu_{2\delta} - \beta^2 \nu_{2\delta} - \nu_{2\delta}^2 + \beta^2 \nu_{2\delta}^2) \gamma_g \\
+ \delta \frac{\partial}{\partial \delta} (\nu_{2\delta} - \beta^2 \nu_{2\delta} - \nu_{2\delta}^2 + \beta^2 \nu_{2\delta}^2) \gamma_g \\
+ \frac{\partial}{\partial \delta} (-\delta^3 \nu_{2\delta} \gamma_g \gamma_g^2 - \delta^2 \beta \nu_{2\delta} \gamma_g^2 - 2\delta^2 \beta \nu_{2\delta} \gamma_g \gamma_g) \\
+ \delta^3 \nu_{2\delta} \gamma_g^2 \gamma_g^2 + \delta^2 \beta \nu_{2\delta} \gamma_g^2 + 2\delta^2 \beta \gamma_g^2)
\]

and

\[
\frac{\partial}{\partial \delta} v = \frac{\partial}{\partial \delta} (\nu_{4\delta} (1 - \delta^2 \gamma_g^2 - 2\delta \beta \gamma_g - \beta^2)) \\
- \nu_{2\delta}^2 (1 - \delta^2 \gamma_g^2 - 2\delta \beta \gamma_g - \beta^2))
\]

imply that \( \lim_{\delta \to 0} \frac{\partial}{\partial \delta} u = 0 \) and \( \lim_{\delta \to 0} \frac{\partial}{\partial \delta} v = 0 \). Thus we have to calculate \( \frac{\partial^2}{\partial \delta^2} u \) and \( \frac{\partial^2}{\partial \delta^2} v \). We obtain

\[
\frac{\partial^2}{\partial \delta^2} u = \frac{\partial}{\partial \delta} [(\nu_{2\delta} - \beta^2 \nu_{2\delta} - \nu_{2\delta}^2 + \beta^2 \nu_{2\delta}^2) \gamma_g] \\
+ \frac{\partial}{\partial \delta} (\nu_{2\delta} \gamma_g - \beta^2 \nu_{2\delta} \gamma_g - \nu_{2\delta}^2 \gamma_g + \beta^2 \nu_{2\delta}^2 \gamma_g) \\
+ \delta \frac{\partial^2}{\partial \delta^2} (\nu_{2\delta} \gamma_g - \beta^2 \nu_{2\delta} \gamma_g - \nu_{2\delta}^2 \gamma_g + \beta^2 \nu_{2\delta}^2 \gamma_g) \\
+ \frac{\partial^2}{\partial \delta^2} (-\delta^3 \nu_{2\delta} \gamma_g \gamma_g^2 - \delta^2 \beta \nu_{2\delta} \gamma_g^2 - 2\delta^2 \beta \nu_{2\delta} \gamma_g \gamma_g) \\
+ \delta^3 \nu_{2\delta} \gamma_g^2 \gamma_g^2 + \delta^2 \beta \nu_{2\delta} \gamma_g^2 + 2\delta^2 \beta \gamma_g^2)
\]

and

\[
\frac{\partial^2}{\partial \delta^2} v = (1 - \delta^2 \gamma_g^2 - 2\delta \beta \gamma_g - \beta^2) (\frac{\partial}{\partial \delta} \nu_{4\delta}) \\
- 4(\delta \gamma_g^2 - \beta \gamma_g) (\frac{\partial}{\partial \delta} \nu_{4\delta}) - 2 \gamma_g^2 \nu_{4\delta} \\
- 2 \nu_{4\delta} (1 - \delta^2 \gamma_g^2 - 2\delta \beta \gamma_g - \beta^2) (\frac{\partial}{\partial \delta} \nu_{2\delta}) \\
- 2(1 - \delta^2 \gamma_g^2 - 2\delta \beta \gamma_g - \beta^2) (\frac{\partial}{\partial \delta} \nu_{2\delta})^2 \\
+ 4 \nu_{4\delta} (\delta \gamma_g^2 - \beta \gamma_g) (\frac{\partial}{\partial \delta} \nu_{2\delta}) + 2 \nu_{2\delta} \gamma_g^2.
\]
Note that
\[ \lim_{\delta \to 0} \frac{\partial}{\partial \delta} \nu_{2\delta} = \lim_{\delta \to 0} \left( \frac{\partial}{\partial \delta} E(z_t^2) \right) = \lim_{\delta \to 0} \int \frac{\partial}{\partial \delta} x^{2\delta} f(x) dx = \int \lim_{\delta \to 0} x^{2\delta} (\ln x^2) f(x) dx = \mathbb{E}(\ln z_t^2). \tag{A.19} \]
\[ \lim_{\delta \to 0} \frac{\partial^2}{\partial \delta^2} \nu_{2\delta} = \lim_{\delta \to 0} \left( \frac{\partial^2}{\partial \delta^2} E(z_t^2) \right) = \lim_{\delta \to 0} \int \frac{\partial^2}{\partial \delta^2} x^{2\delta} f(x) dx = \int \lim_{\delta \to 0} x^{2\delta} (\ln x^2)^2 f(x) dx = \mathbb{E}(\ln z_t^2)^2. \tag{A.20} \]
\[ \lim_{\delta \to 0} \frac{\partial}{\partial \delta} g = \lim_{\delta \to 0} \left( \frac{\partial}{\partial \delta} E(z_t^2 g(z_t)) \right) = \lim_{\delta \to 0} \int \frac{\partial}{\partial \delta} (x^{2\delta} g(x)) f(x) dx = \int \lim_{\delta \to 0} (x^{2\delta} g(x) \ln x^2) f(x) dx = \mathbb{E}(g(z_t) \ln z_t^2). \tag{A.21} \]

Applying (A.19)-(A.21) gives \( \lim_{\delta \to 0} \frac{\partial^2}{\partial \delta^2} u \) and \( \lim_{\delta \to 0} \frac{\partial^2}{\partial \delta^2} v \), respectively. We see that \( \rho_1(\delta) \to \rho_1^0 \) as \( \delta \to 0 \). \[\]

**A.4 Lemma 3**

Consider the LGARCH (1,1) model (2.1) and (2.7) and assume \( z_t \sim \text{nid}(0, 1) \). Then the autocorrelation function of squared observations has the form

\[ \rho_n = \frac{2 \Gamma(1 + 0.5\alpha(\alpha + \beta)^{n-1})}{B(1 + 0.5\alpha(\alpha + \beta)^{n-1}, 0.5)^{n-1} \prod_{i=1}^{\infty} \Gamma_{1i}(\cdot) \prod_{i=1}^{\infty} \Gamma_{2i}(\cdot)} - \prod_{i=1}^{\infty} \left( \frac{\Gamma_{1i}(\cdot)}{B_{1i}(\cdot)} \right)^2 \]  

\[ \frac{3 \prod_{i=1}^{\infty} \Gamma_{3i}(\cdot)}{B_{3i}(\cdot)} - \prod_{i=1}^{\infty} \left( \frac{\Gamma_{1i}(\cdot)}{B_{1i}(\cdot)} \right)^2 \]  

where

\[ \Gamma_{1i}(\cdot)/B_{1i}(\cdot) = \Gamma(0.5\alpha(\alpha + \beta)^{i-1})/B(0.5\alpha(\alpha + \beta)^{i-1}, 0.5) \]
\[ \Gamma_{2i}(\cdot)/B_{2i}(\cdot) = \Gamma(0.5\alpha(1 + (\alpha + \beta)^n)(\alpha + \beta)^{i-1})/B(0.5\alpha(1 + (\alpha + \beta)^n)(\alpha + \beta)^{i-1}, 0.5) \]
\[ \Gamma_{3i}(\cdot)/B_{3i}(\cdot) = \Gamma(\alpha(\alpha + \beta)^{i-1})/B(\alpha(\alpha + \beta)^{i-1}, 0.5) \]

and \( \Gamma(\cdot) \) and \( B(\cdot) \) are the Gamma function and the Beta function, respectively.

**Proof.** See He, Teräsvirta and Malmsten (1999).
Chapter 3

Stylized facts of financial time series and three popular models of volatility
3.1 Introduction

Modelling volatility of financial series such as stock returns has become common practice, as the demand for volatility forecasts has increased. Several types of models such as models of autoregressive conditional heteroskedasticity and stochastic volatility models have been applied for the purpose. A practitioner can thus choose between a variety of models. A popular way of comparing volatility models has been to estimate a number of models by maximum likelihood and observe which one has the highest log-likelihood value; see Shephard (1996) for an example. If the models under comparison do not have the same number of parameters, one may want to favour parsimony and apply a suitable model selection criterion, such as AIC or BIC, for the purpose. It is also possible to choose a model after actually applying it to forecasting. Poon and Granger (2003) provide a survey of papers that contain results of such comparisons.

Another way of comparing models is to submit estimated models to misspecification tests and see how well they pass the tests. This also paves the way for building models within the same family of models. One can extend a failed model by estimating the alternative it has been tested against and subject that model to new misspecification tests. Such tests have been derived for generalized autoregressive conditional heteroskedasticity (GARCH) models; see, for example, Engle and Ng (1993), Chu (1995), Lin and Yang (1999), and Lundbergh and Teräsvirta (2002). Similar devices for the exponential GARCH model (EGARCH) of Nelson (1991) who already suggested such tests, are presented in Chapter 4. In addition, nonnested models can be tested against each other. Kim, Shephard and Chib (1998) considered testing GARCH against the autoregressive stochastic volatility (ARSV) model and Lee and Brorsen (1997) suggested the simulated likelihood ratio test for choosing between GARCH and EGARCH. The pseudo-score test of Chen and Kuan (2002) can be applied to this problem as well. Small sample properties of some of the available tests for that testing problem are considered in Chapter 4. It should be noted, however, that testing two models against each other does not necessary lead to a unique choice of a model. Neither model may be rejected against the other or both may be rejected against each other. For a discussion of conceptual differences between the model selection and testing approaches, see Granger, King and White (1995).

The purpose of this paper is to compare volatility models from another angle. Financial time series of sufficiently high frequency such as daily or weekly or even intradaily stock or exchange rate return series seem to share a number of characteristic features, sometimes called stylized facts. Granger and
Ding (1995a) and Granger, Ding and Spear (2000), among others, pointed out such features and investigated their presence in financial time series. Given a set of characteristic features or stylized facts, one may ask the following question: "Have popular volatility models been parameterized in such a way that they can accommodate and explain the most common stylized facts visible in the data?" Models for which the answer is positive may be viewed as suitable for practical use. The other parameterizations may be regarded as less useful in practice.

There exists some work towards answering this question. Teräsvirta (1996) considered the ability of the GARCH model to reproduce series with high kurtosis and, at the same time, positive but low and slowly decreasing autocorrelations of squared observations. Liesenfeld and Jung (2000) discussed this stylized fact in connection with the ARSV model whereas Andersson (2001) focussed on the ARSV model based on the normal inverse Gaussian distribution. Carnero, Peña and Ruiz (2001) compared the ARSV model and the GARCH model using the kurtosis-autocorrelation relationship as their benchmark. The work of Rydén, Teräsvirta and Åsbrink (1998) on the hidden Markov model for the variance may also be mentioned in this context.

Answering the question by using the approach of this paper is only possible in the case of rather simple models. On the other hand, a vast majority of popular models such as GARCH, EGARCH and ARSV models used in applications are first-order models. Higher-order models, although theoretically well-defined, are rather seldom used in practice. This suggests that restricting the considerations to simple parameterizations does not render the results useless.

The plan of the paper is as follows. The stylized facts are defined in Section 2 and the models are discussed in Section 3. Section 4 considers the kurtosis-autocorrelation relationship. In Section 5 the Taylor effect are discussed. In Section 6 the kurtosis-autocorrelation relationship is reconsidered using confidence regions. Finally, conclusions appear in Section 7.

3.2 Stylized facts

The stylized facts to be discussed in this paper are illuminated by Figure 3.1. The first panel depicts the return series of the S&P 500 stock index (daily first differences \( r_t \) of logarithms of the index; 19261 observations) from 3 January 1928 to 24 April 2001. The marginal distribution of \( r_t \) appears leptokurtic and a number of volatility clusters are clearly visible. The volatility models considered in this study are designed for parameterizing this type of variation. The second panel shows the autocorrelation function of \( |r_t|^m \), \( m = 0.25, 0.5, 0.75, 1 \).
and the third one the corresponding function for $m = 1, 1.25, 1.5, 1.75, 2$ for the first 500 lags. It is seen that the first autocorrelations have positive but relatively small values and that the autocorrelations decay slowly. A similar figure can be found in Ding et al. (1993), but here the time series has been extended to cover ten more years from 1992 to 2001.

The first stylized fact illustrated by Figure 3.1 and typical of a large amount of return series is the combination of relatively high kurtosis and rather low autocorrelations of $|r_t|^m$. In the case of the standard GARCH model, we restrict ourselves to inspect the combination of kurtosis and the autocorrelations of $r_t^2$ because in that case, an analytic expression for the autocorrelation function is available. The second stylized fact to be considered is the fact that the autocorrelations as a function of $m$ tend to peak for $m = 1$. This is the so-called Taylor effect that has been found in a large number of financial time series; see Granger and Ding (1995a) and Granger et al. (2000). In the GARCH framework, this stylized fact can only be investigated using analytic expressions when the GARCH model is the so-called absolute-value GARCH (AVGARCH) model and $m = 1$ or $m = 2$. This is because no analytical expressions for $\rho(|r_t|^m, |r_{t-j}|^m)$ exist when $m < 2$ and the model is the standard GARCH model. For the AVGARCH model, they are available for both $m = 1$ and $m = 2$ but not for non-integer values of $m$.

Yet another fact discernible in Figure 3.1 is that the decay rate of the autocorrelations is very low, apparently lower than the exponential rate. This has prompted some investigators to introduce the fractionally integrated GARCH (FIGARCH) model; see Baillie, Bollerslev and Mikkelsen (1996). In this paper, this slow decay is not included among the stylized facts under consideration. To illustrate the reason, we split the S&P 500 return series into 20 subseries of 980 observations each, and estimate the autocorrelations $\rho(|r_t|, |r_{t-j}|)$, $j = 1, \ldots, 500$, for these subseries. The fourth panel of Figure 3.1 contains these autocorrelations for the whole series and the mean of the corresponding autocorrelations of the 20 subseries together with the plus/minus one standard deviation band. It is seen that the decay of autocorrelations in the subseries on the average is substantially faster than in the original series and roughly exponential. This lack of self-similarity in autocorrelations can be taken as evidence against the FIGARCH model in this particular case, but that is beside the point. We merely want to argue that the very slow decay rate of the autocorrelations of $|r_t|$ or $r_t^2$ may not necessarily be a feature typical of series with a couple of thousand observations. As such series are most often modelled by one of the standard models of interest in this study, we do not consider very slow decay of autocorrelations a stylized fact in our discussion.
3.3 The models and their fourth-moment structure

3.3.1 GARCH model

Suppose an error term or an observable variable can be decomposed as follows:

\[ \varepsilon_t = z_t h_t^{1/2}, \]  

(3.1)

where \( \{z_t\} \) is a sequence of independent identically distributed random variables with zero mean. Furthermore, assume that

\[ h_t = \alpha_0 + \sum_{j=1}^{q} \alpha_j \varepsilon_{t-j}^2 + \sum_{j=1}^{p} \beta_j h_{t-j}. \]  

(3.2)

Equations (3.1) and (3.2) define the standard GARCH\((p, q)\) model of Bollerslev (1986). Parameter restrictions are required to ensure positiveness of the conditional variance \( h_t \) in (3.2). Assuming \( \alpha_j \geq 0, j = 1, \ldots, q, \) and \( \beta_j \geq 0, j = 1, \ldots, p, \) is sufficient for this. Both necessary and sufficient conditions were derived by Nelson and Cao (1992). In this paper we shall concentrate on (3.1) with (3.2) assuming \( p = q = 1. \) This is done for two reasons. First, the GARCH\((1,1)\) model is by far the most frequently applied GARCH specification. Second, we want to keep our considerations simple.

The GARCH\((1,1)\) model is covariance stationary if

\[ \alpha_1 \nu_2 + \beta_1 < 1, \]  

(3.3)

where \( \nu_2 = \mathbb{E} z_t^2 < \infty. \) For the discussion of stylized facts we need moment condition and fourth moments of \( \{\varepsilon_t\}. \) Assuming \( \nu_4 = \mathbb{E} z_t^4 < \infty, \) the unconditional fourth moment for the GARCH\((1,1)\) model exists if and only if

\[ \alpha_1^2 \nu_4 + 2\alpha_1 \beta_1 \nu_2 + \beta_1^2 < 1. \]  

(3.4)

Under (3.4) the kurtosis of \( \varepsilon_t \) equals

\[ \kappa_4 = \kappa_4(z_t) \frac{1 - (\alpha_1 \nu_2 + \beta_1)^2}{1 - (\alpha_1^2 \nu_4 + 2\alpha_1 \beta_1 \nu_2 + \beta_1^2)}, \]  

(3.5)

where \( \kappa_4(z_t) = \nu_4/\nu_2^2 \) is the kurtosis of \( z_t. \) Assuming normality, one obtains the following well-known result:

\[ \kappa_4 = 3 \frac{1 - (\alpha_1 + \beta_1)^2}{1 - (3\alpha_1^2 + 2\alpha_1 \beta_1 + \beta_1^2)} > 3. \]  

(3.6)
Furthermore, when (3.4) holds, the autocorrelation function of \( \{ \varepsilon_t^2 \} \) is defined as follows:

\[
\rho_n = (\alpha_1 \nu_2 + \beta_1)^{n-1} \frac{\alpha_1 \nu_2 (1 - \beta_1^2 - \beta_1 \alpha_1 \nu_2)}{1 - \beta_1^2 - 2 \beta_1 \alpha_1 \nu_2} n \geq 1. \tag{3.7}
\]

The autocorrelation function of \( \{ \varepsilon_t^2 \} \) is dominated by an exponential decay from the first lag with decay rate \( \alpha_1 \nu_2 + \beta_1 \). Setting \( \nu_2 = 1 \) and \( \nu_4 = 3 \) (normality) in (3.7) gives the result in Bollerslev (1988). Note that the existence of the autocorrelation function does depend on the existence of \( \nu_4 \) although (3.7) is not a function of \( \nu_4 \). The necessary and sufficient conditions for the existence of the unconditional fourth moments of the GARCH\((p,q)\) process and the expressions (3.5) and (3.7) are special cases of results in He and Teräsvirta (1999a).

### 3.3.2 EGARCH model

Nelson (1991) who introduced the EGARCH model listed three drawbacks with the GARCH models. First, the lack of asymmetry in the response of shocks. Secondly, the GARCH models impose parameter restrictions to ensure positivity of the conditional variance. Finally, measuring the persistence is difficult. Consider (3.1) with

\[
\ln h_t = \alpha_0 + \sum_{j=1}^{q} (\phi_j z_{t-j} + \psi_j (|z_{t-j}| - E |z_{t-j}|)) + \sum_{j=1}^{p} \beta_j \ln h_{t-j} \tag{3.8}
\]

which defines the EGARCH\((p,q)\) model of Nelson (1991). It is seen from (3.8) that no parameter restrictions are necessary to ensure positivity of \( h_t \). The moment structure of the EGARCH\((p,q)\) model has been worked out in He (2000). As in the GARCH case, the first-order model is the most popular EGARCH model. The term \( \psi(|z_{t-1}| - E |z_{t-1}|) \) represents a magnitude effect in the spirit of the GARCH\((1,1)\) model. The term \( \phi z_t \) represents the asymmetry effect. Nelson (1991) derived existence conditions for moments of the EGARCH\((1,1)\) model. They can be summarized by saying that if the error process \( \{ z_t \} \) has all moments then all moment for the EGARCH\((1,1)\) process exists if and only if

\[
|\beta| < 1. \tag{3.9}
\]

For example, if \( \{ z_t \} \) is standard normal then the restriction (3.9) guarantee the existence of all moments simultaneously. This is different from the
GARCH model. For that model, the moment conditions become more and more restrictive for higher moments.

Another difference between the GARCH models and the EGARCH model is that for the latter analytical expressions exists for all moments of $|\varepsilon_t|^{2m}$, $m > 0$. The moments can be found in Chapter 1; see also Nelson (1991). If (3.9) holds, then the kurtosis of $\varepsilon_t$, with $z_t \sim \text{nid}(0,1)$, is given by

$$\kappa_4 = 3 \exp \left\{ \frac{(\psi + \phi)^2}{1 - \beta^2} \right\} \times$$

$$\prod_{i=1}^{\infty} \frac{\Phi(2\beta^{i-1}(\psi + \phi)) + \exp\{-8\beta^2(i-1)\psi\phi\}\Phi(2\beta^{i-1}(\psi - \phi))}{\Phi(\beta^{i-1}(\psi + \phi)) + \exp\{-2\beta^2(i-1)\psi\phi\}\Phi(\beta^{i-1}(\psi - \phi))} > 3,$$  \hspace{1cm} (3.10)

where $\Phi(\cdot)$ is the cumulative distribution function of the standard normal distribution. The expression contain infinite products, and care is therefore required in computing them (selecting the number of terms in the product). Setting $\psi = 0$ in (3.10) yields a simple formula

$$\kappa_4 = 3 \exp\{\phi^2(1 - \beta^2)^{-1}\} > 3.$$  \hspace{1cm} (3.11)

If (3.9) holds, the autocorrelation function for $|\varepsilon_t|^{2m}$, with $z_t \sim \text{nid}(0,1)$, has the form

$$\rho_n(m) = \frac{A \exp \left\{ \frac{m^2(\psi + \phi)^2(\beta^2(n-1) - 1 + \beta^n)}{1 - \beta^2} \right\}}{\pi^{1/2} \Gamma(2m + 1/2) / \Gamma(m + 1/2)^2} \left( \frac{n-1}{\prod_{i=1}^{\infty} \Phi_{1i}} \right) \prod_{i=1}^{\infty} \Phi_{3i} - \prod_{i=1}^{\infty} \Phi_{2i},$$

where

$$A = \frac{\Gamma(2m + 1)}{2m+1/2 \Gamma(m + 1/2)},$$

$$D(\cdot) = D_{-(2m+1)}[-m\beta^{n-1}(\psi + \phi)] + \exp\{-m^2\beta^2(n-1)\psi\phi\} D_{-(2m+1)}[-m\beta^{n-1}(\psi - \phi)],$$

$$\Phi_{1i} = \Phi(m\beta^{i-1}(\psi + \phi)) + \exp\{-2m^2\beta^2(i-1)\psi\phi\} \Phi(m\beta^{i-1}(\psi - \phi)),$$

$$\Phi_{2i} = \Phi(m\beta^{i-1}(1 + \beta^n)(\psi + \phi)) + \exp\{-2m^2\beta^2(i-1)(1 + \beta^n)^2\psi\phi\} \Phi(m\beta^{i-1}(1 + \beta^n)(\psi - \phi)),$$

and

$$\Phi_{3i} = \Phi(2m\beta^{i-1}(\psi + \phi)) + \exp\{-8m^2\beta^2(i-1)\psi\phi\} \Phi(2m\beta^{i-1}(\psi - \phi)).$$
Furthermore, $\Phi(\cdot)$ is the cumulative distribution function of the standard normal distribution and

$$D(-p)[q] = \exp\{-q^2/4\} \int_0^\infty x^{p-1} \exp\{-qx - x^2/2\} dx, \quad p > 0,$$

is the parabolic cylinder function where $\Gamma(\cdot)$ is the gamma function. If $\phi = 0$ or $\psi = 0$ in the EGARCH(1,1) model the resulting autocorrelation function becomes quite simple; see Chapter 1. The autocorrelation function of the squared observations ($m = 1$), when $\psi = 0$, has the simple form

$$\rho_n(1) = \frac{(1 + \phi^2 \beta^2 (n-1)) \exp\{\phi^2 \beta^n (1 - \beta^2)^{-1}\} - 1}{3 \exp\{\phi^2 (1 - \beta^2)^{-1}\} - 1}, \quad n \geq 1. \quad (3.13)$$

To illustrate the above theory, consider the case $0 < \beta < 1$. The decay of the autocorrelations is controlled by the parameter $\beta$. The autocorrelation function of $\{\varepsilon_t^2n\}$ then appear to have the property that the decay rate is faster than exponential at short lags and stabilizes to $\beta$ as the lag length increases. For the special case (3.13) this can be shown analytically, but in the general case it is just a conjecture based on numerical calculations; see the table in Chapter 1.

### 3.3.3 ARSV model

The ARSV model offers yet another way of characterizing conditional heteroskedasticity. See Ghysels, Harvey and Renault (1996) for a survey on the properties of the ARSV model. It bears certain resemblance to the EGARCH model. As with the EGARCH model, defining the dynamic structure using $\ln h_t$ and its lags ensures that $h_t$ is always positive, but the difference to the GARCH model and the EGARCH model is that it does not depend on past observations but on some unobserved latent variable instead. The simplest and most popular ARSV(1) model, Taylor (1986), is given by

$$\varepsilon_t = \sigma z_t h_t^{1/2}, \quad (3.14)$$

where $\sigma$ is a scale parameter, which removes the need for a constant term in the first-order autoregressive process

$$\ln h_{t+1} = \beta \ln h_t + \eta_t. \quad (3.15)$$

In (3.15), $\{\eta_t\}$ is a sequence of independent normal distributed random variables with mean zero and a known variance $\sigma^2_{\eta}$. The error processes $\{z_t\}$
and \( \{ \eta_t \} \) are assumed to be mutually independent. One motivation for the EGARCH model was the need to capture the non-symmetric response to the sign of the shock. If \( z_t \) and \( \eta_t \) are assumed to be correlated with each other, the ARSV(1) model also allows for asymmetry. The model can be generalized so that \( \ln h_t \) follows an ARMA\((p, q)\) process, but in this work we only consider the ARSV(1) model.

As \( \eta_t \) is normally distributed, \( \ln h_t \) is also normally distributed. From standard theory we know that all moments of \( \ln h_t \) exist if and only if

\[
|\beta| < 1
\]

in (3.15). Thus, if \( |\beta| < 1 \) and all moments of \( z_t \) exist then all moment of \( \varepsilon_t \) in (3.14) exist as well, as they do in the EGARCH\((1,1)\) model. If condition (3.16) is satisfied, the kurtosis of \( \varepsilon_t \) is given by

\[
\kappa_4 = \kappa_4(z_t) \exp \{ \sigma_h^2 \},
\]

where \( \sigma_h^2 = \sigma_h^2 / (1 - \beta^2) \) is the variance of \( \ln h_t \). Thus \( \kappa_4 > \kappa_4(z_t) \), so that if \( z_t \sim \text{nid}(0,1) \), \( \varepsilon_t \) is leptokurtic. Formula (3.17) bears considerable resemblance to (3.11). In the ARSV\((1)\) model (3.14) and (3.15), \( z_t \) and \( \eta_t \) are independent. The same is true for \( z_t \) and \( z_{t-1} \) in the EGARCH\((1,1)\) model. When \( \psi_1 = 0 \) in the latter model, the moment expressions for the two models therefore look alike.

As in EGARCH models it is possible to derive the autocorrelation function for any \( |\varepsilon_t|^{2m} \), \( m > 0 \), when \( \{ \varepsilon_t \} \) obeys an ARSV\((1)\) model (3.14) and (3.15). When (3.16) holds, then the autocorrelation function of \( \{ |\varepsilon_t|^{2m} \} \) is defined as follows, see Ghysels et al. (1996):

\[
\rho_n(m) = \frac{\exp(m^2 \sigma_h^2 \beta^n) - 1}{\kappa_m \exp(m^2 \sigma_h^2) - 1}, n \geq 1,
\]

where \( \kappa_m \) is

\[
\kappa_m = E |z_t|^{4m} / (E |z_t|^{2m})^2.
\]

The autocorrelation function of \( \{ |\varepsilon_t|^{2m} \} \) has the property that the decay rate is faster than exponential at short lags and stabilizes to \( \beta \) as the lag length increases, analogously to the EGARCH model. Thus, the decay of the autocorrelations is controlled by \( \beta \) only.
3.4 Kurtosis-autocorrelation relationship

3.4.1 GARCH(1,1) model

The above results make it possible to consider how well the models fit the first stylized fact of financial time series mentioned in Section 2: leptokurtosis and low but rather persistent autocorrelation of the squared observations or errors. Consider GARCH(1,1) model with normal errors and express the autocorrelation function (3.7) as a function of the kurtosis (3.5). This yields

$$\rho_n = (\alpha_1 + \beta_1)^{n-1} \left( \frac{\beta_1 (1 - 3\kappa_4^{-1})}{3(1 - \kappa_4^{-1})} + \alpha_1 \right), n \geq 1. \tag{3.20}$$

Figure 3.2 illuminates the relationship between the kurtosis $\kappa_4$ and the autocorrelation $\rho_1$. It contains isoquants, curves defined by sets of points for which the sum $\alpha_1 + \beta_1$ has the same value. The kurtosis and the first-order autocorrelation of squared observations are both increasing functions of $\alpha_1$ when $\alpha_1 + \beta_1$ equals a constant. They all start at $\kappa_4 = 3$ and $\rho_1 = 0$ where $\alpha_1 = 0$ and the GARCH(1,1) model is unidentified (the conditional variance equals unity). For previous examples of similar figures, see Teräsvirta (1996), Liesenfeld and Jung (2000) and Andersson (2001). It is seen from the present figure that the first-order autocorrelation first increases rapidly as a function of the kurtosis (and $\alpha_1$) and that the increase gradually slows down. It is also clear that the autocorrelation decreases as a function of $\alpha_1 + \beta_1$ when the kurtosis is held constant. Nevertheless, low autocorrelations cannot exist with high kurtosis.

This figure offers a useful background for studying the observed kurtosis-autocorrelation combinations. Figure 3.3 contains the same isoquants as the Figure 3.2, together with kurtosis-autocorrelation combinations estimated from observed time series. The upper-left panel contains them for 27 return series of the most frequently traded stocks in the Stockholm stock exchange, see also Chapter 4. There seems to be large variation among the series. A large majority have an unreachable combination of $\kappa_4$ and $\rho_1$ in the sense that the combinations do not correspond to a GARCH(1,1) with a finite variance ($\alpha_1 + \beta_1 < 1$). Only four observations appear in the area defined by $\alpha_1 + \beta_1 < 0.999$. The upper-right panel gives a less variable picture. The rates of return are the 20 subperiods of the return series of the S&P 500 discussed in Section 2. Three of them do not appear in the panel. The subseries containing the October 1987 crash do not appear in the panel because the kurtosis is 87.3. 15 of them lie out of reach for the GARCH(1,1) model with normal errors. The lower-left panel tells a similar story. The rates of return
are 34 subseries of five major exchange rates, the Japanese yen, the German mark, the English pound, the Canadian dollar, and the Australian dollar, all against the U.S. dollar, from 2 April 1973 to 10 September 2001. One of them, the first subseries of the Canadian dollar, does not appear in the panel because the autocorrelation is 0.456. The lower-right panel contains all data-points in the three other panels. It is seen from the figure that a majority of the points lie even below the lowest isoquant $\alpha_1 + \beta_1 = 0.999$. An obvious conclusion is that the GARCH(1,1) model with normal errors cannot in a satisfactory fashion reproduce the stylized fact of high kurtosis and low-starting autocorrelation of squares observed in a large number of financial series. This is true at least if we require the existence of the unconditional fourth moment of $\varepsilon_t$. We shall return to this point in Section 6.

The first-order autocorrelation of $\varepsilon_t^2$ does decrease with $\alpha_1 + \beta_1$ when the kurtosis is kept constant. This may suggest that an integrated GARCH model of Engle and Bollerslev (1986) could offer an adequate description of the stylized fact. The first-order IGARCH model is obtained by setting $\alpha_1 + \beta_1 = 1$ in (3.2), which implies that the GARCH process does not have a finite variance. As there are no moment results to rely on, this idea has been investigated by simulation. Figure 3.4 contains the same isoquants as before, completed with 100 kurtosis-autocorrelation combinations obtained by simulating the first-order IGARCH with $\beta_1 = 0.9$. The number of observations increases from $T = 100$ in the upper-left panel to 10000 in the lower-right one. It is quite clear that for $T = 100$, it is difficult to even argue that the observations come from a GARCH model. For about the half of the observations, the process appears platykurtic and for a third, the first-order autocorrelation of squared observations is negative. One conclusion is that when the null of no conditional heteroskedasticity is rejected for the errors of a macroeconomic equation, estimated using a small number of quarterly observations, fitting an ARCH or a GARCH model to the errors is hardly a sensible thing to do.

Another conclusion, relevant for our stylized fact considerations, is that when the number of observations increases, the point cloud in the figure moves to the right. This is what it should do as the fourth moment of $\varepsilon_t$ does not exist. However, the points follow the isoquants on their way out of the frame, and they do not cross the area where most of the observations were found in Figure 3.3. The conclusion from this small simulation experiment therefore is that the IGARCH model is not the solution to the problem that the GARCH(1,1) model with normal errors does not accord with this particular stylized fact.

Most researchers nowadays do not assume normal errors for $z_t$ in (3.1) but rather make use of a leptokurtic error distribution such as the t-distribution.
Why this is the case can be seen from Figure 3.5. It contains the same isoquant as before, measured by $\alpha_1 \nu_2 + \beta_1$. This is the condition for covariance stationarity just as $\alpha_1 + \beta_1 < 1$ in Figure 3.1 is in the case of normal errors. It depends on the degrees of freedom of the t-distribution through $\nu_2$. In the left-hand panel the t-distribution has seven degrees of freedom so that $\kappa_4 = 5$ and in the right-hand panel five, in which case $\kappa_4 = 9$. Figure 3.5 also contains the kurtosis/autocorrelation combinations for the series shown in the fourth panel of Figure 3.3 but now under the assumption that the errors have a t-distribution with seven (left panel) and five degrees of freedom (right panel). It is seen how the baseline kurtosis now increases from three to five (left panel) and nine (right panel). The observations now fall inside the fan of isoquants, and the corresponding GARCH(1,1) model with the finite fourth moment is sufficiently flexible to characterize the stylized fact of high kurtosis and low autocorrelation of squared observations.

3.4.2 EGARCH(1,1) model

The GARCH(1,1) model with normal errors does not adequately describe the stylized fact of high kurtosis/low autocorrelation of squares combinations. In this section we consider the situation in the symmetric EGARCH(1,1) model. The relationship between $\kappa_4$ and $\rho_1$ for three symmetric EGARCH(1,1) models, $\phi = 0$, with normal errors with different persistence measured by $\beta$ is depicted in Figure 3.7. The isoquants now contain the points with $\beta$ being a constant, while $\psi$ is changing. The kurtosis is a monotonically increasing function of $\psi$. This figure shows that large values of $\kappa_4$ and low values of $\rho_1$ cannot exist simultaneously for the symmetric EGARCH(1,1) model either. The lowest values for $\rho_1$ are obtained when $\beta$ is close to one but these values are not sufficiently low to reach down where the data-points are.

Nelson (1991) recommends the use of generalized error distribution (GED($v$)) for the errors. Granger et al. (2000) used the double exponential (Laplace) distribution. The GED($v$) includes both the normal distribution, $v = 2$, and the Laplace distribution, $v = 1$, as special cases. If $v \leq 1$, restrictions on $\psi$ (and $\phi$) are needed to guarantee finite moments. Note that the t-distribution for the errors may imply an infinite unconditional variance for $\{\varepsilon_t\}$. For a detailed discussion, see Nelson (1991). The autocorrelations of $\{|\varepsilon_t|^{2m}\}$ with $z_t \sim \text{GED}(v)$ can be found in Chapter 1.

For the EGARCH(1,1) model with $\psi = 0$ we can express the first-order autocorrelation of squares as function of kurtosis: $\rho_n(1) = \frac{(1+\phi^2)(\kappa_4/3)^{\beta^2}}{\kappa_4 \beta^{\beta^2} - 1}.$
3.4.3 ARSV(1) model

In order to complete our scrutiny of the kurtosis/autocorrelation relationship we consider the first-order ARSV model. Carnero et al. (2001) have also done similar work. The autocorrelation function of \( \{\varepsilon_t^2\} \) of the ARSV(1) model can be expressed as a function of the kurtosis as follows:

\[
\rho_n(1) = \frac{(\kappa_4/\kappa_4(z_t))^\beta_n}{\kappa_4 - 1}, \quad n \geq 1. 
\]

(3.21)

Figure 3.8 contains a plot of the relationship between \( \kappa_4 \) and \( \rho_1(1) \) for three ARSV(1) models with normal errors \( \kappa_4(z_t) = 3 \) with different persistence measures \( \beta \). The isoquants now consist of the points with \( \beta \) being 0.95, 0.99, 0.999, respectively, while \( \sigma_\eta^2 \) is changing. The kurtosis is a monotonically increasing function of \( \sigma_\eta^2 \). An important difference between the EGARCH(1,1) model and the ARSV(1) model lies in the behaviour of the first-order autocorrelation when the kurtosis is held constant. In the EGARCH(1,1) model, the value of the autocorrelation decreases as a function of \( \beta \), the parameter that controls the decay rate of the autocorrelations. In the ARSV(1) model this value increases as a function of the corresponding parameter \( \beta \). Thus, contrary to the EGARCH model, a low first-order autocorrelation and high persistence can coexist in the ARSV model. In general, the first-order autocorrelations, given the kurtosis, are lower in the ARSV than the EGARCH model with normal errors. This may at least partly explain the fact that in some applications the ARSV(1) model seems to fit the data better than its EGARCH or GARCH counterpart. It may also explain the stylized fact mentioned in Shephard (1996) that \( \beta \) estimated from an ARSV(1) model tends to be lower than the sum \( \alpha_1 + \beta_1 \) estimated from a GARCH(1,1) model.

In Figure 3.6 the errors have a t-distribution with seven (left panel) and five degrees of freedom (right panel). It is seen that when the number of degrees of freedom in the t-distribution decreases, the first-order autocorrelation becomes practically independent of the persistence parameter \( \beta \). At the same time, the value of the autocorrelation rapidly decreases with the number of degrees of freedom for any given \( \sigma_\eta^2 \). Compared to the GARCH(1,1) model, the difference is quite striking.
3.5 Taylor effect

3.5.1 GARCH(1,1) model

As discussed in Section 2, a large number of financial series display an autocorrelation structure such that the autocorrelation of $|\varepsilon_t|^{2m}$ decay slowly and the autocorrelations as a function of $m > 0$ peak around $m = 0.5$. He and Teräsvirta (1999) defined the corresponding theoretical property and called it the Taylor property. From the results in Section 3 it follows that the existence of the Taylor property in the EGARCH(1,1) and ARSV(1) models can be considered analytically because the analytic expressions for $E|\varepsilon_t|^{2m}$ exist for any $m > 0$. This is not true for the GARCH models, however, because analytic expressions are available only for integer moments. An exception is the power-GARCH model of Ding et al. (1993). For this model, certain non-integer moments have an analytic definition, but then, the integer moments generally do not; see Chapter 2.

One can think of considering a more restricted form of definition that only concerns the first and second moment. The model is then said to have the Taylor property if

$$\rho(|\varepsilon_t|, |\varepsilon_{t-n}|) > \rho(|\varepsilon_t|^2, |\varepsilon_{t-n}|^2), n \geq 1. \quad (3.22)$$

This can be defended by referring to the original discussion in Taylor (1986). The problem is that for the standard GARCH model, an analytic definition of $E|\varepsilon_t|$ as a function of the parameters is not available. On the other hand, it exists for the AVGARCH(1,1) model defined by Taylor (1986) and Schwert (1989). This prompted He and Teräsvirta (1999) to discuss the existence of the Taylor property in the AVGARCH(1,1) model. Their conclusion, based on considerations with $n = 1$ in (3.22), was that the AVGARCH model possesses the Taylor property if the kurtosis of the model is sufficiently large. However, the difference between the autocorrelations of $|\varepsilon_t|$ and $\varepsilon_t^2$ remains very small even when the kurtosis is very large. These authors also investigated the existence of the Taylor property in the standard GARCH(1,1) model by simulation, and their results suggested that this model does not have the Taylor property. Of course, due to sample uncertainty, the GARCH model can still generate realizations displaying the Taylor effect, at least when the number of observations is relatively small. This would not, however, happen at the frequency with which the Taylor effect is found in financial series; see Granger and Ding (1995a).
3.5.2 EGARCH(1,1) model

We extend the considerations in He and Teräsvirta (1999) to the EGARCH(1,1) and ARSV(1) model. For the other two model, the situation is different. The results of Section 3 allow us to say something about the capability of the EGARCH(1,1) model to generate series with the Taylor property. Figure 3.9 contains a description of the relationship between \( \kappa_4 \) and the two first-order autocorrelations \( \rho_1(m) \), \( m = 1, 0.5 \), for \( \beta = 0.95 \) and \( \beta = 0.99 \). It is seen that the Taylor property is present at high values of the kurtosis. The value of the kurtosis where the Taylor property is present decreases as a function of \( \beta \). The difference between the two first-order autocorrelations is substantially greater than in the AVGARCH(1,1) model.

As analytical expressions for non-integer moments of \( E |\varepsilon_t|^{2m} \), \( m > 0 \), exist for the EGARCH model, we can extend our considerations by use of them. Figure 3.10 contains graphs showing the first-order autocorrelation as a function of the exponent \( m \) for \( \beta = 0.95 \) and \( \beta = 0.99 \) at three different kurtosis values. It turns out that for the symmetric EGARCH process, with kurtosis of the magnitude found in financial time series, the maximum appears to be attained for \( m \) around 0.5. The conclusion is that the Taylor property is satisfied for an empirically relevant subset of EGARCH(1,1) models.

3.5.3 ARSV(1) model

In order to complete our discussion about Taylor effect we consider the ARSV model. Figure 3.12 illustrates the relationship between \( \kappa_4 \) and the two first-order autocorrelations \( \rho_1(m) \), \( m = 1, 0.5 \), for \( \beta = 0.95 \) and \( \beta = 0.99 \). It is seen that the Taylor property is present already at low values of the kurtosis.

Analogously to the preceding subsection, Figure 3.11 contains a graph showing the first-order autocorrelation as a function of \( m \) for \( \beta = 0.95 \) and \( \beta = 0.99 \) and the three different kurtosis values. There is a difference between the EGARCH(1,1) model and the ARSV(1) model regarding the peak value of \( \rho_1(m) \) when the persistence parameter changes. In the EGARCH(1,1) model, the peak of the autocorrelation moves to left with higher \( \beta_1 \). In the ARSV(1) model, increasing \( \beta \) shifts the peak of the autocorrelation to the right. This feature demonstrates the difference in the relationship between the persistence and the first-order autocorrelation in these two models. Nevertheless, the general conclusion even here is that for the ARSV(1) model, there exists an empirically relevant subset of these models such that the definition of the Taylor property is approximately satisfied. Thus both the ARSV(1) and the EGARCH(1,1) model appear to reproduce this stylized fact considerably better than the first-order GARCH model.
3.6 Confidence regions for the kurtosis/autocorrelation combination

When the kurtosis-autocorrelation combination and volatility models were discussed in Section 4, the observations were treated as fixed for simplicity. In reality, they are estimates based on time series. This being the case, it would be useful to account for the uncertainty of these estimates and see whether that would change the conclusions offered in Section 4. For this purpose it becomes necessary to estimate confidence regions for kurtosis-autocorrelation combinations.

First it may be noted that it is not possible to obtain these confidence regions analytically. The kurtosis and first-order autocorrelation of squared observations are nonlinear functions of the parameters of the model, be that a GARCH, an EGARCH or an ARSV model. Furthermore, there is no one-to-one mapping between the two parameters of interest and the parameters in the three models. This implies that the confidence regions have to be obtained by simulation. As an example, suppose that the true model generating the time series is a GARCH(1,1) one with a finite fourth moment and fit this model to the series. Use the formulas (3.5) and (3.7) to obtain the plug-in estimate of the kurtosis-autocorrelation combinations. Next, use the asymptotic distribution of the maximum likelihood estimator of the parameters and the same formulas to obtain a random sample of kurtosis-autocorrelation combinations from this distribution. The element that fail the fourth-order moment conditions are discarded and the remaining ones used for constructing confidence intervals.

In order to illustrate the situation, consider Figure 3.13 that contains 200 kurtosis-autocorrelation combinations generated from an estimated GARCH(1,1) model. The original time series has been generated from a GARCH(1,1) model with parameters $a_0 = 0.05, a_1 = 0.19121, \beta_1 = 0.75879$. A striking feature is that the point cloud has a form of a sausage that appears to be shaped by the isoquants also included in the figure. This feature has an important consequence: estimating the joint density function of the two variables, kurtosis and autocorrelation estimators, is hardly possible by applying a bivariate kernel estimator based on a linear grid. The problem is that the linear grid would cover areas where no observations are located. Kernel estimation can instead be carried out by replacing the linear grid by a particular nonlinear one that makes use of the isoquants; see Eklund (2004) for details. Desired confidence intervals are then obtained as highest density regions; for computational details, see Hyndman (1996).
As an application we consider two daily return series of stocks traded in the Stockholm stock exchange. For the stock Assi D the kurtosis equals 5.8, and the first-order autocorrelation of squared returns equals 0.305. The solid square in Figures 14, 15 and 16 represents this kurtosis/autocorrelation pair. After estimating the three models, the plug-in estimate of the kurtosis/autocorrelation pair can be obtained for each model, and the solid circle represents the estimated pair in the three figures. To estimate the ARSV model we use the quasi-maximum likelihood estimator suggested in Ghysels et al. (1996). Finally, the solid lines define the 90% confidence regions of the true kurtosis/autocorrelation pair.

For the GARCH model in Figure 3.14 the deviation of the plug-in estimated kurtosis/autocorrelation point from the directly estimated pair is small, and the directly estimated combination remains inside the 90% confidence region. For the EGARCH model in Figure 3.15 and for the ARSV model in Figure 16 the autocorrelation is underestimated. However, for the EGARCH(1,1) model in Figure 3.15 the directly estimated combination remains inside the 90% confidence region, whereas this is not the case for the ARSV(1) model, see Figure 3.16. This is probably due to the fact, discussed in Section 4.3, that the persistence parameter $\beta$ does not play a large role in the determination of the autocorrelation of squared observations.

Next we consider a more typical return series that has a combination of kurtosis and first-order autocorrelation of squares that lies below even the lowest isoquants for the GARCH model in Figure 3.3 and the EGARCH model in Figure 3.7. This is the return series for the stock SEB that has kurtosis 18.0 and the autocorrelation of squares 0.267. For the GARCH model in Figure 3.17 the kurtosis/autocorrelation combination is heavily underestimated. The 90% confidence region does not cover the directly estimated kurtosis/autocorrelation combination. The same is true for the EGARCH model and the ARSV model, see Figure 3.18 (the latter not reported here). A conclusion of this small application, under the assumption that the observations have been generated from a member of the family of models in question, is that the GARCH(1,1) model and the EGARCH(1,1) model cannot reproduce the stylized fact of high kurtosis and low-starting autocorrelation of squares even if we account for the uncertainty. For low kurtosis the GARCH(1,1) and the EGARCH(1,1) model appear to work better than the first-order ARSV model.
3.7 Conclusions

In this paper we have shown that there exist possibilities of parameterizing all three models in such a way that they can accommodate and explain many of the stylized facts visible in the data. Some stylized facts may in certain cases remain unexplained, however. For example, it appears that the standard GARCH(1,1) model may not particularly often generate series that display the Taylor effect. This is due to the fact that this model does not appear to satisfy the corresponding theoretical property, the Taylor property. On the contrary, this property is approximately satisfied for a relevant subset of EGARCH(1,1) and ARSV(1) models and, albeit very narrowly, for a subset of absolute-valued GARCH models.

Many researchers observed quite early on that for GARCH models, assuming normal errors is too strong a restriction, and they have suggested leptokurtic error distributions in their stead. The results in this paper show how these distributions add to the flexibility of the GARCH model and help the model to reproduce the stylized fact of high kurtosis and relative low autocorrelations of squared observations. It is also shown that the IGARCH model with normal errors does not rescue the normality assumption. As a drawback it may be noted that the parameterization of the first-order stochastic volatility model becomes very restrictive when the amount of the leptokurtosis in the error distribution increases, and the model therefore cannot accommodate 'easy' situations with relatively low kurtosis and high autocorrelations of squared observations.

The paper contains an application of a novel method of obtaining confidence regions for the kurtosis'autocorrelation combinations. The brief application of this method to stock returns indicates, not surprisingly, that when normality of errors is assumed, the GARCH model as well as the EGARCH model are at their best when it comes to characterizing models based on time series with relatively low kurtosis and high first-order autocorrelation of squares. Time series displaying a combination of high kurtosis and high autocorrelation are better modelled using an ARSV(1) model. While this observation may serve as a rough guide when one wants to select one of these models, nonnested tests are also available for comparing them. Examples of such tests have already been mentioned in the Introduction.

Another observation that emerges from the empirical example is that the estimated kurtosis'autocorrelation combination is often an underestimate compared to the one estimated directly from the data without a model. This is the case when the kurtosis is high. This fact may be interpreted as support to the notion that a leptokurtic error distribution is a necessity when
using GARCH models. But then, it may also indicate that daily return series contain truly exceptional observations in the sense that they cannot be satisfactorily explained by the members of the standard GARCH or EGARCH family of models.

The present investigation is only concerned with first-order models, and it may be asked if adding more lags would enhance the flexibility of the models. Such additions would certainly help to generate and reproduce more elaborate autocorrelation patterns for the squared observations than is the case with first-order models. It is far from certain, however, that they would also improve reproduction of the stylized facts considered in this study.
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Figures

Figure 3.1 First Panel, the S&P 500 index 3 January 1928 to 19 September 2001. Second panel, shows the autocorrelation function of $|r_t|^m$, $m = 0.25, 0.5, 0.75, 1$, from low to high, for the S&P 500 index. Third panel, shows the autocorrelation function of $|r_t|^m$, $m = 1, 1.25, 1.5, 1.75, 2$, from high to low, for the S&P 500 index. Fourth panel shows the autocorrelation function of $|r_t|$ for the whole series and the mean of the corresponding autocorrelations of the 20 equally long subseries of the S&P 500 index together with the plus/minus one standard deviation band.
Figure 3.2 Combinations of the first-order autocorrelation of squared observations and kurtosis for the GARCH(1,1) model with normal errors for various values of \( \alpha + \beta: \alpha + \beta = 0.999 \) (solid line), \( \alpha + \beta = 0.99 \) (dashed-dotted line) and \( \alpha + \beta = 0.95 \) (dashed line).
Figure 3.3 Combinations of the first-order autocorrelation of squared observations and kurtosis for the GARCH(1,1) model with normal errors for various values of $\alpha + \beta$ together with observed combiantions of daily rates of return: First panel, the 27 most traded stocks at the Stockholm Stock Exchange. Second panel, the S&P 500 index 3 January 1928 to 19 September 2001, divided to 20 equally long subsereies. Third panel, five major exchange rates series di­vided to 34 subseries. Fourth panel, all data points. The isoquants: $\beta = 0.999$ (solid line), $\beta = 0.99$ (dashed-dotted line), $\beta = 0.95$ (dotted line) and $\beta = 0.9$ (dashed line).
Figure 3.4 Combinations of the first-order autocorrelation of squared observations and kurtosis for the GARCH(1,1) model with normal errors for various values of $\alpha + \beta$ together with 100 realizations based on $T$ simulated observations from an IGARCH(1,1) model with $\alpha_0 = \alpha = 0.1$: $T = 100$ (first panel), $500$ (second panel), $1000$ (third panel) and $2000$ (fourth panel).
Figure 3.5 Combinations of the first-order autocorrelation of squared observations and kurtosis for the GARCH(1,1) model with t-distributed errors for various values of $\alpha \nu_2 + \beta$: $t(7)$ left panel and $t(5)$ right panel, the isoquants: $\beta = 0.999$ (solid line), $\beta = 0.99$ (dashed-dotted line), $\beta = 0.95$ (dotted line) and $\beta = 0.9$ (dashed line). The observed combinations are all the data from the fourth panel in Figure 3.1.

Figure 3.6 Combinations of the first-order autocorrelation of squared observations and kurtosis for the ARSV(1) model with t-distributed errors for various values of $\beta$: $t(7)$ left panel and $t(5)$ right panel, the isoquants: $\beta = 0.999$ (solid line), $\beta = 0.99$ (dashed-dotted line), $\beta = 0.95$ (dotted line) and $\beta = 0.9$ (dashed line). The observed combinations are all the data from the fourth panel in Figure 3.1.
Figure 3.7 Combinations of the first-order autocorrelation of squared observations and kurtosis for the EGARCH(1,1) model with normal errors for various values of $\beta$: $\beta = 0.95$ (solid line), $\beta = 0.99$ (dashed-dotted line) and $\beta = 0.999$ (dashed line). The observed combinations are all the data from the fourth panel in Figure 3.1.
Figure 3.8 Combinations of the first-order autocorrelation of squared observations and kurtosis for the ARSV(1) model with normal errors for various values of $\beta$; $\beta = 0.999$ (dashed line), $\beta = 0.99$ (dashed-dotted line) and $\beta = 0.95$ (solid line). The observed combinations are all the data from the fourth panel in Figure 3.1.
Figure 3.9 Combinations of two first-order autocorrelations, the squared observations (dashed line) and the absolute observations (solid line), and corresponding kurtosis for the EGARCH(1,1) model with normal errors for $\beta = 0.95$ (high) and $\beta = 0.99$ (low).
Figure 3.10 Combinations of first-order autocorrelation as a function of the exponent $m$ for the EGARCH(1,1) model with normal errors for $\beta = 0.95$ (left panel) and $\beta = 0.99$ (right panel) at three different kurtosis values. $\kappa_4 = 6$ (solid line), $\kappa_4 = 12$ (dashed-dotted line) and $\kappa_4 = 24$ (dotted line).

Figure 3.11 Combinations of first-order autocorrelation as a function of the exponent $m$ for the ARSV(1) model with normal errors for $\beta = 0.95$ (left panel) and $\beta = 0.99$ (right panel) at three different kurtosis values. $\kappa_4 = 6$ (solid line), $\kappa_4 = 12$ (dashed-dotted line) and $\kappa_4 = 24$ (dotted line).
Figure 3.12 Combinations of two first-order autocorrelations, the squared observations (dashed line) and the absolute observations (solid line), and corresponding kurtosis for the ARSV(1) model with normal errors for $\beta = 0.95$ (low) and $\beta = 0.99$ (high).
Figure 3.13 Simulated kurtosis/autocorrelation combinations for the GARCH(1,1) with \((\alpha_0, \alpha_1, \beta) = (0.05, 0.19121, 0.75879)\), and approximative 50%, 60%, 70%, 80%, and 90% confidence intervals of the true value, 1000 observations and 200 realizations, solid square shows the true value, solid circle represents the estimated pair, the empty circles represents the generated pairs.
Figure 3.14 Approximative 90% confidence intervals of the true kurtosis/autocorrelation combination for the stock Assi D assuming that the observations have been generated by a GARCH(1,1) model. Figure based on 200 realizations, solid square shows the directly estimated value, solid circle represents the estimated pair.
Figure 3.15 Approximative 90% confidence intervals of the true kurtosis/autocorrelation combination for the stock Assi D assuming that the observations have been generated by an EGARCH(1,1) model. Figure based on 200 realizations, solid square shows the directly estimated value, solid circle represents the estimated pair.
Figure 3.16 Approximative 90% confidence intervals of the true kurtosis-autocorrelation combination for the stock Assi D assuming that the observations have been generated by an ARSV(1) model. Figure based on 200 realizations, solid square shows the directly estimated value, solid circle represents the estimated pair.
Figure 3.17 Approximative 90% confidence intervals of the true kurtosis-autocorrelation combination for the stock SEB assuming that the observations have been generated by a GARCH(1,1) model. Figure based on 200 realizations, solid square shows the directly estimated value, solid circle represents the estimated pair.
Figure 3.18 Approximative 90% confidence intervals of the true kurtosis/autocorrelation combination for the stock SEB assuming that the observations have been generated by an EGARCH(1,1) model. Figure based on 200 realizations, solid square shows the directly estimated value, solid circle represents the estimated pair.
Chapter 4

Evaluating exponential GARCH models
4.1 Introduction

Model evaluation is an important part of modelling not only for the conditional mean models but for the conditional variance specifications as well. It is useful, one could argue even necessary, to carry out an in-sample evaluation of a volatility model before it is used for forecasting. Engle and Ng (1993), Li and Mak (1994) and Chu (1995), to name a few examples, derived misspecification tests for generalized autoregressive heteroskedasticity (GARCH) models. Recently, Lundbergh and Teräsvirta (2002) presented a unified framework for testing the adequacy of an estimated GARCH model. Their framework covers, among other things, testing the null of no ARCH in the standardized errors, testing symmetry against a smooth transition GARCH (STGARCH) model and a test of parameter constancy against smoothly changing parameters.

It appears that less work has been done for the evaluation of exponential GARCH (EGARCH) model by Nelson (1991). In fact, Nelson already suggested several tests based on orthogonality conditions that the errors of the model satisfy under the null hypothesis, but not much has happened since, nor have Nelson’s tests been regularly applied in empirical work. In this paper we continue Nelson’s work and consider a number of misspecification tests for the EGARCH model. They are Lagrange multiplier or Lagrange multiplier type tests and include testing an EGARCH model against a higher-order one and testing parameter constancy. Furthermore, we investigate various ways of testing the EGARCH model against GARCH ones as another check of model adequacy. The literature on testing non-nested hypotheses for volatility models includes Chen and Kuan (2002), Kim et al. (1998) and Lee and Brorsen (1997); see also Engle and Ng (1993). Their tests are considered in the present framework, and the small-sample properties of the tests are investigated by simulation.

The plan of the paper is as follows. The model is defined in Section 2 and the estimation of parameters is discussed briefly in Section 3. Section 4 considers testing an EGARCH model against a higher order one and testing parameter constancy. In Section 5 non-nested tests for testing EGARCH and GARCH models against each other are discussed. Section 6 contains results of a simulation experiment and Section 7 an empirical example. Finally, conclusion appear in Section 8.
4.2 The model

Let

\[ y_t = f(w_t; \varphi) + \varepsilon_t, \ t = 1, ... , T \]  

(4.1)

where \( f \) is at least twice continuously differentiable function of \( \varphi \), with \( w_t = (1, y_{t-1}, ..., y_{t-n}, x_{1t}, ..., x_{kt})' \). The error process is parameterized as

\[ \varepsilon_t = z_t h_t^{1/2}, \ t = 1, ... , T \]  

(4.2)

where \( \{z_t\} \) is a sequence of independent identically distributed random variables with zero mean and unit variance. A family of EGARCH(\( p,q \)) models may be defined as a combination of (4.2) and

\[ \ln h_t = \alpha_0 + \sum_{j=1}^{q} g_j(z_{t-j}) + \sum_{j=1}^{p} \beta_j \ln h_{t-j}. \]  

(4.3)

The conditional variance is constrained to be non-negative by the assumption that the logarithm of \( h_t \) is a function of past \( z_t \)'s. Equations (4.1) and (4.3) define a class of EGARCH(\( p,q \)) models. Setting

\[ g_j(z_{t-j}) = \alpha_j z_{t-j} + \psi_j(\varepsilon_t - |z_{t-j}|), j = 0, \ldots , q, \]  

(4.4)

in (4.3) yields the EGARCH(\( p,q \)) model proposed by Nelson (1991). The overwhelmingly most popular EGARCH model in application has been (4.4) with \( p = q = 1 \). When \( g_j(z_{t-j}) = \alpha_j \ln z_{t-j}^2, j = 1, ... , q \), (4.2) and (4.3) define the logarithmic GARCH (LGARCH) model that Geweke (1986) and Pantula (1986) proposed. The specification in (4.4) amounts to \( g(z_t) \) being a function of both the magnitude and sign of \( z_t \). This enables \( h_t \) to respond asymmetrically to positive and negative values of \( \varepsilon_t \), which is believed to be important for example in modelling the behaviour of stock returns. As to the distribution of \( z_t \), we assume it to be symmetric around zero, which implies \( \mathbb{E}z_t^3 = 0 \). This assumption together with \( \mathbb{E}z_t^3 = 0 \) guarantees block diagonality of the information matrix of the log-likelihood function. Block diagonality turn allows us to concentrate of the conditional variance function (4.3) without simultaneously considering (4.1).

4.3 Estimation of parameters

Before considering misspecification tests we briefly discuss parameter estimation. If we complete the previous assumptions about \( z_t \) by assuming normality, the log-likelihood function of the EGARCH(\( p,q \)) model is
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\[ L_t = c - \frac{1}{2} \sum_{t=1}^{T} \ln h_t - \frac{1}{2} \sum_{t=1}^{T} \left( \frac{\varepsilon_t^2}{h_t} \right) \]  

(4.5)

with

\[ \ln h_t = \alpha_0 + \sum_{j=1}^{q} \{ \alpha_j z_{t-j} + \psi_j (|z_{t-j}| - E|z_t|) \} + \sum_{j=1}^{p} \beta_j \ln h_{t-j}. \]  

(4.6)

Let \( \beta = (\alpha_0, \alpha_1, ..., \alpha_q, \psi_1, ..., \psi_q, \beta_1, ..., \beta_p)' \). Nelson (1991) discussed maximum likelihood estimation under the assumption that the errors have a generalized error distribution, but we do not follow his path here. The first partial derivatives with respect to the EGARCH parameters are

\[ \sum_{t=1}^{T} \frac{\partial l_t}{\partial \beta} = \left( \frac{1}{2} \right) \sum_{t=1}^{T} \left( \frac{\varepsilon_t^2}{h_t} - 1 \right) \frac{\partial \ln h_t}{\partial \beta} \]  

(4.7)

where

\[ \frac{\partial \ln h_t}{\partial \beta} = \mathbf{x}_{\beta t} - \left( \frac{1}{2} \right) \sum_{j=1}^{q} \{ \alpha_j z_{t-j} + \psi_j |z_{t-j}| \} \frac{\partial \ln h_{t-j}}{\partial \beta} + \sum_{j=1}^{p} \beta_j \frac{\partial \ln h_{t-j}}{\partial \beta} \]  

(4.8)

where \( \mathbf{x}_{\beta t} = (1, z_{t-1}, ..., z_{t-q}, |z_{t-1}| - E|z_t|, ..., |z_{t-q}| - E|z_t|, \ln h_{t-1}, ..., \ln h_{t-p})' \).

The parameters of (4.1) with EGARCH errors (4.6) may be estimated jointly by maximum likelihood. The normality assumption guarantees block diagonality of the information matrix such that the off-diagonal blocks involving partial derivatives with respect to both mean and variance parameters are null matrices. Thus the parameters of the conditional mean defined by (4.1) can be estimated separately without asymptotic loss of efficiency. This implies that maximum likelihood estimates for the parameters in (4.6) can be obtained numerically from the first-order conditions defined by setting (4.6) equal to zero.

Under sufficient regularity conditions, the maximum likelihood estimators can be expected to be consistent and asymptotically normal. It appears, however, that these conditions have not yet been verified in the present situation. Verifying them in the GARCH case has been a demanding task, and things do not appear to be any easier in the case of EGARCH models. In what follows, it is assumed that the maximum likelihood estimators are consistent and asymptotically normal.

It is seen from (4.8) that parameter estimation implies a number of recursions, and starting-values for parameters are therefore necessary. Nelson
(1991) discussed the role of starting-values and concluded that in his simula-
tions the use of other starting-values than the unconditional mean of $\ln h_t$ very
rapidly led to values of $h_t$ obtained by starting from the estimate of $E \ln h_t$.

4.4 Evaluation of EGARCH models

4.4.1 Testing against a higher-order EGARCH model

In this section our starting-point is that the parameters of the EGARCH($p,q$) model have been estimated by maximum likelihood, assuming that the errors are standard normal and independent. If, in addition to independence, it is only assumed that $\operatorname{E} z_t = 0$, $\operatorname{E} z_t^2 = 1$ and $\operatorname{E} z_t^3 = 0$, the estimators are quasi maximum likelihood estimators. First we consider testing an EGARCH($p,q$) model against a higher-order model, either an EGARCH($p+n+r,q$) or EGARCH($p,q+r$), $r > 0$. This is analogous to Bollerslev’s test of GARCH($p,q$) against GARCH($p+n+r,q$) or GARCH($p,q+r$), $r > 0$. Consider now an augmented version of model (4.2),

$$
\varepsilon_t = z_t h_t^{1/2} g_t^{1/2}
$$

where

$$
\ln g_t = \sum_{j=1}^r \{ \alpha_{q+j} z_{t-q-j} + \psi_{q+j} (|z_{t-q-j}| - E|z_t|) \}
$$

The null hypothesis $H_0 : (\alpha_j, \psi_j) = (0,0), j = q+1, ..., q+r$. Under this hypothesis, $g_t \equiv 1$, and the model collapses into a EGARCH($p,q$). Assume now that the alternative $H_1 :$ at least one $\psi_j \neq 0, j = q+1, ..., q+r$. The log-likelihood function of the model is

$$
L_T = c - (1/2) \sum_{t=1}^T (\ln h_t + \ln g_t) - (1/2) \sum_{t=1}^T \varepsilon_t^2 / (h_t g_t).
$$

Let $\beta_r = (\alpha_{q+1}, ..., \alpha_{q+r}, \psi_{q+1}, ..., \psi_{q+r})'$. The block of the score vector containing the partial derivatives with respect to $\beta_r$ has the form

$$
\frac{\partial L_T}{\partial \beta_r} = (1/2) \sum_{t=1}^T (\varepsilon_t^2 / h_t g_t) - 1 \frac{\partial \ln g_t}{\partial \beta_r}
$$

where

$$
\frac{\partial \ln g_t}{\partial \beta_r} = x_{\beta_r,t} - (1/2) \sum_{j=1}^r \{ \alpha_j z_{t-q-j} + \psi_j (|z_{t-q-j}| - E|z_t|) \} \frac{\partial \ln g_{t-q-j}}{\partial \beta_r}
$$
with \( \mathbf{x}_{t,t} = (\varepsilon_{t-q-1}, |z_{t-q-1}| - E|z_t|, \ldots, z_{t-q-r}, |z_{t-q-r}| - E|z_t|)' \). Let \( \hat{h}_t \) and \( \partial \ln \hat{h}_t / \partial \beta \) be the conditional variance \( h_t \) and \( \partial \ln h_t / \partial \beta \), respectively, estimated under \( H_0 \), and let
\[
\hat{\nu}_t = (|\varepsilon_{t-q-1}| / \hat{h}_{t-q-1}, \ldots, |\varepsilon_{t-q-r}| / \hat{h}_{t-q-r}, \hat{\varepsilon}_{t-q-1} / \hat{h}_{t-q-1}, \ldots, \hat{\varepsilon}_{t-q-r} / \hat{h}_{t-q-r})'.
\]
Assume, furthermore, that \( 1 - \sum_{j=1}^{p} \beta_j L^j \) has its roots outside the unit circle. This, together with the assumption of normality for \( z_t \), guarantees that \( \varepsilon_t \) has all moments see Nelson (1991) and He, Teräsvirta and Malmsten (2002). Thus the moment conditions required for the asymptotic distribution theory of the LM test statistic are satisfied. The LM test can be carried out in the \( TR^2 \) form as follows:

1. Estimate the parameters of the \( \text{EGARCH}(p,q) \) model and compute the squared standardized residuals \( \hat{\varepsilon}_t / \hat{h}_t - 1, t = 1, \ldots, T \), and the "residual sum of squares" \( SSR^*_0 = \sum_{t=1}^{T} (\hat{\varepsilon}_t / \hat{h}_t - 1)^2 \).

2. Regress \( \hat{\varepsilon}_t^2 / \hat{h}_t - 1 \) on \( \partial \ln \hat{h}_t / \partial \beta \) and \( \hat{\nu}_t \) and compute the sum of squared residuals, \( SSR^*_1 \).

3. Compute the value of the test statistic
\[
LM_{\text{addEGARCH}} = T \frac{SSR^*_0 - SSR^*_1}{SSR^*_0}
\]
that has an asymptotic \( \chi^2 \) distribution with \( 2r \) degrees of freedom under the null hypothesis.

If the normality assumption does not hold, this distribution theory is not valid. Nevertheless, it is possible to robustify the test against non-normal errors following Wooldridge (1991). Assuming that \( E|\varepsilon_t|^3 < \infty \), the robust version of the test is carried out as follows:

1. Regress \( \hat{\nu}_t \) on \( \partial \ln \hat{h}_t / \partial \beta \), and compute the \((2r \times 1)\) residual vectors \( \mathbf{r}_t \), \( t = 1, \ldots, T \).

2. Regress 1 on \( (\hat{\varepsilon}_t^2 / \hat{h}_t - 1)\mathbf{r}_t \) and compute the residual sum of squares \( SSR^* \) from that regression. The test statistic is
\[
LM_{\text{addEGARCH-R}} = T - SSR^*
\]
and has an asymptotic \( \chi^2 \) distribution with \( 2r \) degrees of freedom under the null hypothesis.
When \( p = q = 0 \), the test collapses into a test of no EARCH against EARCH(\( r \)). The test against \( H_1 : \) "at least one \( \beta_j \neq 0, j = q + 1, \ldots, q + r \)" is constructed analogously by redefining vector \( \hat{\mathbf{v}}_1 \). Note that when \( p = q = 0 \), the corresponding test would be meaningless.

### 4.4.2 Testing parameter constancy

Testing parameter constancy is important in its own right but also because nonconstancy signals an apparent lack of covariance stationarity. Here we assume that the alternative to constant parameters in the conditional variance is that the parameters, or a subset of them, change smoothly over time. This test may be viewed as the EGARCH counterpart of the test for parameter constancy against smooth continuous change in parameters for the GARCH model in Lundbergh and Teräsvirta (2002). Lin and Teräsvirta (1994) applied the same idea to testing parameter constancy in the conditional mean.

Consider now the augmented model (4.9) where

\[
\ln g_t = (\pi_0 + \sum_{j=1}^{q} \{ \pi_{1j} z_{t-j} + \pi_{2j} |z_{t-j}| \} + \sum_{j=1}^{p} \pi_{3j} \ln h_{t-j}) G_n(t; \gamma, \mathbf{c}) \tag{4.16}
\]

with the transition function

\[
G_n(t; \gamma, \mathbf{c}) = \left[ 1 + \exp(-\gamma \prod_{i=1}^{n} (t - c_i)) \right]^{-1}, \gamma > 0, c_1 \leq \ldots \leq c_n. \tag{4.17}
\]

In (4.17) \( \gamma \) is a slope parameter, and \( \mathbf{c} = (c_1, \ldots, c_n) \) a location vector. Conditions \( \gamma > 0 \) and \( c_1 \leq \ldots \leq c_n \) are identifying conditions. When \( \gamma = 0 \), \( G_n(t; \gamma, \mathbf{c}) = 1/2 \). Typically in practice, \( n = 1 \) or \( n = 2 \). The former choice yields a standard logistic function. When the slope parameter \( \gamma \to \infty \), (4.17) with \( n = 1 \) becomes a step function whose value equals one for \( t > c_1 \) and zero otherwise. This special case represents a single structural break in the model at \( t = c_1 \). When \( n = 2 \), (4.17) is symmetric about \( (c_1 + c_2)/2 \), and its minimum value, achieved at this point, lies between zero and 1/2. The value of the function approaches unity as \( t \to \pm \infty \). When \( \gamma \to \infty \), function (4.17) becomes a "double step" function that obtains value zero for \( c_1 \leq t \leq c_2 \) and unity otherwise.

In order to consider the testing problem, let \( \overline{G}_n = G_n - 1/2 \). This transformation simplifies notation in deriving the test but does not affect the generality of the arguments. The smooth transition alternative poses an identification problem. The null hypothesis can be expressed as \( H_0 : \gamma = 0 \) in
It can be seen from (4.16) and (4.17) that when the null hypothesis holds \( \pi_0, \pi_1, \pi_2, j = 1, \ldots, q, \) and \( \pi_3, j = 1, \ldots, p, \) in (4.16) and \( c_1, \ldots, c_n \) in (4.17) are unidentified nuisance parameters. The standard asymptotic distribution theory is thus not available in this situation, for a general discussion see Hansen (1996).

We circumvent the identification problem by following Luukkonen, Saikkonen and Teräsvirta (1988), see also Lundbergh and Teräsvirta (2002). This is done by expanding the transition function \( \bar{G}_n \) into a first-order Taylor series around \( \gamma = 0, \) replacing the transition function (4.17) with this Taylor approximation in (4.16) and rearranging terms. This results in

\[
\ln g_t = \sum_{i=1}^{n} \delta_i^t v_{it} + R
\]

(4.18)

where \( \delta_i = \gamma \tilde{\delta}_i, \) \( \tilde{\delta}_i \neq 0, \) \( v_{it} = t^i x_{\beta t}, i = 1, \ldots, n, \) and \( R \) is the remainder. The new null hypothesis based on (4.18) is equals \( \delta_1 = \ldots = \delta_n = 0. \) Note that under \( \text{H}_0 : R = 0 \) so that the remainder does not affect the asymptotic distribution theory. The test can be carried out in \( TR^2 \) form via an auxiliary regression exactly as in the previous section. Vectors \( v_{it} \) now contains the additional variables that appear in the auxiliary regression such that \( \tilde{v}_t = (v_{1t}, \ldots, v_{nt})' \) with \( \tilde{v}_{it} = t^i x_{\beta t}, i = 1, \ldots, n. \) The test can easily be modified to concern only a subset of parameters. A number of terms in the auxiliary equation now contains trending variables. Nevertheless, applying the results of Lin and Teräsvirta (1994), it can be shown that the asymptotic null distribution even in this case is a chi-squared one. The number of degrees of freedom in the test statistic equals \( n(p + q + 1). \) The test can be robustified against non-normality in the same way as the previous one.

It is also possible to construct a test against a single structural break by adapting the test of Chu (1995) to the EGARCH case (see Hansen (1996) for obtaining critical values), but that has not been done here.

### 4.5 Testing EGARCH against GARCH

As the GARCH model of Bollerslev (1986) and Taylor (1986) is a very popular alternative to the EGARCH model, it would be useful in practice to also compare the estimated EGARCH model with its GARCH counterpart in order to see if one is to be preferred to the other. In this section we discuss three non-nested tests for testing EGARCH and GARCH models against each other. The question we pose is whether or not the GARCH model characterizes some
features in the data that the EGARCH model is unable to capture. The tests
can thus be seen as misspecification tests of the EGARCH model against
the GARCH model or vice versa, depending on which one of the models is the
null model. In the GARCH\((p,q)\) model, the conditional variance is

\[
h_t = \alpha_0 + \sum_{j=1}^{q} \alpha_j \varepsilon_{t-j}^2 + \sum_{j=1}^{p} \beta_j h_{t-j}. \tag{4.19}
\]

A sufficient condition for the conditional variance to be positive is \(\alpha_0 > 0, \alpha_j \geq 0, j = 1, \ldots, q, \beta_j \geq 0, j = 1, \ldots, p.\) The necessary and sufficient conditions
for positivity of the conditional variance in higher-order GARCH models are
complicated; see Nelson and Cao (1992).

The standard GARCH model has been extended to characterize asymmet­
ric responses to shocks. The GJR-GARCH model (Glosten et al. (1993)) is
obtained by adding \(\sum_{j=1}^{q} \omega_j I(\varepsilon_{t-j}) \varepsilon_{t-j}^2\) to the GARCH specification (4.19)
where \(I(\varepsilon_{t-1}) = 1\) if \(\varepsilon_{t-1} < 0,\) and \(I(\varepsilon_{t-1}) = 0\) otherwise. A useful nonlinear
version of the GJR-GARCH model is obtained by making the transition
between regimes smooth. A smooth transition GARCH (STGARCH) model
may be defined as (4.2) with

\[
h_t = \alpha_0 + \sum_{j=1}^{q} \alpha_{1j} \varepsilon_{t-j}^2 + \sum_{j=1}^{q} \alpha_{2j} \varepsilon_{t-j}^2 G_n(\varepsilon_{t-j}; \gamma, c) + \sum_{j=1}^{p} \beta_j h_{t-j} \tag{4.20}
\]

where \(\varepsilon_{t-j}\) is the transition variable. When \(n = 1, G_1\) is the logistic function
that controls the change of the coefficient of \(\varepsilon_{t-j}\) from \(\alpha_j\) to \(\alpha_j + \omega_j\) as a
function of \(\varepsilon_{t-j}\). In that case, letting \(\gamma \to \infty\) yields the GJR-GARCH model.
For discussions of the STGARCH model, see Hagerud (1997), González-Rivera
(1998), Anderson, Nam and Vahid (1999), Lanne and Saikkonen (2002) and
Lundbergh and Teräsvirta (2002). The EGARCH model does not nest these
models, and next we shall present three nonnested tests for testing EGARCH
against GARCH. In particular, we are interested in the case where the alter­
native is a GJR-GARCH model.

4.5.1 The encompassing test

In this subsection we consider an LM test suggested in Engle and Ng (1993). It
is based on a minimal nesting model; see Mizon and Richard (1986). The idea
is to construct model that encompasses both alternatives. Thus, decomposing
\(\ln h_t\) into two components

\[
\ln h_t = \ln k_t + \ln g_t \tag{4.21}
\]
where $k_t = \theta' z_t$ and $g_t = \exp(\phi' x_t)$ both $k_t$ and $g_t$ are functions of lags of $h_t$, $z_t$ is a $k \times 1$ and $x_t$ is a $m \times 1$ vector of explanatory variables, and $\theta$ and $\phi$ are parameter vectors, yields such a model. Equation (4.21) shows that the model is another special case of the augmented EGARCH model (4.9). This model is the smallest model which encompasses both the EGARCH and GARCH models and can be used for testing EGARCH and GARCH models against each other. For example, if $\ln k_t = \alpha^* z_{t-1} + \psi^* |z_{t-1}| + \beta^* \ln h_{t-1}$ and $\ln g_t = \ln(\alpha_0 + \alpha_1 e_{t-1}^2 + \omega_1 (\varepsilon_{t-1})^2 + \beta_1 h_{t-1})$, then the model encompassing the EGARCH(1,1) and GJR-GARCH(1,1) ones is

$$\ln h_t = \alpha^* z_{t-1} + \psi^* |z_{t-1}| + \beta^* \ln h_{t-1}$$

$$+ \ln(\alpha_0 + \alpha_1 e_{t-1}^2 + \omega_1 (\varepsilon_{t-1})^2 + \beta_1 h_{t-1}) \quad (4.22)$$

Setting $\alpha_1 = \omega_1 = \beta_1 = 0$ yields the EGARCH(1,1) model. On the other hand, $\alpha^* = \psi^* = \beta^* = 0$ corresponds to the GJR-GARCH(1,1) model. A test of the latter restrictions can also been seen as a misspecification test of the GJR-GARCH model against the EGARCH model. Considering the former case implies the null hypothesis $H_0 : \alpha_1 = \omega_1 = \beta_1 = 0$. The relevant block of the score vector evaluated under $H_0$ has the form

$$\frac{\partial L_T}{\partial \beta} |_{H_0} = (1/2) \sum_{t=1}^{T} (\frac{\varepsilon_t^2}{h_t} - 1) \frac{\partial \ln g_t}{\partial \beta} |_{H_0} \quad (4.23)$$

where

$$\frac{\partial \ln g_t}{\partial \beta} |_{H_0} = \frac{1}{h_t} (\varepsilon_{t-1}^2, I(\varepsilon_{t-1}) \varepsilon_{t-1}^2, \hat{h}_{t-1})' \quad (4.24)$$

and $\beta_r = (\alpha_1, \omega, \beta_1)'$. Using previous notation, $\hat{\nu}_t = (\varepsilon_{t-1}^2 / \hat{h}_t, I(\varepsilon_{t-1}) \varepsilon_{t-1}^2 / \hat{h}_t, \hat{h}_{t-1} / \hat{h}_t)'$ in the auxiliary $TR^2$ regression. Test statistic (4.14) has an asymptotic $\chi^2$ distribution with three degrees of freedom when the null hypothesis is valid. The test can be robustified against non-normal errors in the same way as the tests in Section 4. It should be noted that when the null hypothesis is rejected, the rejection is against the encompassing model and not the GJR-GARCH one.

### 4.5.2 The Pseudo-Score Test

In this subsection we briefly describe a competing test suggested by Chen and Kuan (2002). It is based on the finite sample counterpart of the pseudo-true score, the limit of the expected value of the score function from the alternative model, where the expectation is taken with respect to the null model. Suppose
that the null model is a EGARCH model, whereas the alternative model is a GARCH model. Then the pseudo-true score function is

\[ PS_{GARCH} = \lim_{T \to \infty} E_{EGARCH(\theta)} \frac{1}{2T} \sum_{t=1}^{T} \left( \frac{\epsilon_t^2}{h_t} - 1 \right) \frac{\partial \ln h_t}{\partial \beta} \]  

(4.25)

where \( E_{EGARCH(\theta)} \) denotes the expectation taken with respect to the EGARCH model. When the GARCH model is the correct one, expectation (4.25) equals zero. The test can be constructed by checking if the estimate of (4.25) is sufficiently close to zero. As shown in Chen & Kuan (2002) the finite sample counterpart of the pseudo-true score equals

\[ \overline{PS}_{GARCH} = \frac{1}{2} \sum_{t=1}^{T} \left( \frac{\hat{h}_{EGARCH,t}}{h_t} - 1 \right) \frac{\partial \ln \hat{h}_t}{\partial \beta} \]  

(4.26)

where \( \hat{h}_{EGARCH,t} \) is the estimate of the conditional variance under the EGARCH model. The test statistic is

\[ CK = T \overline{PS}_{GARCH} \hat{\Omega}^{-1} \overline{PS}_{GARCH} \]  

(4.27)

where \( \hat{\Omega} \) is a consistent estimator of the information matrix \( \Omega \), and \( \hat{\Omega}^{-} \) is its generalized inverse. The test statistic is asymptotically distributed as chi-square with \( r \) degrees of freedom when the null hypothesis is true, where \( r \) is the rank of \( \hat{\Omega} \). Note that \( \Omega \) is not of full rank. In our simulations we estimate \( \Omega \) using the estimate of \( \text{cov}(\overline{PS}_{GARCH}) \) given in Chen and Kuan (2000).

### 4.5.3 Simulated likelihood ratio statistic

Our remaining test is the one proposed by Lee and Brorsen (1997) and Kim et al. (1998). The latter authors suggested it for testing the GARCH model against the autoregressive stochastic volatility model or vice versa. The test is based on the log likelihood ratio

\[ LR = L_T(\hat{\theta}_{GARCH}) - L_T(\hat{\theta}_{EGARCH}) \]  

(4.28)

where \( L_T(\hat{\theta}_{GARCH}) \) and \( L_T(\hat{\theta}_{EGARCH}) \) are the maximized log-likelihood function under the GARCH model and under the EGARCH model, respectively. The asymptotic distribution of \( LR \) under the hypothesis that the EGARCH model is the true model or under the hypothesis that the GARCH model is the true one is unknown and an empirical distribution is constructed by simulation. Under the assumption that the EGARCH model is true and that
its parameter vector is $\hat{\theta}_{EGARCH}$, we generate $N$ time series from the "true" model. For each simulated series we estimate the parameters of the GARCH and EGARCH models and record the value of $LR^i$, $i = 1, ..., N$. The resulting values of $LR^i$ are a sample from the exact distribution of $LR$ under the EGARCH model. This gives us the critical value $LR_\alpha$ of the test to which $LR$ is compared. If $LR > LR_\alpha$ the null hypothesis is rejected. For a general discussion of Monte Carlo tests of this type; see Ripley (1987).

4.6 Simulation experiment

The above distribution theory is asymptotic, and we have to find out how our tests behave in finite samples. This is done by simulation. For all simulations we used the following data generating process (DGP)

$$\begin{align*}
y_t &= \epsilon_t \\
\epsilon_t &= z_t h_t^{1/2}
\end{align*}$$

(4.29)

where the definition of the conditional variance $h_t$ depends on the test statistic to be simulated. Under the null hypothesis $h_t$ is the conditional variance of the standard EGARCH(1,1) model (4.4) with $p = q = 1$. The random numbers, $z_t$, have been generated by the random number generator in GAUSS 3.2. The distribution for the random numbers sampled is either standard normal or a standardized (unit variance) generalized error $GED(\nu)$ distribution, see Nelson (1991). In the latter case, parameter $\nu$ is chosen such that the kurtosis $Ez_t^4 = 5$. The first 1000 observations of each generated series have been discarded to avoid initialization effects. Size experiments are performed with series of 1000 and 3000 observations. The empirical power of the tests is investigated using series of 1000 observations. We use 1000 replications in each experiment. Both the normality-based and the robust version of each test are considered.

4.6.1 Evaluation of EGARCH models

Testing against a higher-order EGARCH model

First, we consider the test against a higher-order EGARCH model. We define a DGP such that the conditional variance follows a symmetric EGARCH(2,2) process. Thus,
\[
\ln h_t = -0.00127 + 0.11605(|z_{t-1} - E|z_{t-1}|) + 0.95 \ln h_{t-1} + \\
+\psi_2(|z_{t-2} - E|z_{t-2}|) + \beta_2 \ln h_{t-2}.
\]

(4.30)

The values of \(\psi_2\) and \(\beta_2\) are chosen being varied in simulations. The moment structure of the EGARCH\((p,q)\) model has been worked out in He (2000). For \(\psi_2 = \beta_2 = 0\) the DGP reduces to a symmetric EGARCH\((1,1)\) model. In the simulations these tests were all computed with a singel parameter in the alternative. That is, for different values of \(\psi_2\) we choose \(\hat{\nu}_t = (|\hat{z}_{t-2}| / \hat{h}_{t-2})\). For different values of \(\beta_2\) we choose \(\hat{\nu}_t = \ln \hat{h}_{t-2}\). The asymptotic null distribution is thus \(\chi^2(1)\). The actual rejection frequencies based on the significant level 0.05 under the asymptotic distribution are reported.

The results of both size and power simulations can be found in Table 4.1. They indicate that both test is well sized for \(T = 1000\). When the errors are normal, the nonrobust test is somewhat more powerful than the robust one. When the error distribution is a \(GED(5)\) one, the robust test is more powerful than the nonrobust one. A tentative recommendation would be to always use the robustified test unless there is strong evidence of the errors being normally distributed.

Testing parameter constancy

We consider two cases of parameter nonconstancy for the symmetric EGARCH\((1,1)\) model: the DGP is a EGARCH with either (a) a single or (b) double structural break in the intercept. Our test is computed using \(n = 1\) in case (a), and \(n = 2\) in case (b).

We consider the following symmetric models with a break in the constant term

\[
\ln h_t = -0.00127 + 0.11605(|z_{t-1} - E|z_{t-1}|) + 0.95 \ln h_{t-1},
\]

(a) \(t < \eta T\), (b) \(t < \eta_1 T\), \(t > \eta_2 T\),

\[
\ln h_t = -0.03593 + 0.11605(|z_{t-1} - E|z_{t-1}|) + 0.95 \ln h_{t-1},
\]

(a) \(t \geq \eta T\), (b) \(\eta_1 T \leq t \leq \eta_2 T\)

(4.31)

where \(T\) is the sample size and \(0 \leq \eta, \eta_1, \eta_2 \leq 1\). The parameters under the null hypothesis are chosen to mimic one of the sets of parameter values considered in Engle and Ng (1993), see below. In the simulation experiment, the unconditional variance is halved at \(\eta T\) and \(\eta_1 T\). Even if only the intercept changes in (4.31), we assume that under the alternative, the break affects all three parameters. The asymptotic null distribution is thus \(\chi^2(3)\).
The results of both size and power simulations can be found in Table 4.2. They indicate that both tests are somewhat oversized for $T = 1000$ but well-sized for $T = 3000$. When the errors are normal, the nonrobust test is more powerful than the robust one for both a single and a double structural break in the intercept. When the error distribution is a $GED(5)$ one, the robust test is more powerful than the nonrobust one. A tentative recommendation would be similar to the previous one: use the robustified test unless there is strong evidence favouring normal errors.

4.6.2 Testing EGARCH against GARCH

In this section we consider the small-sample performance of the nonnested tests of testing EGARCH against GARCH. First we consider symmetric, then asymmetric models.

**Symmetric models**

We consider six pairs of parameter vectors for the GARCH(1,1) and the symmetric EGARCH(1,1) model. They can be found in Table 4.3. For GARCH, $\alpha_1 + \beta_1$ is the exponential decay rate of the autocorrelations of squared observations, which has been used as a measure for persistence in volatility. We choose three different values of the persistence. Engle and Ng (1993) used the same values in their simulation experiments. The three parameters, $\alpha_0, \alpha_1$ and $\beta_1$, are selected such that the unconditional variance $E \varepsilon_t^2$ equals unity but the kurtosis equals either 6 or 12. These parameter values are obtained from the analytic expressions of the second moment, the kurtosis and the autocorrelation function of squared observations of a family of GARCH models with normal or $t$ distributed errors that are available in He and Teräsvirta (1999). This family includes the GJR-GARCH model.

The parameter values for the EGARCH model are chosen to be as comparable with the ones for the GARCH models as possible. Thus, $\beta$ is set equal to $\alpha_1 + \beta_1$ in the corresponding GARCH model, as $\beta$ controls the decay of the autocorrelation function of the squared observations in the EGARCH model. Note, however, that while the decay rate of the autocorrelation of $\varepsilon_t^2$ in the GARCH(1,1) model equals $\alpha_1 + \beta_1$, it only approaches $\beta$ from below with increasing lag length in the EGARCH(1,1) model. Parameters $\alpha_0$ and $\psi$ are chosen such that the unconditional variance and the kurtosis are the same in both models as well. This can be done using the analytic expressions for the relevant moments of the EGARCH(1,1) model in Chapter 1. The parameters of the EGARCH model (4.31) under the null hypothesis are chosen to
mimic one of the sets of GARCH parameter values considered in Engle and Ng (1993). They can be found in Table 4.3. In simulating the LR statistic we use 99 replications to construct the empirical null distribution.

A general result valid for all our simulation experiments is that the size of both the encompassing test and the simulated LR test is close to the nominal size already at $T = 1000$, see Tables 4.4 and 4.5. As to the pseudo-score statistic, it is oversized even for $T = 3000$. This is due to the estimated matrix $\hat{\Omega}$. In our experiment the rank of the $(3 \times 3)$ matrix $\Omega$ equals two, but the estimated matrix $\hat{\Omega}$ is not seriously ill-conditioned. This causes the test statistic to be oversized. In fact, assuming rank equal to three, that is, using the $\chi^2(3)$ distribution instead of $\chi^2(2)$ as the null distribution, would not be such a bad idea for $T = 1000$. The test would be conservative (undersized), but not overly so.

The case of $\alpha_1 + \beta_1 = 1$ in the GARCH model has received attention in the literature. Engle and Bollerslev (1986) called the model with this restriction the integrated GARCH (IGARCH) model. The behaviour of $\hat{\alpha}_1 + \hat{\beta}_1$ when the true model is GARCH(1,1) with $\alpha_1 + \beta_1 < 1$ has also received attention. In that case there is a substantial probability of estimating this persistence parameter to be greater than one when $T$ is small; see Shephard (1996). Figure 4.1 contains the estimated density of $\hat{\alpha}_1 + \hat{\beta}_1$ when the true model is a symmetric EGARCH(1,1). If we generate data from a stationary EGARCH(1,1) model with normal errors and fit a GARCH(1,1) model with normal errors to the observations, there is a large probability of ‘finding IGARCH’, that is, ending up with $\hat{\alpha}_1 + \hat{\beta}_1 \geq 1$. Furthermore, this probability increases with the sample size. Lamoureux and Lastrapes (1990) obtained a similar result when they generated data with a GARCH(1,1) model with a structural break, but here the DGP is a constant-parameter stationary EGARCH model. In simulating the LR statistic we only use the replications with $\hat{\alpha}_1 + \hat{\beta}_1 < 1$. We discard the rest and add new ones until there are 1000 replications in each experiment.

Another result valid for all our simulations is that the simulated LR test is more powerful than the encompassing test, see Table 4.6. Because of the size problems, the power of the pseudo-score test is not comparable. For all tests, the power is higher for models with low than with high persistence.

We use the EGARCH model (4.31) under the null hypothesis and the corresponding GARCH model in the simulation experiments of the robust version of the tests. They can be found in Table 4.3. Because of size problems, the behaviour of the pseudo-score test is not investigated. Our results indicate that the nonrobust version of the simulated LR test is undersized when the error distribution is a $GED$, see Table 4.7. The robust version of the encompassing test is undersized for $T = 1000$ but well-sized for $T = 3000$, see Table 4.8.
In Table 4.9 we report the result of the power simulations. When the errors are normal, the robust tests perform as well as the nonrobust ones. When the error distribution is a $GED$, the robust tests are always more powerful than the nonrobust ones. The simulated LR test is more powerful than the encompassing test.

**Asymmetric models**

We now turn to asymmetric models. We add the asymmetric component $\phi z_{t-1}$ to four of the symmetric EGARCH models assuming $\phi = -0.04$. The asym-
metry introduced through $\phi$ tends to increase kurtosis and, at the same time, reduce the first-order autocorrelation of squared observations. We choose $\alpha_0$ and $\psi$ such that the unconditional variance equals unity and the kurtosis is 6 or 12 even here. The parameter values of the asymmetric EGARCH models are reported in Table 4.3. We use the reduction in the first-order autocorrelation of squared observations, in percentage, due to the asymmetry as an additional condition to identify the sets of parameters in the GJR-GARCH model. The corresponding GJR-GARCH models are also found in Table 4.3.

**Figure 4.2** Estimated density of $\tilde{\alpha}_1 + \tilde{\beta}_1 + \tilde{\omega}/2$ for the GJR-GARCH model when DGP is the EGARCH model. Upper panel, left: asE3, upper panel, right: asE4, lower panel, left: asE1, lower panel, right: asE2. Number of observations 1000 (solid) and 3000 (dashed).

The results in the asymmetric case are similar to the symmetric case. The probability of finding GJR-IGARCH model in which $\alpha_1 + \beta_1 + \omega_1/2 = 1$ when the observations have been generated by an EGARCH(1,1) model is quite large, see Figure 4.2. The size of the encompassing test is close to the nominal size already at $T = 1000$, see Table 4.10. As to the pseudo-score statistic, it is oversized in the case of asymmetric models for $T = 3000$; see Table 4.11.
In Table 4.12 we report result of the power simulations. Note that the results appearing in the tables are not based on size-adjusted tests. For both tests, the power is higher for models with low than the ones with high persistence.

A conclusion of our simulations is that the simulated LR is more powerful than the encompassing test. The pseudo-score test in the form applied in this paper cannot be recommended because of the size problems pointed out.

4.7 Empirical example

In this section we apply our tests to daily return series of the 29 most actively traded stocks in Stockholm stock exchange. The list of stocks appears in Table 4.16 together with information about the length of the series. The period investigated ends April 24, 2001. The return series are continuously compounded returns calculated from the closing prices obtained from Datasstream.

In Table 4.13 we report results of the test against a higher-order model. There is some evidence of a need for an EGARCH(1,2) model. The p-value of the test lies between 0.01 and 0.05 in 13 cases out of 29, but there is only one occasion in which it does not exceed 0.01. An EGARCH(2,1) model is not a likely alternative. As a whole it seems that the need for higher-order EGARCH models is not very strong. Table 4.14 contains results of the parameter constancy test. In almost about half of the cases, there is strong evidence of time-varying parameters. It seems that nonconstancy of the intercept is often a strong reason for rejection. This suggests that the unconditional variance of the series changes over time. The dynamic behaviour of the conditional variance may be less prone to change in time.

Turning to choosing between EGARCH and GARCH, Table 4.15 contains results based on the robust version of the encompassing test and the simulated LR test for testing GJR-GARCH(1,1) and EGARCH(1,1) models against each other. They indicate that both models fit the data more or less equally well. In most cases there is no clear difference between the models. The encompassing test does not reject either model in 16 cases. The simulated LR test does not reject either model in 9 cases. It is rare that both models are rejected simultaneously. For the encompassing test this happens only once. The EGARCH model is rejected more often than the GJR-GARCH model. Because of the size problems, the pseudo-score test is not applied to these series.

The main conclusion of the empirical example is that there is substantial evidence for parameter nonconstancy. Rejections, measured in p-values, are generally weaker for the other tests applied to the estimated models.
4.8 Conclusions

In this paper we consider misspecification tests for an EGARCH\((p,q)\) model. We derive two new misspecification tests for an EGARCH model. Since both test statistics are asymptotically \(\chi^2\)-distributed under the null hypothesis, possible misspecification of an EGARCH model can be detected at low computational cost. Because the tests of an EGARCH model against a higher-order EGARCH model and testing parameter constancy are parametric, the alternative may be estimated if the null hypothesis is rejected. This is useful for a model builder who wants to find out possible weakness of estimated specification. It may also give him/her useful ideas of how the model could be further improved. These tests may be viewed as the EGARCH counterpart of the tests for the GARCH model in Lundbergh and Teräsvirta (2002).

Furthermore, we investigate various way of testing the EGARCH model against GARCH ones as another check of model adequacy. Our simulations show that the simulated LR test is more powerful than the encompassing test and that the size of the test may be a problem in applying the pseudo-score test.

Finally, the simulation results indicate that in practice, the robust versions of our tests should be preferred to nonrobust ones. They can be recommended as standard tools when it comes to testing the adequacy of an estimated EGARCH \((p,q)\) model.
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Evaluating EGARCH models


Tables

**Table 4.1** Empirical p-values of the nonrobust and robustified test against higher-order model when the observations have been generated from model (4.30) using normal and GED(5) errors, for 1000 and 3000 observations, based on 1000 replications. The nominal significance level equals 0.05.

<table>
<thead>
<tr>
<th>Error distribution</th>
<th>Normal(0,1)</th>
<th>GED(5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\psi_2$ $\beta_2$</td>
<td>$T$</td>
<td>Nonrobust</td>
</tr>
<tr>
<td>0 0 1000</td>
<td>4.3</td>
<td>4.2</td>
</tr>
<tr>
<td>0 0 3000</td>
<td>5.2</td>
<td>4.7</td>
</tr>
<tr>
<td>0.1 0 1000</td>
<td>5.5</td>
<td>5.4</td>
</tr>
<tr>
<td>0.2 0 1000</td>
<td>13.5</td>
<td>10.6</td>
</tr>
<tr>
<td>0 0.1 1000</td>
<td>6.2</td>
<td>6.1</td>
</tr>
</tbody>
</table>

**Table 4.2** Empirical p-values of the nonrobust and robustified parameter constancy test when the observations have been generated from model (4.31) using normal and GED(5) errors, for 1000 and 3000 observations, based on 1000 replications. The nominal significance level equals 0.05.

<table>
<thead>
<tr>
<th>Error distribution</th>
<th>Normal(0,1)</th>
<th>GED(5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta$ $\eta_1$ $\eta_2$</td>
<td>$T$</td>
<td>Nonrobust</td>
</tr>
<tr>
<td>1 - - 1000</td>
<td>8.2</td>
<td>7.4</td>
</tr>
<tr>
<td>1 - - 3000</td>
<td>6.6</td>
<td>5.3</td>
</tr>
<tr>
<td>0.25 - - 1000</td>
<td>55.8</td>
<td>50.8</td>
</tr>
<tr>
<td>0.5 - - 1000</td>
<td>80.8</td>
<td>75.9</td>
</tr>
<tr>
<td>- 0.333 0.667 1000</td>
<td>31.2</td>
<td>23.5</td>
</tr>
<tr>
<td>- 0.25 0.75 1000</td>
<td>63.4</td>
<td>57.4</td>
</tr>
</tbody>
</table>
Table 4.3 This table reports the DGP’s in the simulations. The first six pairs of parameters are the symmetric models in the simulation experiment. The next four are the asymmetric models. The last pair is for the simulation experiments of the robust version of the tests.

<table>
<thead>
<tr>
<th>Model</th>
<th>Model</th>
<th>$\alpha_0$</th>
<th>$\alpha_1$</th>
<th>$\beta$</th>
<th>$\omega$</th>
<th>$-\alpha_0^*$</th>
<th>$\psi$</th>
<th>$\beta^*$</th>
<th>$-\phi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>G1</td>
<td>E1</td>
<td>0.01</td>
<td>0.0705</td>
<td>0.9195</td>
<td>-</td>
<td>0.0033</td>
<td>0.1876</td>
<td>0.99</td>
<td>-</td>
</tr>
<tr>
<td>G2</td>
<td>E2</td>
<td>0.01</td>
<td>0.0864</td>
<td>0.9036</td>
<td>-</td>
<td>0.0065</td>
<td>0.2614</td>
<td>0.99</td>
<td>-</td>
</tr>
<tr>
<td>G3</td>
<td>E3</td>
<td>0.05</td>
<td>0.1561</td>
<td>0.7939</td>
<td>-</td>
<td>0.0155</td>
<td>0.3974</td>
<td>0.95</td>
<td>-</td>
</tr>
<tr>
<td>G4</td>
<td>E4</td>
<td>0.05</td>
<td>0.1912</td>
<td>0.7588</td>
<td>-</td>
<td>0.0299</td>
<td>0.5453</td>
<td>0.95</td>
<td>-</td>
</tr>
<tr>
<td>G5</td>
<td>E5</td>
<td>0.2</td>
<td>0.3</td>
<td>0.5</td>
<td>-</td>
<td>0.0965</td>
<td>0.7095</td>
<td>0.8</td>
<td>-</td>
</tr>
<tr>
<td>G6</td>
<td>E6</td>
<td>0.2</td>
<td>0.3674</td>
<td>0.4326</td>
<td>-</td>
<td>0.1064</td>
<td>0.9555</td>
<td>0.8</td>
<td>-</td>
</tr>
<tr>
<td>GJR1</td>
<td>asE1</td>
<td>0.01</td>
<td>0.0422</td>
<td>0.9251</td>
<td>0.0453</td>
<td>0.0032</td>
<td>0.1731</td>
<td>0.99</td>
<td>0.04</td>
</tr>
<tr>
<td>GJR2</td>
<td>asE2</td>
<td>0.01</td>
<td>0.0562</td>
<td>0.9112</td>
<td>0.0495</td>
<td>0.0064</td>
<td>0.2504</td>
<td>0.99</td>
<td>0.04</td>
</tr>
<tr>
<td>GJR3</td>
<td>asE3</td>
<td>0.05</td>
<td>0.1202</td>
<td>0.7986</td>
<td>0.0624</td>
<td>0.0154</td>
<td>0.3891</td>
<td>0.95</td>
<td>0.04</td>
</tr>
<tr>
<td>GJR4</td>
<td>asE4</td>
<td>0.05</td>
<td>0.1515</td>
<td>0.8036</td>
<td>0.0698</td>
<td>0.0297</td>
<td>0.5383</td>
<td>0.95</td>
<td>0.04</td>
</tr>
<tr>
<td>RG</td>
<td>RE</td>
<td>0.05</td>
<td>0.05</td>
<td>0.9</td>
<td>-</td>
<td>0.0013</td>
<td>0.1161</td>
<td>0.95</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 4.4 Empirical p-values from size simulations of three tests of testing symmetric EGARCH(1,1) against GARCH(1,1) and vice versa, 1000 observations, based on 1000 replications. The nominal significance level equals 0.05 and 0.1.

<table>
<thead>
<tr>
<th>True model</th>
<th>Simulated LR</th>
<th>Engle-Ng</th>
<th>Pseudo-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5%</td>
<td>10%</td>
<td>5%</td>
</tr>
<tr>
<td>G1</td>
<td>5.7</td>
<td>11.2</td>
<td>5.0</td>
</tr>
<tr>
<td>G2</td>
<td>5.6</td>
<td>10.6</td>
<td>4.8</td>
</tr>
<tr>
<td>G3</td>
<td>5.7</td>
<td>11.4</td>
<td>4.4</td>
</tr>
<tr>
<td>G4</td>
<td>5.9</td>
<td>11.7</td>
<td>4.9</td>
</tr>
<tr>
<td>G5</td>
<td>5.6</td>
<td>11.1</td>
<td>4.8</td>
</tr>
<tr>
<td>G6</td>
<td>5.1</td>
<td>10.7</td>
<td>4.5</td>
</tr>
<tr>
<td>E1</td>
<td>5.5</td>
<td>11.1</td>
<td>5.4</td>
</tr>
<tr>
<td>E2</td>
<td>4.8</td>
<td>9.7</td>
<td>5.7</td>
</tr>
<tr>
<td>E3</td>
<td>5.9</td>
<td>12.0</td>
<td>4.8</td>
</tr>
<tr>
<td>E4</td>
<td>5.4</td>
<td>10.5</td>
<td>5.0</td>
</tr>
<tr>
<td>E5</td>
<td>5.1</td>
<td>9.9</td>
<td>5.3</td>
</tr>
<tr>
<td>E6</td>
<td>5.0</td>
<td>9.7</td>
<td>4.9</td>
</tr>
</tbody>
</table>
Table 4.5 Empirical p-values from size simulations of two tests of testing symmetric EGARCH(1,1) against GARCH(1,1) and vice versa, 3000 observations, based on 1000 replications. The nominal significance level equals 0.05 and 0.1.

<table>
<thead>
<tr>
<th>True model</th>
<th>5%</th>
<th>10%</th>
<th>5%</th>
<th>10%</th>
</tr>
</thead>
<tbody>
<tr>
<td>G1</td>
<td>5.2</td>
<td>9.8</td>
<td>5.7</td>
<td>11.4</td>
</tr>
<tr>
<td>G2</td>
<td>4.9</td>
<td>10.0</td>
<td>5.2</td>
<td>11.7</td>
</tr>
<tr>
<td>G3</td>
<td>5.1</td>
<td>9.7</td>
<td>5.5</td>
<td>11.6</td>
</tr>
<tr>
<td>G4</td>
<td>5.3</td>
<td>10.1</td>
<td>6.2</td>
<td>11.7</td>
</tr>
<tr>
<td>G5</td>
<td>5.1</td>
<td>10.2</td>
<td>7.4</td>
<td>15.5</td>
</tr>
<tr>
<td>G6</td>
<td>4.1</td>
<td>10.0</td>
<td>7.8</td>
<td>15.6</td>
</tr>
<tr>
<td>E1</td>
<td>5.2</td>
<td>10.4</td>
<td>6.0</td>
<td>13.0</td>
</tr>
<tr>
<td>E2</td>
<td>5.1</td>
<td>10.3</td>
<td>7.7</td>
<td>15.5</td>
</tr>
<tr>
<td>E3</td>
<td>4.5</td>
<td>9.6</td>
<td>6.6</td>
<td>13.8</td>
</tr>
<tr>
<td>E4</td>
<td>5.8</td>
<td>10.3</td>
<td>7.0</td>
<td>13.9</td>
</tr>
<tr>
<td>E5</td>
<td>4.4</td>
<td>9.3</td>
<td>5.9</td>
<td>12.6</td>
</tr>
<tr>
<td>E6</td>
<td>4.7</td>
<td>10.0</td>
<td>5.3</td>
<td>13.2</td>
</tr>
</tbody>
</table>

Table 4.6 Empirical p-values from power simulations of three tests of testing symmetric EGARCH(1,1) against GARCH(1,1) and vice versa, 1000 observations, based on 1000 replications. The nominal significance level equals 0.05 and 0.1.

<table>
<thead>
<tr>
<th>True model</th>
<th>Simulated LR 5%</th>
<th>Simulated LR 10%</th>
<th>Engle-Ng 5%</th>
<th>Engle-Ng 10%</th>
<th>Pseudo-Score 5%</th>
<th>Pseudo-Score 10%</th>
</tr>
</thead>
<tbody>
<tr>
<td>G1</td>
<td>42.3</td>
<td>53.8</td>
<td>13.2</td>
<td>22.2</td>
<td>21.9</td>
<td>33.2</td>
</tr>
<tr>
<td>G2</td>
<td>45.8</td>
<td>57.2</td>
<td>12.4</td>
<td>20.7</td>
<td>26.0</td>
<td>39.3</td>
</tr>
<tr>
<td>G3</td>
<td>56.7</td>
<td>68.4</td>
<td>22.2</td>
<td>34.0</td>
<td>64.5</td>
<td>76.2</td>
</tr>
<tr>
<td>G4</td>
<td>65.8</td>
<td>74.2</td>
<td>25.0</td>
<td>37.9</td>
<td>89.3</td>
<td>93.8</td>
</tr>
<tr>
<td>G5</td>
<td>87.2</td>
<td>97.3</td>
<td>57.3</td>
<td>71.4</td>
<td>21.9</td>
<td>33.2</td>
</tr>
<tr>
<td>G6</td>
<td>94.1</td>
<td>99.1</td>
<td>74.7</td>
<td>84.9</td>
<td>26.0</td>
<td>39.3</td>
</tr>
<tr>
<td>E1</td>
<td>48.0</td>
<td>61.4</td>
<td>17.4</td>
<td>26.0</td>
<td>20.0</td>
<td>29.8</td>
</tr>
<tr>
<td>E2</td>
<td>39.0</td>
<td>51.8</td>
<td>20.7</td>
<td>32.8</td>
<td>24.9</td>
<td>38.6</td>
</tr>
<tr>
<td>E3</td>
<td>69.9</td>
<td>80.7</td>
<td>26.1</td>
<td>35.0</td>
<td>44.4</td>
<td>57.8</td>
</tr>
<tr>
<td>E4</td>
<td>71.7</td>
<td>79.1</td>
<td>30.3</td>
<td>40.7</td>
<td>61.1</td>
<td>70.8</td>
</tr>
<tr>
<td>E5</td>
<td>89.4</td>
<td>99.1</td>
<td>43.2</td>
<td>53.4</td>
<td>64.5</td>
<td>76.2</td>
</tr>
<tr>
<td>E6</td>
<td>97.8</td>
<td>99.4</td>
<td>51.0</td>
<td>61.1</td>
<td>89.3</td>
<td>93.8</td>
</tr>
</tbody>
</table>
## Table 4.7 Empirical p-values from size simulations of two tests, nonrobust and robust version, of testing symmetric EGARCH(1,1) against GARCH(1,1) and vice versa, 1000 observations, based on 1000 replications. The nominal significance level equals 0.05.

<table>
<thead>
<tr>
<th>True model</th>
<th>Normal(0,1) Nonr.</th>
<th>Robust</th>
<th>t(7) or GED(5) Nonr.</th>
<th>Robust</th>
</tr>
</thead>
<tbody>
<tr>
<td>RG</td>
<td>4.8</td>
<td>4.6</td>
<td>5.5</td>
<td>5.9</td>
</tr>
<tr>
<td>RE</td>
<td>4.4</td>
<td>4.5</td>
<td>5.8</td>
<td>6.0</td>
</tr>
</tbody>
</table>

## Table 4.8 Empirical p-values from size simulations of two tests, nonrobust and robust version, of testing symmetric EGARCH(1,1) against GARCH(1,1) and vice versa, 3000 observations, based on 1000 replications. The nominal significance level equals 0.05.

<table>
<thead>
<tr>
<th>True model</th>
<th>Normal(0,1) Nonr.</th>
<th>Robust</th>
<th>t(7) or GED(5) Nonr.</th>
<th>Robust</th>
</tr>
</thead>
<tbody>
<tr>
<td>RG</td>
<td>4.9</td>
<td>4.6</td>
<td>4.1</td>
<td>5.0</td>
</tr>
<tr>
<td>RE</td>
<td>4.2</td>
<td>4.2</td>
<td>3.2</td>
<td>4.3</td>
</tr>
</tbody>
</table>

## Table 4.9 Empirical p-values from power simulations of two tests, nonrobust and robust version, of testing symmetric EGARCH(1,1) against GARCH(1,1) and vice versa, 1000 observations, based on 1000 replications. The nominal significance level equals 0.05.

<table>
<thead>
<tr>
<th>True model</th>
<th>Normal(0,1) Nonr.</th>
<th>Robust.</th>
<th>t(7) or GED(5) Nonr.</th>
<th>Robust.</th>
</tr>
</thead>
<tbody>
<tr>
<td>RG</td>
<td>43.9</td>
<td>37.9</td>
<td>50.1</td>
<td>53.1</td>
</tr>
<tr>
<td>RE</td>
<td>20.2</td>
<td>25.1</td>
<td>45.3</td>
<td>43.2</td>
</tr>
</tbody>
</table>
Table 4.10 Empirical p-values from size simulations of two tests of testing EGARCH(1,1) against GJR-GARCH(1,1) and vice versa, 1000 observations, based on 1000 replications. The nominal significance level equals 0.05 and 0.1.

<table>
<thead>
<tr>
<th>True model</th>
<th>Engle-Ng</th>
<th>Pseudo-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5%</td>
<td>10%</td>
</tr>
<tr>
<td>GJR1</td>
<td>5.8</td>
<td>11.4</td>
</tr>
<tr>
<td>GJR2</td>
<td>5.7</td>
<td>10.8</td>
</tr>
<tr>
<td>GJR3</td>
<td>5.8</td>
<td>11.3</td>
</tr>
<tr>
<td>GJR4</td>
<td>6.4</td>
<td>11.7</td>
</tr>
<tr>
<td>asE1</td>
<td>5.8</td>
<td>11.8</td>
</tr>
<tr>
<td>asE2</td>
<td>5.7</td>
<td>11.0</td>
</tr>
<tr>
<td>asE3</td>
<td>5.6</td>
<td>11.2</td>
</tr>
<tr>
<td>asE4</td>
<td>5.2</td>
<td>10.7</td>
</tr>
</tbody>
</table>

Table 4.11 Empirical p-values from size simulations of two tests of testing EGARCH(1,1) against GJR-GARCH(1,1) and vice versa, 3000 observations, based on 1000 replications. The nominal significance level equals 0.05 and 0.1.

<table>
<thead>
<tr>
<th>True model</th>
<th>Engle-Ng</th>
<th>Pseudo-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5%</td>
<td>10%</td>
</tr>
<tr>
<td>GJR1</td>
<td>5.7</td>
<td>10.7</td>
</tr>
<tr>
<td>GJR2</td>
<td>5.5</td>
<td>10.4</td>
</tr>
<tr>
<td>GJR3</td>
<td>5.6</td>
<td>10.4</td>
</tr>
<tr>
<td>GJR4</td>
<td>5.7</td>
<td>10.6</td>
</tr>
<tr>
<td>asE1</td>
<td>5.6</td>
<td>11.2</td>
</tr>
<tr>
<td>asE2</td>
<td>5.4</td>
<td>10.6</td>
</tr>
<tr>
<td>asE3</td>
<td>5.4</td>
<td>10.7</td>
</tr>
<tr>
<td>asE4</td>
<td>5.0</td>
<td>10.2</td>
</tr>
</tbody>
</table>
Table 4.12 Empirical p-values from power simulations of two tests of testing EGARCH(1,1) against GJR-GARCH(1,1) and vice versa, 1000 observations, based on 1000 replications. The nominal significance level equals 0.05 and 0.1.

<table>
<thead>
<tr>
<th>True model</th>
<th>Engle-Ng</th>
<th>Pseudo-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5%</td>
<td>10%</td>
</tr>
<tr>
<td>GJR1</td>
<td>23.2</td>
<td>34.7</td>
</tr>
<tr>
<td>GJR2</td>
<td>20.5</td>
<td>32.0</td>
</tr>
<tr>
<td>GJR3</td>
<td>30.2</td>
<td>45.0</td>
</tr>
<tr>
<td>GJR4</td>
<td>34.9</td>
<td>50.4</td>
</tr>
<tr>
<td>asE1</td>
<td>20.1</td>
<td>36.1</td>
</tr>
<tr>
<td>asE2</td>
<td>24.1</td>
<td>39.4</td>
</tr>
<tr>
<td>asE3</td>
<td>32.7</td>
<td>44.4</td>
</tr>
<tr>
<td>asE4</td>
<td>41.3</td>
<td>53.1</td>
</tr>
</tbody>
</table>

Table 4.13 Rejection frequencies of the robust version of the test against a higher-order model.

<table>
<thead>
<tr>
<th>p ≤ 0.01</th>
<th>0.01 &lt; p ≤ 0.05</th>
<th>0.05 &lt; p ≤ 0.1</th>
<th>p &gt; 0.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>EGARCH(2,1)</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>EGARCH(1,2)</td>
<td>1</td>
<td>12</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 4.14 Rejection frequencies of the robust version of the parameter constancy test with n=2.

<table>
<thead>
<tr>
<th>p ≤ 0.001</th>
<th>0.001 &lt; p ≤ 0.01</th>
<th>0.01 &lt; p ≤ 0.1</th>
<th>p &gt; 0.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept parameter</td>
<td>9</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>All four parameters</td>
<td>12</td>
<td>2</td>
<td>7</td>
</tr>
</tbody>
</table>

Table 4.15 Rejection frequencies of the EGARCH(1,1) and GJR-GARCH(1,1) models from the encompassing test and the simulated LR (between brackets) test for the 29 series. 1 simulation of the LR test do not converge.

<table>
<thead>
<tr>
<th>H₀:EGARCH</th>
<th>p ≤ 0.01</th>
<th>0.01 &lt; p ≤ 0.05</th>
<th>p &gt; 0.05</th>
<th>∑</th>
</tr>
</thead>
<tbody>
<tr>
<td>H₀:GARCH</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>p ≤ 0.01</td>
<td>1(0)</td>
<td>1(0)</td>
<td>2(2)</td>
<td>4(2)</td>
</tr>
<tr>
<td>0.01 &lt; p ≤ 0.05</td>
<td>0(0)</td>
<td>0(1)</td>
<td>0(4)</td>
<td>0(5)</td>
</tr>
<tr>
<td>p &gt; 0.05</td>
<td>6(6)</td>
<td>3(6)</td>
<td>16(9)</td>
<td>25(21)</td>
</tr>
<tr>
<td>∑</td>
<td>7(6)</td>
<td>4(7)</td>
<td>18(15)</td>
<td>29(28)</td>
</tr>
</tbody>
</table>
Table 4.16 This table lists the 29 stocks investigated. The column labeled "T", reports the number of observations.

<table>
<thead>
<tr>
<th>Stock</th>
<th>T</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABB</td>
<td>3717</td>
</tr>
<tr>
<td>Assa A.</td>
<td>1617</td>
</tr>
<tr>
<td>Assi D.</td>
<td>1769</td>
</tr>
<tr>
<td>Astra</td>
<td>3591</td>
</tr>
<tr>
<td>Atlas C.</td>
<td>2915</td>
</tr>
<tr>
<td>Autoliv</td>
<td>1690</td>
</tr>
<tr>
<td>Electrolux</td>
<td>4577</td>
</tr>
<tr>
<td>Ericsson</td>
<td>4576</td>
</tr>
<tr>
<td>FSB</td>
<td>1470</td>
</tr>
<tr>
<td>Gambro</td>
<td>2454</td>
</tr>
<tr>
<td>Holmen</td>
<td>4568</td>
</tr>
<tr>
<td>Industriv.</td>
<td>2061</td>
</tr>
<tr>
<td>Investor</td>
<td>4146</td>
</tr>
<tr>
<td>Nokia</td>
<td>2907</td>
</tr>
<tr>
<td>OMG</td>
<td>2084</td>
</tr>
<tr>
<td>Pharmacia</td>
<td>1370</td>
</tr>
<tr>
<td>Sandvik</td>
<td>4576</td>
</tr>
<tr>
<td>Scania</td>
<td>1268</td>
</tr>
<tr>
<td>Securitas</td>
<td>2461</td>
</tr>
<tr>
<td>Skandia</td>
<td>4566</td>
</tr>
<tr>
<td>SEB</td>
<td>2984</td>
</tr>
<tr>
<td>Skanska</td>
<td>4337</td>
</tr>
<tr>
<td>SKF</td>
<td>4578</td>
</tr>
<tr>
<td>SSAB</td>
<td>2963</td>
</tr>
<tr>
<td>Stora</td>
<td>3263</td>
</tr>
<tr>
<td>SCA</td>
<td>4576</td>
</tr>
<tr>
<td>SHB</td>
<td>2612</td>
</tr>
<tr>
<td>Sw. Match</td>
<td>1239</td>
</tr>
<tr>
<td>VOLVO</td>
<td>5324</td>
</tr>
</tbody>
</table>
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