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"It is not the strongest of the species that survive, nor the most intelligent, but the one most responsive to change."
- Charles Darwin

Introduction

This thesis contains four separate essays on evolution and learning in games. As an introduction, I will first provide a short description of the field of evolutionary game theory, and a brief summary of the different essays.

0.1 Evolutionary Game Theory

Game theory is the theory of strategic interaction between decision makers. The reason for its, somewhat misleading, name (and for the cover photo of this thesis) is that some of its earliest applications were studies of parlor games, such as poker and chess. However, game theory has a much broader scope. It provides a general mathematical technique for analyzing situations where two parties or more make decisions with an impact on each other’s welfare. Game theory can be applied to all social sciences, but so far its most widespread use has been within the field of economics. This is not surprising, given that economic settings almost always contain an element of strategic interaction; just think firms competing in a market, employers and employees negotiating within a firm, auctions, or different shareholders trying to gain control over a company.

Game theory is usually divided into two branches: cooperative and non-cooperative game theory. Within cooperative game theory, the joint actions of groups of decision-makers are primitives. Within noncooperative game theory, which is the focus of this thesis, the individual actions of the decision-makers are primitives.

More specifically, the central object in noncooperative game theory is that of a game, which consists of three elements. First, a set of interacting parties, or players, acting in their own perceived interest. Second, a set of strategies for each player. Strategies are plans that prescribe an action for any possible
contingency. A vector consisting of one strategy for each player is called a strategy profile. Third, a set of preferences over all possible strategy profiles, one preference ordering for each player. Preferences are generally represented by a payoff function.

The most important concept within noncooperative game theory is that of Nash equilibrium, due to Nash (1950). A Nash equilibrium is a strategy profile, such that each player maximizes his own payoff given his belief about the other players’ choice of strategies, and such that all players’ beliefs are correct.

Consider the following example. Two firms producing mobile phones simultaneously and independently need to decide which one two standards to adopt. It is in both firms’ interest to choose the same standard as the other firm. If they both choose the old standard A, they both expect to earn a profit of 3 units. If they both invest in the new standard B, they both expect to earn a profit of 4 units. If, on the other hand, one of the firms invests in standard A, and the other firm in standard B, the firm investing in A expects to earn 2 units and the other firm 0 units. This situation can be modeled as a Coordination Game where the two firms are players. Player 1 has the two pure (i.e. non-randomizing) strategies, A and B, and Player 2 the pure strategies a and b. Hence, there are four pure-strategy profiles, (A, a), (A, b), (B, a), and (B, b). The payoffs to each strategy profile are illustrated in Figure 0.1. Player 1’s payoff is indicated by the the left-most figure in the corresponding cell, and Player 2’s payoff by the right-most figure. This game has two Nash equilibria in pure strategies; (A, a), the risk-dominant equilibrium, and (B, b) the Pareto-dominant equilibrium. There is also a third Nash equilibrium in mixed strategies (i.e. where each player assigns a probability to each strategy and randomizes), where Player 1 (2) plays strategy A (a) with probability \( \frac{2}{5} \) and strategy B (b) with probability \( \frac{3}{5} \). In all these three equilibria, each player is maximizing his expected payoff given the other player’s strategy.

<table>
<thead>
<tr>
<th></th>
<th>a</th>
<th>b</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>3,3</td>
<td>2,0</td>
</tr>
<tr>
<td>B</td>
<td>0,2</td>
<td>4,4</td>
</tr>
</tbody>
</table>

**Figure 0.1**

Traditional noncooperative game theory assumes that a game is played only once, and that a Nash equilibrium arises through a mental process of deductive reasoning by each player. This process does not only require that the players are fully rational, but also that the rules of the game, the rationality
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of the players, the players' payoff functions, and the predicted equilibrium are all common knowledge, i.e. all players know these things, know that all players know these things, etc. ad infinitum.⁴ These assumptions are not realistic in almost any economic settings. One way of getting around this problem is to dispense with the assumption that the players are fully rational and instead assume that they are boundedly rational, but play the game recurrently and adapt their play in light of their experience, and to ask if they in the long run will behave as if they were rational, perhaps even as if rationality were common knowledge etc. Under this hypothesis, rational and equilibrium behavior are not a result of introspection, but the possible consequences of an evolutionary or learning process. In the non-strategic context of competitive markets, this Darwinian idea has been attributed to Friedman (1953) and Alchian (1950), but within the strategic context of game theory, Nash (1950) provided a similar interpretation of the Nash equilibrium already in his original formulation. Under his so called "mass-action" interpretation:

> "It is unnecessary to assume that the participants have full knowledge of the total structure of the game, or the ability and inclination to go through any complex reasoning processes. But the participants are supposed to accumulate empirical information on the relative advantages of the various pure strategies at their disposal."

Evolutionary explanations actually have an even longer tradition in economics, and can be found in the social sciences much before Darwin. However, the formal machinery for studying evolution did not start to develop until the 1970-ies, when two British biologists attacked the problem. Maynard Smith and Price (1973), and Maynard Smith (1974) model a biological setting where individuals from a large population are repeatedly drawn at random to play a symmetric two-player game, where payoff measures fitness. These individuals do not choose a strategy on rationalistic grounds, but are instead genetically programmed to play a specific strategy. The authors define a strategy as *evolutionarily stable* (ESS) if a homogeneous population of individuals, who all use this strategy, cannot be invaded by mutants using a different strategy. More specifically, an ESS is a strategy, such that if used by a sufficiently large population share, then it gives a higher expected payoff than any other strategy used by the rest of the population. An ESS is always in Nash equilibrium with itself, but a Nash equilibrium strategy is not necessarily an ESS. In this sense, the ESS concept is a refinement. For

⁴See e.g. Tan and Werlang (1988) and Aumann and Brandenburger (1995).
example, both pure strategies in Figure 0.1 are ESS:s, but the mixed Nash equilibrium strategy is not.

ESS is a static concept, but several authors, starting with Taylor and Jonker (1978), have also constructed dynamic models of evolutionary selection, such as the replicator dynamics. The idea here is that the population shares of individuals with different strategies increase or decrease at a rate depending on their current relative payoffs. The biological motivation is that a higher fitness should result in a higher rate of reproduction. By specifying the relationship between payoffs and growth rates of strategies, a dynamic system that can be solved for possible stable points or sets is obtained, and the points or sets to which the system will converge in the long run can be studied. For many such selection dynamics, there is a strikingly close connection between stable strategies or sets of strategies, and static concepts such as that of ESS and Nash equilibrium.

Applying evolutionary game theory directly to economics is not without problems. In economics, payoffs do generally not represent fitness, but profits or utility. Moreover, the selection mechanism is not biological, but the result of conscious choices by the individuals. To deal with this, economists have generalized the evolutionary selection dynamics to more or less rational adjustment processes. There is also an entire strand of evolutionary game theory, called learning in games, devoted to explicit models of how individuals adapt and change their strategies based on past experience.\(^5\)

Learning has been extensively studied within the field of decision theory, where a single decision maker facing an exogenous and uncertain environment needs to make a decision based on some empirical distribution of outcomes. A notable example of learning in this context is rational or Bayesian learning. When learning is applied to game theory, matters become more complex, since each player's action may affect his opponents' future actions and beliefs — in other words, the environment is no longer exogenous. In game theory, a learning rule is a decision rule which prescribes a particular strategy for each possible history of all players' previous actions. The objective of the analysis of learning in games is generally to predict which strategy, or strategies, will be played in the limit, as time goes to infinity, by individuals using a particular learning rule. Models of social learning focus on the aggregate behavior of a population, whereas models of individual learning concentrate on the behavior of a particular individual. There is a close connection between models of learning in games and dynamic models of evolutionary selection. Several authors have shown that the dynamics of many learning models can be closely approximated by evolutionary selection dynamics.

\(^5\)For an introduction, see Fudenberg and Levine (1998).
Three of the most well-known classes of learning rules in games, all with some experimental support (see Camerer and Ho, 1999), are belief learning, reinforcement learning, and imitation. Belief learners use the empirical distribution of past play to predict the distribution of their opponents' actions, and then play an optimal reply to this distribution. Reinforcement learners, on the other hand, only consider their own past play, and choose the strategy that has been most successful in the past. Imitators are similar to reinforcement learners, but instead of observing their own past play, they consider the past play of other individuals, and adopt the most successful strategy.

Apart from the unrealistic assumptions noted above, there is a second problem with the rationalistic paradigm of traditional game theory: the multiplicity of equilibria in many games. A multitude of different, more or less demanding, rationalistic equilibrium concepts have been proposed for dealing with this problem, but there is no consensus on which concept to use. Although several of these work well for some classes of games, they either have no cutting power, or give counterintuitive results in others. A major motivation for static and dynamic evolutionary concepts, and the theory of learning in games, is their ability to select among multiple equilibria in an intuitive manner. The set of evolutionarily stable strategies and the set of strategies to which an evolutionary selection dynamic or a learning rule converges, are often smaller than the full set of Nash equilibria of the game, as in the game in Figure 0.1 above.

In spite of this, there are many games where more than one equilibrium is selected by evolutionary and learning methods. Initial conditions, such as the initial shares of different strategies in the population or the initial history of actions, often determine the point to which the system will converge. In order to further sharpen the selective ability in such games, Foster and Young (1990) have developed an ingenious technique, which I use extensively in this thesis. This technique can be applied to games where evolution is modeled as a stochastic process. By perturbing this process, for instance by assuming that individuals with a small probability experiment or make mistakes and play a strategy at random instead of the one prescribed by their learning rule, the process can be made ergodic – i.e. independent of initial conditions. This implies that in the very long run, and for small experimentation probabilities, the process will spend almost all the time in a particular equilibrium which, in this sense, is selected. In the Coordination Game in Figure 0.1, this technique generally selects one of the two pure equilibria.
0.2 Summary of the Essays

The first two essays of this thesis analyze which behaviors will evolve when populations of individuals, using identical learning rules, play a finite game for a long time. In the first essay, the learning rule consists of imitating the most successful strategy in a sample of past play. This learning rule belongs to the above described class of imitation. In the second essay, the learning rule prescribes play of a better reply to a sample distribution of past play. This rule belongs to the above described class of belief learning. The third essay extends this setting by allowing for heterogeneous populations of individuals with both of these rules present.

The final essay goes one step further and considers evolutionary selection among a wide class of learning rules containing belief learning and reinforcement learning, as well as intermediate learning rules. More specifically, it asks whether there exists a learning rule, such that if used by a homogeneous population, then the population cannot be invaded by a mutant learning rule.

The framework in the first three essays is that of Young (1993, 1998). In each period, one individual from each of \( n \) populations, one for each player role, is drawn at random to play a finite \( n \)-player game. Each individual chooses a pure strategy according to a specific learning rule after observing a sample drawn without replacement from a finite history of play. With some probability, the individuals also make mistakes or experiment and play a strategy at random. Together, these assumptions define an ergodic Markov chain on the space of histories.

In the final essay, the setting is slightly different. In each of a finite number of periods, all members of a large population with an even number of individuals are randomly matched in pairs to play a two-player game. The individuals all use a learning rule in the class of rules that can be represented by Camerer and Ho’s (1999) experimental model.

0.2.1 Stochastic Imitation in Finite Games

In the first essay, which is coauthored with Alexander Matros, it is assumed that all individuals are imitators who sample population-specific strategy and payoff realizations, and imitate the most successful behavior. In finite \( n \)-player games, we prove that, for a sufficiently low ratio between the sample and history size, only pure-strategy profiles in certain minimal closed sets under the better-reply graph will be played with positive probability in the limit, as the probability of mistakes tends to zero. If, in addition, the sample size is sufficiently large and the strategy profiles in one such minimal set have strictly higher payoffs than all other strategy profiles, then only the strategies
in this set will be played with positive probability in the limit, provided that the minimal set is a product set. Applied to 2x2 Coordination Games, the Pareto dominant equilibrium is selected for a sufficiently large sample size.

0.2.2 Stochastic Better-Reply Dynamics in Finite Games

In the second essay, all individuals use a learning rule which prescribes play of a better reply to a sample distribution of past play. The better-reply correspondence maps distributions over the player’s own and her opponents’ strategies to those pure strategies giving the player a weakly better expected payoff. In finite n-player games, I prove that, for a sufficiently low ratio between the sample and history size only pure-strategy profiles in certain minimal closed sets under better replies (MCUBR sets) will be played with positive probability in the limit, as the probability of mistakes tends to zero. This result is consistent with and extends previous results on the equivalence of asymptotically stable sets and closed sets under better replies for a large class of deterministic selection dynamics in continuous time. Applied to 2x2 Coordination Games, the risk-dominant equilibrium is selected for a sufficiently large sample.

0.2.3 Stochastic Adaptation in Finite Games Played by Heterogeneous Populations

The third essay models stochastic learning in finite n-player games played by heterogeneous populations of imitators, better repliers, and also best repliers, who plays a best reply to a sample distribution of past play. In finite n-player games, I prove that, for a sufficiently low ratio between the sample and history size, only pure-strategy profiles in certain MCUBR sets will be played with positive probability in the limit, as the probability of mistakes tends to zero. If, in addition, the strategy profiles in one such MCUBR set have strictly higher payoffs than all other strategy profiles and the sample size is sufficiently large, then the strategies in this set will be played with probability one in the limit, as the probability of mistakes tends to zero. Applied to 2x2 Coordination Games, the Pareto dominant equilibrium is selected for sufficiently large samples, but in all symmetric and many asymmetric games, the risk dominant equilibrium is selected for sufficiently small sample size.
0.2.4 A Numerical Analysis of the Evolutionary Stability of Learning Rules

In the final essay, I define an evolutionary stability criterion for learning rules. Using Monte Carlo simulations, this criterion is then applied to a class of learning rules that can be represented by Camerer and Ho's (1999) model of learning. This class contains perturbed versions of two of the most well-known learning rules, reinforcement and belief learning, as special cases. The simulations show that belief learning is the only learning rule which is evolutionarily stable in almost all cases, whereas reinforcement learning is unstable in almost all cases. It is also found that in certain games, the stability of intermediate learning rules hinges critically on a parameter of the model and on relative payoffs.
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Chapter 1

Stochastic Imitation in Finite Games

1.1 Introduction

In most game-theoretical models of learning, the individuals are assumed to know a great deal about the structure of the game, such as their own payoff function and all players' available strategies. However, for many applications, this assumption is neither reasonable nor necessary; in many cases, individuals may not even be aware that they are playing a game. Moreover, equilibrium play may be achieved even with individuals who have very little knowledge of the game, an observation made already in 1950 by John F. Nash. In his unpublished Ph.D. thesis (1950), he referred to it as "the 'mass-action' interpretation of equilibrium points." Under this interpretation:

"It is unnecessary that the participants have full knowledge of the total structure of the game, or the ability and inclination to go through any complex reasoning processes. But the participants are supposed to accumulate empirical information on the relative advantages of the various pure strategies at their disposal."

In the present paper, we develop a model in this spirit, where individuals are only required to know their own available pure strategies and a sample of the payoffs that a subset of these strategies have earned in the past. In spite of this weak assumption, our model predicts equilibrium play in many games. We use an evolutionary framework with perpetual random shocks

\(^1\)Coauthored with Alexander Matros.
CHAPTER 1. STOCHASTIC IMITATION IN FINITE GAMES

similar to Young (1993), but our assumption of individual behavior is different. Whereas the individuals in his model play a myopic best reply to a sample distribution of their opponents’ strategies, the individuals in our model imitate other individuals in their own population. Imitation is a behavior with both experimental, empirical, and theoretical support.¹

More specifically, we assume that in every period, individuals are drawn at random from each of n arbitrary-size populations to play a finite n-player game. Each of these individuals observes a sample from a finite history of her population’s past strategy and payoff realizations. Thereafter, she imitates by choosing the most attractive strategy in her sample. This could, for instance, be the strategy with the highest average payoff, or that with the highest maximum payoff.³⁴ With some small probability, the individuals also make errors or experiment, and instead choose any strategy at random from their set of strategies.⁵ Altogether, this results in an ergodic Markov process, which we denote imitation play, on the space of histories. We study the stationary distribution of this process as the experimentation probability tends to zero.

Imitation in a stochastic setting has previously been studied by Robson and Vega-Redondo (1996), who modify the framework of Kandori et al. (1993) to allow for random matching. More precisely, they assume that in each period, individuals are randomly matched for a finite number of rounds and tend to adopt the strategy with the highest average payoff across the population. Robson and Vega-Redondo (1996) assume either single- or two-population structures and obtain results for symmetric 2×2 games and two-player games of common interest.

However, our model differs considerably from this and other stochastic learning models, and has several advantages. First, we are able to prove general results, applicable to any finite n-player game, about the limiting distribution of imitation play. We are thus not restricted to the two classes

²For experimental support of imitation, see for example, Huck et al. (1999, 2000) and Duffy and Feltovich (1999), for empirical support see Graham (1999), Wermers (1999), and Griffiths et al. (1998), and for theoretical support, see Björnerstedt and Weibull (1996) and Schlag (1998, 1999).

³In the special case when each population consists of only one individual, this behavior can be interpreted as a special kind of reinforcement learning.

⁴This behavior is related to one of the interpretations of individual behavior in Osborne and Rubinstein (1998), where each individual first samples each of her available strategies once and then chooses the strategy with the highest payoff realization.

⁵An alternative interpretation, which provides a plausible rationale for experimentation and is consistent with the knowledge of individuals in the model, is that if and only if the sample does not contain all available strategies, then with a small probability, the individual instead picks a strategy not included in the sample at random.
of games in Robson and Vega-Redondo (1996), or even to a generic class of
games, as in Young (1998). Second, we find that this distribution has some
interesting properties. For instance, it puts probability one on an efficient
set of outcomes in a large class of n-player games. Third, the speed of con­
vergence of our process is relatively high. We show that in 2×2 Coordination
Games, the expected first passage time may be considerably shorter than in
Young (1993), Kandori et al. (1993), and Robson and Vega-Redondo (1996),
for small experimentation probabilities.

The perturbed version of imitation play is a regular perturbed Markov
process. This implies that the methods employed by Young (1993) can be
used to calculate the states that will be played with positive probability by
the stationary distribution of the process as the experimentation probability
tends to zero, i.e. the stochastically stable states. We prove three results
which facilitate this calculation and enable us to characterize the set of such
states. These results hold in finite n-player games, provided the information
available to the individuals is sufficiently incomplete and their sample size is
sufficiently large.

First, we show that from any initial state, the unperturbed version of
imitation play converges to a state which is a repetition of a single pure-
strategy profile, a monomorphic state. Hence, the stochastically stable states
of the process belong to the set of monomorphic states.

Second, we prove that in the limit, as the experimenta­tion probability
tends to zero in the perturbed process, only pure-strategy profiles in par­
ticular subsets of the strategy-space are played with positive probability.
These sets, which we denote minimal constructions, are defined in the fol­
lowing way. By drawing directed edges from each pure-strategy profile to the
pure-strategy profiles which give exactly one of the players at least as high
payoff, a better-reply graph is obtained. We define a construction as a set of
pure-strategy profiles from which there are no such outgoing edges. A mini­
mal construction is a minimal set with this property. Minimal constructions
are similar to Sobel’s (1993) definition of non-equilibrium evolutionary stable
(NESS) sets for two-player games and to what Nöldeke and Samuelson (1993)
call locally stable components in their analysis of extensive form games. They
are also closely related to minimal closed sets under better replies (Ritzberger
and Weibull, 1995). We show that every minimal set closed under better
replies contains a minimal construction and that if a minimal construction is
a product set, then it is also a minimal set closed under better replies. The
relationship between minimal constructions and the limiting distribution of
imitation play should be contrasted with Young’s (1998) finding that adap­
tive play for generic games selects pure-strategy profiles in minimal closed
sets under best replies.
Finally, we show that in a certain class of games, imitation play selects efficient outcomes. If the pure-strategy profiles in a minimal construction have strictly higher payoffs than all other pure-strategy profiles and the sample size is sufficiently large, then the pure-strategy profiles in this set will be played with probability one in the limit, provided that the minimal construction is a product set. This is a generalization of Robson and Vega-Redondo’s (1996) result that under certain conditions a Pareto-dominant pure-strategy profile corresponds to a unique stochastically stable state in two-player games of common interest.

Applied to $2 \times 2$ games, these three results give clear predictions. In Coordination Games, where one equilibrium strictly Pareto dominates the other, imitation play selects the strictly Pareto-superior Nash-equilibrium. This result differs sharply from the predictions in Young’s (1993) and Kandori et al.’s (1993) models, where the stochastically stable states correspond to the risk-dominant equilibria, but it is consistent with the predictions of Robson and Vega-Redondo’s (1996) model for symmetric Coordination Games. However, if neither equilibria Pareto dominates the other, the latter model may select the risk-dominant equilibrium, whereas both equilibria are played with positive probability in our model. In games without pure Nash equilibria, all four monomorphic states are stochastically stable.

The paper is organized as follows. In Section 2, we define the unperturbed and perturbed versions of imitation play. In Section 3, we derive general results for the limiting distribution of the process. In Section 4, we investigate some of the properties of our solution concept, the minimal construction. In Section 5, we apply our results to $2 \times 2$ games and compare our findings to those in previous literature. In Section 6, we discuss an extension of the model and in Section 7, we conclude. Omitted proofs can be found in the Appendix.

1.2 Model

The model described below is similar to Young (1993), but the sampling procedure is modified and individuals employ a different decision-rule. Let $\Gamma$ be a $n$-player game in strategic form and let $X_i$ be the finite set of pure strategies $x_i$ available to player $i \in \{1, \ldots, n\} = N$. Define the product sets $X = \prod_i X_i$ and $\square(X) = \prod_i \Delta(X_i)$, where $\Delta(X_i) = \{p \in \mathbb{R}_{+}^{X_i} | p'1 = 1\}$ is the simplex of individual strategies. Let $C_1, \ldots, C_n$ be $n$ finite and non-empty populations of individuals. These populations need not be of the same size, nor need they be large. Each member of population $C_i$ is a candidate to play role $i$ in the game $\Gamma$. All individuals in population $C_i$ have payoffs...
represented by the utility function $\pi_i : X \to \Pi_i$, where $\Pi_i \subseteq \mathbb{R}$. Expected payoffs are represented by the function $u_i : \square(X) \to \mathbb{R}$. Note that we write "players" when referring to the game $\Gamma$ and "individuals" when referring to the members of the populations.

The play proceeds as follows. Let $t = 1, 2, \ldots$ denote successive time periods. The game $\Gamma$ is played once every period. In period $t$, one individual is drawn at random from each of the $n$ populations and assigned to play the corresponding role. An individual in role $i$ chooses a pure strategy $x^t_i$ from a subset of her strategy space $X_i$, according to a rule that will be defined below. The pure-strategy profile $x^t = (x^t_1, \ldots, x^t_n)$ is recorded and referred to as play at time $t$. The history of plays up to time $t$ is the sequence $h^t = (x^{t-m+1}, \ldots, x^t)$, where $m$ is a given positive integer, the memory size of all individuals.

Let $h$ be an arbitrary history. Denote a sample of $s$ ($1 < s \leq m$) elements from the $m$ most recent strategy choices by individuals in population $C_i$ by $w_i \in X^s_i$, and the corresponding payoff realizations by $v_i \in \Pi^s_i$. For any history $h$, the maximum average correspondence, $\alpha_i : X^s_i \times \Pi^s_i \to X_i$, maps each pair of strategy sample $w_i$ and payoff sample $v_i$ to the pure strategy (or the set of strategies) with the highest average payoff in the sample. Following Young (1993), we can think of the sampling process as beginning in period $t = m + 1$ from some arbitrary initial sequence of $m$ plays $h^m$. In this period and every period thereafter, each individual in player role $i$ inspects a pair $(w_i, v_i)$ and plays a pure strategy $x_i \in \alpha_i(w_i, v_i)$. This defines a finite Markov process on the finite state space $H = X^m$ of histories. Given a history $h^t = (x^{t-m+1}, \ldots, x^t)$ at time $t$, the process moves to a state of the form $h^{t+1} = (x^{t-m+2}, \ldots, x^t, x^{t+1})$ in the next period. Such a state is called a successor of $h^t$. The process moves from the current state $h$ to a successor state $h'$ in each period according to the following transition rule. For each $x_i \in X_i$, let $p_i(x_i \mid h)$ be the probability that individual $i$ chooses pure strategy $x_i$. We assume $p_i(x_i \mid h) > 0$ if and only if there exists a sample of population-specific strategy choices $w_i$ and payoff outcomes $v_i$, such that $x_i \in \alpha_i(w_i, v_i)$. If $x$ is the rightmost element of $h'$, the probability of moving from $h$ to $h'$ is $P^{a_i,m,s,0}_{h_{hh'}} = \prod_{i=1}^n p_i(x_i \mid h)$ if $h'$ is a successor of $h$, and $P^{a_i,m,s,0}_{h_{hh'}} = 0$, if $h'$ is not a successor of $h$. We call the process $P^{a_i,m,s,0}$ imitation play with memory $m$ and sample size $s$.

As an example, consider imitation play with memory $m = 6$ and sample size $s = 3$ in the $2 \times 3$ game in Figure 1.1.
Let \( h = ((A, a), (B, a), (A, b), (B, b), (A, c), (B, c)) \) be the initial history. Assume that the individual in the role of the row player (player 1) draws the last three plays from this history, such that \( w_1 = (B, A, B) \) and \( v_1 = (1, 3, 0) \). This gives an average payoff of 3 to strategy \( A \) and 1/2 to strategy \( B \). Hence, the individual in role of the row player will choose strategy \( A \) in the next period. Further, assume that the individual in the role of the column role (player 2) draws the first three plays, such that \( w_2 = (a, a, b) \) and \( v_2 = (2, 0, 0) \). This gives an average payoff of 1 to strategy \( a \) and 0 to strategy \( b \). Strategy \( c \) cannot be chosen since it is not included in the sample. Hence, the individual in the column role will choose strategy \( a \) in the next period. Altogether, this implies that the unperturbed process will move to state \( h' = ((B, a), (A, b), (B, b), (A, c), (B, c), (A, a)) \) in the next period.

The perturbed process can be described as follows. In each period, there is some small probability \( \varepsilon > 0 \) that each individual \( i \) drawn to play chooses a pure strategy at random from \( X_i \), instead of according to the imitation rule. The event that \( i \) experiments is assumed to be independent of the event that \( j \) experiments for every \( j \neq i \) and across time periods. For every \( i \), let \( q_i(x_i \mid h) \) be the conditional probability that \( i \) chooses \( x_i \in X_i \), given that \( i \) experiments and the process is in state \( h \). We assume that \( q_i(x_i \mid h) > 0 \) for all \( x_i \in X_i \). Suppose that the process is in state \( h \) at time \( t \). Let \( D \subset N \) be any subset of \( d \) player roles. The probability is \( \varepsilon^d(1 - \varepsilon)^{n-d} \) that exactly the individuals drawn to play the roles in \( D \) experiment and the others do not. Conditional on this event, the transition probability of moving from \( h \) to \( h' \) is \( Q_{hh'}^D = \prod_{i \in D} q_i(x_i \mid h) \prod_{i \notin D} p_i(x_i \mid h) \), if \( h' \) is a successor of \( h \) and \( x \) is the rightmost element of \( h' \), and \( Q_{hh'}^D = 0 \), if \( h' \) is not a successor of \( h \). This gives the following transition probability of the perturbed Markov process, similar to equation (2) in Young (1993, p. 67):

\[
P_{hh', s, e}^{\alpha, m} = (1 - \varepsilon)^n P_{hh', s, 0}^{\alpha, m} + \sum_{D \subset N, D \neq \emptyset} \varepsilon^{|D|}(1 - \varepsilon)^{|N \setminus D|} Q_{hh'}^D. \tag{1.1}
\]

The process \( P_{hh', s, e}^{\alpha, m} \) is denoted imitation play with memory \( m \), sample size \( s \), and experimentation probabilities \( \varepsilon \).
1.3 Stochastic Stability in Finite Games

In this section, we turn our attention to the limiting distribution of imitation play as the experimentation probability tends to zero. We first show that we can apply some of the tools in Young (1993) to calculate this distribution. Thereafter, we prove that it puts positive probability only on the pure-strategy profiles in particular subsets of the strategy-space.

1.3.1 Preliminaries

In what follows, we will make use of the following definitions. A recurrent class of the process $P^{\alpha,m,s,0}$ is a set of states such that there is zero probability of moving from any state in the class to any state outside, and there is a positive probability of moving from any state in the class to any other state in the class. We call a state $h'$ absorbing if it constitutes a singleton recurrent class and we refer to a state $h_x = (x, x, ..., x)$, where $x$ is any pure-strategy profile from $X$, as a monomorphic state. In other words, a monomorphic state is a state where the individuals in each player role played the same pure strategy in the last $m$ periods. If each player $i$ has $|X_i| \geq 1$ strategies in the game $\Gamma$, then there are $|X| = \prod_i |X_i|$ monomorphic states in this game. The following result shows that monomorphic states correspond one to one with the recurrent classes of imitation play.

**Theorem 1** All monomorphic states are absorbing states of the unperturbed process $P^{\alpha,m,s,0}$. If $s/m \leq 1/2$, the process converges to a monomorphic state with probability one.

**Proof:** It is evident that for $s$ such that $1 \leq s \leq m$, any monomorphic state is an absorbing state, since any sample from a monomorphic state will contain one strategy only. We shall prove that if $s/m \leq 1/2$, then the monomorphic states are the only recurrent classes of the unperturbed process. Consider an arbitrary initial state $h^t = (x^{t-m+1}, ..., x^t)$. If $s/m \leq 1/2$, there is a positive probability that all individuals drawn to play sample from $x_t^{t-s+1}, ..., x_t$ (i.e., for $i \in N$, sample $x_i^{t-s+1}, ..., x_i^t$ and $\pi_i^{t-s+1}, ..., \pi_i^t$) in every period from $t+1$ to $t+s$ inclusive. All of them play the pure strategy with the highest average payoff in their sample. Without loss of generality, assume that this is a unique pure strategy $x_i^*$ for each of the player roles (if there is more than one pure strategy, all of them have positive probability according to the assumptions). With positive probability, all the individuals drawn to play thereafter sample only from plays more recent than $x_i^*$ in every period from $t+s+1$ to $t+m$ inclusive. Since all of these samples have the
form $w^* = (x^*_1, \ldots, x^*_t)$ and $v^* = (\pi^*_1, \ldots, \pi^*_t)$, the unique pure strategy with the highest payoff in the sample is $x^*_t$. Hence, there is a positive probability of at time $t + m$ obtaining a history $h^{t+m} = (x^*, \ldots, x^*)$, a monomorphic state. It follows that for $s/m \leq 1/2$, the only recurrent classes of the unperturbed process are the monomorphic states. \textit{Q.E.D.}

Lemma 1 below implies that Theorem 3.1 in Young (1998, p. 56) applies to imitation play. With a slightly modified notation, this theorem is referred to as Theorem 2 in this paper.

**Definition 1** (Young, 1998) $P^\varepsilon$ is a regular perturbed Markov process if $P^\varepsilon$ is irreducible for every $\varepsilon \in (0, \varepsilon^*]$, and for every states $h$, $h'$, $P^{\varepsilon}_{hh'}$ approaches $P^0_{hh'}$ at an exponential rate, i.e. \( \lim_{\varepsilon \to 0} P^{\varepsilon}_{hh'} = P^0_{hh'} \) and if $P^\varepsilon_{hh'} > 0$ for some $\varepsilon > 0$, then $0 < \lim_{\varepsilon \to 0} \frac{P^\varepsilon_{hh'}}{\varepsilon} < \infty$ for some $r_{hh'} > 0$. The real number $r_{hh'}$ is called the resistance of the transition from $h$ to $h'$.

**Lemma 1** Imitation play is a regular perturbed Markov process.

**PROOF:** See the Appendix.

**Definition 2** (Foster and Young, 1990) Let $\mu^\varepsilon$ be the unique stationary distribution of an irreducible process, $P^\varepsilon$. A state $h$ is stochastically stable if $\lim_{\varepsilon \to 0} \mu^\varepsilon(h) > 0$.

Let an unperturbed Markov process $P^0$ with $s/m \leq 1/2$ have recurrent classes/monomorphic states $h_x^1, \ldots, h_x^{\vert X \vert}$ (according to Theorem 1, there is a one to one correspondence between the recurrent classes and the monomorphic states for $s/m \leq 1/2$). The following concepts are due to Freidlin and Wentzell (1984) and Foster and Young (1990). For each pair of distinct recurrent classes, an $xy$-path is a sequence of states $\zeta = (h_x, \ldots, h_y)$ beginning in $h_x$ and ending in $h_y$. The resistance of this path is the sum of the resistances on the edges that compose it. Let $r_{xy}$ be the least resistance over all $xy$-paths. Construct a complete directed graph with $\vert X \vert$ vertices, one for each recurrent class. The weight on the directed edge $h_x \to h_y$ is $r_{xy}$. A tree rooted at $h_x$ is a set of $\vert X \vert - 1$ directed edges such that, from every vertex different from $h_x$, there is a unique directed path in the tree to $h_x$. The resistance of such a rooted tree $\mathcal{S}(x)$ is the sum of the resistances $r_{x',x''}$ on the $\vert X \vert - 1$ edges that compose it. The stochastic potential $\rho(x)$ of a recurrent class $h_x$ is the minimum resistance over all trees rooted at $h_x$.

**Theorem 2** (Young, 1998) Let $P^\varepsilon$ be a regular perturbed Markov process and let $\mu^\varepsilon$ be the unique stationary distribution of $P^\varepsilon$ for $\varepsilon > 0$. Then, $\lim_{\varepsilon \to 0} \mu^\varepsilon =$
In order to illustrate how to calculate the stochastic potential under imitation play, we present an example of a two-player game. In the game in Figure 1.2, every player has three strategies, labeled A, B and C for the first player and a, b and c for the second player. The game has one strict Nash equilibrium \((A, a)\), where both players gain less than in a mixed equilibrium with the probability mixture 1/2 on \(B (b)\) and 1/2 on \(C (c)\) for the first (second) player.\(^7\)

The monomorphic states \(h(B, b)\) and \(h(C, c)\) are Pareto superior to monomorphic state \(h(A, a)\). Denote by \(x_1 \in \{A, B, C\}\) some strategy choice by player 1 and \(x_2 \in \{a, b, c\}\) some strategy choice by player 2. To find the stochastically stable monomorphic states, construct directed graphs with nine vertices, one for each monomorphic state. In Figure 1.3, we illustrate two such trees. The numbers in the squares correspond to the resistances of the directed edges and the numbers in the circles represent the payoffs associated with the monomorphic states. It is easy to check that for \(s > 2\), \(\rho (A, a) = 8\), whereas all other monomorphic states have a stochastic potential of 9. Hence, monomorphic state \(h(A, a)\) is stochastically stable.

\(^7\)There is also a third equilibrium, \(((\frac{2}{5}, \frac{1}{5}, \frac{2}{5}), (\frac{2}{5}, \frac{1}{5}, \frac{2}{5}))\).
1.3.2 Sets of Stochastically Stable States

In this subsection, we will show that the stochastically stable states of imitation play correspond to pure-strategy profiles in particular subsets of the strategy-space. In order to do this, we need to introduce some new concepts. Given an $n$-player game $\Gamma$ with finite strategy space $X = \prod X_i$, associate each pure-strategy profile $x \in X$ with the vertex of a graph. Draw a directed edge from vertex $x$ to vertex $x'$, if and only if both of the following conditions hold:

i) there exists exactly one player $i$ such that $x_i \neq x'_i$ and
\[
 u_i (x'_i, x_{-i}) \geq u_i (x),
\]

ii) there does not exist $x''_i \neq x_i$ and $x''_i \neq x'_i$, such that
\[
 u_i (x'_i, x_{-i}) > u_i (x''_i, x_{-i}) > u_i (x).
\]

Call the graph obtained in this manner the better-reply graph of game $\Gamma$. A better-reply path is a sequence of the form $x_1, x_2, ..., x_l$, such that each pair $(x_i, x_{i+1})$ corresponds to a directed edge in the better-reply graph. A sink is a vertex with no outgoing edges. Clearly, $x$ is a sink if and only if it is a strict Nash equilibrium. A better-reply graph can also contain directed cycles.

Figure 1.4 shows the better-reply graph for a game with two sinks - $(C, a)$ and $(B, b)$. The basin of a sink is the set of all vertices from which there exists a directed path ending at that sink. Note that a vertex may be in several basins simultaneously; for example, $(B, a)$ is in the basin of $(C, a)$ and also in the basin of $(B, b)$.

\[\text{Figure 1.4–Better-reply graph.}\]

---

\(^8\)Condition ii) is included only for ease of exposition. The omission of this condition would complicate the notation considerably, without changing our results.
1.3. STOCHASTIC STABILITY IN FINITE GAMES

Lemma 2 If \( x \) and \( x' \) are vertices of the better-reply graph of the finite \( n \)-player game \( \Gamma \), and there exists a directed edge from vertex \( x \) to vertex \( x' \), then the following inequality holds for the stochastic potentials \( \rho (x) \) and \( \rho (x') \) of the monomorphic states \( h_x \) and \( h_{x'} \), respectively:

\[
\rho (x) \geq \rho (x').
\] (1.4)

Proof: Suppose that the claim is false, such that \( \rho (x) < \rho (x') \). Note that \( \rho (x) \) is the minimum resistance over all trees rooted at state \( h_x \). Construct a new tree rooted at \( h_{x'} \) by taking (one of) the tree(s) with minimum resistance rooted at \( h_x \), adding the directed edge from vertex \( x \) to vertex \( x' \) and deleting the directed edge from \( x' \). The resistance of the added edge is exactly one and that of the deleted edge at least one, so the total resistance of the new tree is \( \rho (x) \) at most, implying a contradiction. Q.E.D.

Definition 3 A non-empty set of vertices \( V \) is said to be closed under the better-reply graph, or \( V \) is a construction, if there are no directed edges from any of the vertices in \( V \) to any vertex outside \( V \). Such a set is called a minimal construction if it does not properly contain another construction.

From the definition follows that every game contains a minimal construction. Moreover, any sink is a minimal construction. The game in Figure 1.5 has two minimal constructions: the sink \((A, a)\), and the set \( V = \{(B, b), (B, c), (C, c), (C, b)\} \), which can be considered as a single directed cycle \((B, b) \to (B, c) \to (C, c) \to (C, b) \to (B, b)\).

\[
\begin{array}{c|ccc}
 & a & b & c \\
\hline
A & 1,1 & 0,0 & 0,0 \\
B & 0,0 & 3,2 & 2,3 \\
C & 0,0 & 2,3 & 3,2 \\
\end{array}
\]

Figure 1.5

Note that our definition of minimal constructions in normal form games is related to Sobel's (1993) definition of non-equilibrium evolutionary stable (NES) sets in two-player games. Our concept is also similar to Nőldeke and Samuelson's (1993) definition of locally stable components in extensive form games.

Lemma 3 Let \( V \) be a minimal construction of a finite \( n \)-player game \( \Gamma \). Then, for any two vertices \( x, x' \in V \), there exist better-reply paths \( x, \ldots, x' \) and \( x', \ldots, x \), which connect these vertices.
PROOF: Suppose that the claim is false and there exist two vertices \( x, x' \in V \) such that there is no better-reply path from \( x \) to \( x' \). Consider all better-reply paths, starting at vertex \( x \). Since \( X \) is finite, there exists a finite number of vertices along all these paths. Collect all these vertices. By construction, this set of vertices has only ingoing edges and by assumption, it does not contain the vertex \( x' \). Hence, the constructed set of vertices is a minimal construction and a proper subset of the minimal construction \( V \). This is a contradiction, so the claim must be true. \( Q.E.D. \)

To every vertex of a minimal construction corresponds a monomorphic state, which is a repetition of the associated pure-strategy profile, \( x \in X \). Call the set of these monomorphic states a minimal \( \alpha \)-configuration. We are now in a position to state the following main theorem.

**Theorem 3** Let \( \Gamma \) be a finite \( n \)-player game. If \( s/m \leq 1/2 \) and \( \varepsilon \) is sufficiently small, the perturbed process \( P^{\alpha,m,s,\varepsilon} \) puts arbitrarily high probability on the minimal \( \alpha \)-configuration(s) with minimum stochastic potential.

**PROOF:** See the Appendix.

In order to prove this claim, we use Lemma 2 and Lemma 3 to show that: A) all monomorphic states in a minimal construction have equal stochastic potential and B) for every monomorphic state which does not belong to any minimal construction, there exists a monomorphic state with lower stochastic potential. The theorem establishes a relation between the stochastically stable states of imitation play and minimal constructions, which is similar to the relationship proved between the stochastically stable states of adaptive play and MCURB sets in Theorem 7.2 of Young (1998, p. 111).

We say that a finite set \( Y \) of pure-strategy profiles strictly Pareto dominates a pure-strategy profile \( x \) if for any pure-strategy profile \( y \in Y \), \( \pi_i(y) > \pi_i(x) \), for all \( i \). The following theorem shows that imitation play selects sets of efficient outcomes in a large class of games.

**Theorem 4** Let \( \Gamma \) be a finite \( n \)-player game and suppose that there exists a minimal construction \( V \), which is a product set and strictly Pareto dominates all pure-strategy profiles outside \( V \). If \( s/m \leq 1/2 \), \( s \) is sufficiently large and \( \varepsilon \) is sufficiently small, the perturbed process \( P^{\alpha,m,s,\varepsilon} \) puts arbitrarily high probability on the set of monomorphic states with span \( V \).

**PROOF:** See the Appendix.
The intuition behind this result is that for a sufficiently large sample size, the transition from a state inside \( V \) to any state outside \( V \) requires more mistakes than the number of player roles, while the opposite transition requires one mistake per player role at most. The following corollary follows immediately from Theorem 4.

**Corollary 1** Let \( \Gamma \) be a finite \( n \)-player game with a strict Nash Equilibrium \( x \), that strictly Pareto dominates all other pure-strategy profiles. If \( s/m \leq 1/2 \) and \( s \) is sufficiently large, the monomorphic state \( h_x \) is a unique stochastically stable state.

The requirement in Theorem 4 that \( V \) be a product set is necessary, as shown by the game in Figure 1.6.

<table>
<thead>
<tr>
<th></th>
<th>a</th>
<th>b</th>
<th>c</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1,1</td>
<td>0,0</td>
<td>0,0</td>
</tr>
<tr>
<td>B</td>
<td>0,0</td>
<td>0,0</td>
<td>5,3</td>
</tr>
<tr>
<td>C</td>
<td>0,0</td>
<td>2,4</td>
<td>5,4</td>
</tr>
</tbody>
</table>

**Figure 1.6**

In this game, the minimal construction \( V = \{(C,b), (C,c), (B,c)\} \) strictly Pareto dominates all pure-strategy profiles outside \( V \). It is evident that two mistakes are enough to move from monomorphic state \( h_{(A,a)} \) to any monomorphic state in the minimal construction \( V \). We will show that two mistakes are also enough to move from the minimal construction \( V \) to an outside state. Suppose the process is in the state \( h_{(C,c)} \) at time \( t \). Further, suppose that the individual in player role 1 plays \( B \) instead of \( C \) at time \( t + 1 \) by mistake. This results in play \( (B,c) \) at time \( t + 1 \). Assume that the individual in player role 2 makes a mistake and plays \( b \) instead of \( c \), and that the individual in player role 1 plays \( C \) in period \( t + 2 \). Hence, the play at time \( t + 2 \) is \( (C,b) \). Assume that the individuals in both player roles sample from period \( t - s + 2 \) to period \( t + 2 \) for the next \( s \) periods. This means that the individuals in player role 1 choose to play \( B \) and the individuals in player role 2 choose to play \( b \) from period \( t + 3 \) to period \( t + s + 2 \). There is a positive probability that from period \( t + s + 3 \) through period \( t + m + 2 \), the individuals in both player roles will sample from periods later than \( t + 2 \). Hence, by the end of period \( t + m + 2 \), there is a positive probability that the process will have reached the monomorphic state \( h_{(B,b)} \) outside the minimal construction \( V \). It is now straightforward to show that all the monomorphic states \( h_{(A,a)}, h_{(C,b)}, h_{(C,c)}, \) and \( h_{(B,c)} \) have equal stochastic potential.
1.4 Properties of Minimal Constructions

In this section, we investigate the relationship between minimal constructions and other set-wise concepts. We also analyze whether strictly dominated strategies can be included in minimal constructions and possible invariance under payoff transformations.

1.4.1 Relation to Minimal Closed Sets Under Better Replies

We start by the relation between minimal constructions and so-called minimal closed sets under better replies. It might not be surprising that there is quite a strong connection between these two concepts.

**Definition 4** (Ritzberger and Weibull, 1995) Let the better-reply correspondence \( \gamma = x_{i \in N} \gamma_i : \Delta(X) \rightarrow X \) be defined as follows

\[
\gamma_i(p) = \{ x_i \in X_i \mid u_i(x_i, p_{-i}) \geq u_i(p) \}, \forall i \in N. \tag{1.5}
\]

A product set of strategies is a set of form \( Y = \Pi_i Y_i \), where each \( Y_i \) is a non-empty subset of \( X_i \). Let \( \Delta(Y_i) \) denote the set of probability distributions over \( Y_i \), and let \( \Delta(Y) = \Pi_i \Delta(Y_i) \) denote the product set of such distributions. Let \( \gamma_i(Y) \) denote the set of strategies in \( X_i \) that are better replies by \( i \) to some distribution \( p \in \Delta(Y) \) and let \( \gamma(Y) = \Pi_i \gamma_i(Y) \).

**Definition 5** A non-empty product set \( Y \subset X \) is said to be closed under better replies (or \( Y \) is a CUBR set) if \( \gamma(Y) \subset Y \). A set is called a minimal closed set under better replies (MCUBR) set if it is CUBR and contains no proper subset which is CUBR.

**Proposition 1** Every MCUBR set contains a minimal construction. If a minimal construction is a product set, then it coincides with a MCUBR set.

**Proof:** We start from the first claim. Let \( Y = \Pi_i Y_i \) be a MCUBR set. Associate each pure-strategy profile \( x \in X \) with the vertex of a graph and draw a better-reply graph for game \( \Gamma \) on the finite strategy space \( X \). By the definition of a MCUBR set, there are no directed edges from the set of vertices in \( Y \) to any vertices outside \( Y \) in the better-reply graph. This means that the set of vertices in \( Y \) is a minimal construction or a construction containing a minimal construction.

The last claim follows immediately from the definitions of a MCUBR set and a minimal construction. \( Q.E.D. \)
1.4. PROPERTIES OF MINIMAL CONSTRUCTIONS

Combined with Theorem 3, this implies that if all minimal constructions of a game are product sets, then imitation play converges to the monomorphic states of MCUBR sets. Note that every minimal construction is not necessarily included in a MCUBR set. Consider the game in Figure 1.7.

\[
\begin{array}{ccc}
  a & b & c \\
  A & 2,2 & 1,1 & 0,0 \\
  B & 1,1 & 0,0 & 3,3 \\
  C & 0,0 & 3,3 & 3,3 \\
\end{array}
\]

**Figure 1.7**

In this game, there is a unique MCUBR set, \( \{(A, a)\} = Y \), and two minimal constructions, \( V_1 = \{(A, a)\} \) and \( V_2 = \{(B, c), (C, b), (C, c)\} \). Hence, \( V_2 \) is not contained in any MCUBR set.

1.4.2 Relation to CURB Sets

The minimal CURB set is another set-wise concept. Young (1998) shows that there is a strong relation between minimal CURB sets and stochastically stable states in his model. Let \( Z = \Pi_{i=1}^{n} Z_i \) be a product set of strategies, and let \( \beta_i(Z_{-i}) \) denote the set of strategies in \( X_i \) that are best replies by \( i \) to some distribution \( p_{-i} \in \delta(Z_{-i}) \). Define \( \beta(Z) = \Pi_{i=1}^{n} \beta_i(Z_{-i}) \).

**Definition 6** (Basu and Weibull, 1991) A non-empty product set \( Z \subset X \) is said to be closed under rational behavior (or \( Z \) is a CURB set) if \( \beta(Z) \subset Z \). Such a set is called a minimal closed set under rational behavior (MCURB), if it does not properly contain a CURB set.

It is straightforward to show that \( \beta(Z) = Z \) for any MCURB set \( Z \). Let the span of a non-empty set of vertices \( V \), denoted by \( S(V) \), be the product set of all strategies appearing in some pure-strategy profile of \( V \). By the following two examples, we will show that a MCURB set and (the span of) a minimal construction are different set-wise concepts. In the game in Figure 1.8, the MCUBR set, the minimal construction and the MCURB set are all different.

\[
\begin{array}{ccc}
  a & b & c \\
  A & 1,3 & 3,2 & 3,1 \\
  B & 3,2 & 2,3 & 2,1 \\
  C & 2,3 & 1,1 & 1,2 \\
\end{array}
\]

**Figure 1.8**
In this game, \( \{A, B, C\} \times \{a, b, c\} = Y \) is a MCUBR set. There is a unique minimal construction: \( V = \{(A, a), (C, a), (B, b), (B, b), (A, b)\} \) with span \( S(V) = \{A, B, C\} \times \{a, b\} \). It is obvious that \( \{A, B\} \times \{a, b\} = Z \) is the only MCURB set. Hence, \( S(V) \cap Y = S(V) \) and \( S(V) \cap Z = Z \) in this game.

One may ask whether the MCURB set is always included in the span of a minimal construction. In other words, is the set-wise relationship \( S(V) \cap Z = Z \) true in general? The answer is no. Consider the game in Figure 1.9.

\[
\begin{array}{ccc}
A & b & c \\
\hline
3,1 & -10,0 & 1,3 \\
-10,0 & 1,3 & 3,1 \\
1,3 & 3,1 & -10,0 \\
0,0 & 0,0 & 0,0 \\
\end{array}
\]

**Figure 1.9**

In this game, \( A \) is a best reply to \( a \), \( a \) is a best reply to \( C \), \( C \) is a best reply to \( b \), \( b \) is a best reply to \( B \), \( B \) is a best reply to \( c \), and \( c \) is a best reply to \( A \). Hence, any CURB set involving one or more of \( \{A, a, C, b, B, c\} \) must involve them all. Hence, it must involve \( D \), because \( D \) is a best reply to the probability mixture \( 1/3 \) on \( a \), \( 1/3 \) on \( b \), and \( 1/3 \) on \( c \). We conclude that \( \{A, B, C, D\} \times \{a, b, c\} = Z \) is the unique MCURB set. However, the unique minimal construction is \( V = \{(A, a), (C, a), (C, b), (B, b), (B, c), (A, c)\} \) with span \( S(V) = \{A, B, C\} \times \{a, b, c\} \), such that \( S(V) \cap Z = S(V) \neq Z \).

### 1.4.3 Relation to Strictly Dominated Strategies

Our model assumes that individuals are boundedly rational. In this subsection, we ask whether any dominated strategies will be played in the stochastically stable states of imitation play. Consider a \( 2 \times 2 \) game where strategy \( A \) strictly dominates strategy \( B \) for the row player. In such a game, the minimal construction will either consist of \( (A, a) \) or \( (A, b) \) or both. From Theorem 3, it follows that in \( 2 \times 2 \) games, a strictly dominated strategy will never be used with positive probability in the long run. However, as illustrated by the game in Figure 1.10, a weakly dominated strategy may be used with positive probability. In this game, the unique minimal construction is \( V = \{(A, b), (B, b), (B, a)\} \).
Moreover, in games with more than two strategies, strictly dominated strategies may be played with positive probability. Consider the game in Figure 1.11.

\begin{tabular}{c|cc}
 & a & b \\ \hline
A & 0,0 & 3,3 \\ B & 3,3 & 3,3 \\
\end{tabular}

**Figure 1.10**

In this game, \( B \) strictly dominates \( A \), but the unique minimal construction is \( V = \{(A,a), (C,a), (C,b), (B,b), (A,b), (B,b)\} \) and by Theorem 3, imitation play will put positive probability on all pure-strategy profiles in this minimal construction in the long run. Play of strictly dominated strategies may appear an undesirable or counter intuitive feature, but it is merely a consequence of the limited information available to the individuals in the model. Since they do not know the true payoffs to every pure-strategy profile, but rely on information provided by a finite sample of previous play, they cannot deduce that a certain strategy is dominated.

### 1.4.4 Payoff Transformations

Minimal constructions are invariant under affine payoff transformations and local payoff shifts, which follows since the better-reply graph is unaffected by such changes. The stochastically stable states of imitation play are also invariant under affine payoff transformations, but not under local payoff shifts. The two games in Figure 1.12 illustrate the latter claim.

\begin{tabular}{c|cc}
 & a & b \\ \hline
A & 0,3 & 2,0 \\ B & 2,0 & 1,3 \\ C & 1,1 & 0,1 \\
\end{tabular}

**Figure 1.11**

\begin{tabular}{c|cc}
 & a & b \\ \hline
A & 3,3 & 0,0 \\ B & 0,0 & 2,2 \\ A & 3,3 & 2,0 \\ B & 0,2 & 4,4 \\
\end{tabular}

**Figure 1.12**
In the left game, \((A, a)\) is stochastically stable according to Theorem 4. By adding 2 units to the each of the row player’s payoffs in column \(b\) and to each of the column player’s payoff in row \(B\) in this game, the right game is obtained. In the right game, \((B, b)\) is stochastically stable by Theorem 4.

1.5 Applications to 2×2 Games

In this section, we apply the results from Section 3 to 2×2 games. First, we find the stochastically stable states in three special classes of games and second, we study the speed of convergence in general 2×2 games. In all of the following games, we denote player 1’s strategies \(A\) and \(B\), and player 2’s strategies \(a\) and \(b\), respectively.

1.5.1 Stochastically Stable States in Special Classes of Games

In this subsection, we analyze the stochastic stability in games with two strict Nash equilibria, games with one strict Nash equilibrium and games without Nash equilibria in pure strategies. We start with the class of games with a unique strict Nash equilibrium, which includes, for example, Prisoners’ Dilemma Games.

**Proposition 2** In 2×2 games with a unique strict Nash equilibrium, if \(s/m \leq 1/2\), the corresponding monomorphic state is a unique stochastically stable state.

**Proof:** Games in this class contain exactly one minimal construction, consisting of the unique strict Nash equilibrium. By Theorem 3, the corresponding monomorphic state must be the unique stochastically stable state. Q.E.D.

We now proceed with the class of games with two strict Nash equilibria. Coordination Games and Hawk-Dove Games are two examples of games in this class.

**Proposition 3** In 2×2 games with two strict Nash equilibria, where one Nash Equilibrium strictly Pareto dominates the other, if \(s/m \leq 1/2\) and \(s\) is sufficiently large, then the unique stochastically stable state corresponds one to one with the monomorphic state of the Pareto dominant equilibrium.
1.5. APPLICATIONS TO 2x2 GAMES

**Proof:** Games in this class contain two minimal constructions, either \(\{(A,a)\}\) and \(\{(B,b)\}\) or \(\{(A,b)\}\) and \(\{(B,a)\}\). Without loss of generality, assume that \(\{(A,a)\}\) and \(\{(B,b)\}\) are the minimal constructions. If \((A,a)\) strictly Pareto dominates \((B,b)\), it must also strictly Pareto dominate the two other pure-strategy profiles, \((A,b)\) and \((B,a)\). Hence, by Corollary 1, the monomorphic state \(h_{(A,a)}\) is the unique stochastically stable state for \(s/m \leq 1/2\) and \(s\) is sufficiently large. Q.E.D.

This implies that, unlike Young’s (1993) process of adaptive play, imitation play does not generally converge to the risk-dominant equilibrium in Coordination Games. In the right game in Figure 1.12, \((A,a)\) is a risk dominant equilibrium whereas \((B,b)\) is a strictly Pareto superior equilibrium and subsequently, the unique stochastically stable state of imitation play. Our result is consistent with Robson and Vega-Redondo’s (1996) result for generic symmetric Coordination Games. However, for the non-generic case when \(\pi_i(A,a) = \pi_i(B,b)\), the stochastically stable states in their model depend on the details of the adjustment process, whereas imitation play always selects both equilibria. Consider the following proposition:

**Proposition 4** In 2x2 games with two strict Nash equilibria, where neither strictly Pareto dominates the other, if \(s/m \leq 1/2\) and \(s\) is sufficiently large, then the stochastically stable states correspond one to one with the monomorphic states of the two equilibria.

**Proof:** See the Appendix.

Finally, we consider games which do not have any Nash equilibrium in pure strategies. One of the games in this class is the Matching Pennies Game.

**Proposition 5** In 2x2 games without Nash equilibria in pure strategies, if \(s/m \leq 1/2\), the stochastically stable states correspond one to one with the four monomorphic states of the game.

**Proof:** Games in this class contain exactly one minimal construction \(\{(A,a), (A,b), (B,a), (B,b)\}\). By Theorem 3, the four corresponding monomorphic states must all be stochastically stable. Q.E.D.

### 1.5.2 Speed of Convergence

In this subsection, we analyze the speed of convergence of imitation play.
Proposition 6 In $2 \times 2$ games, if $s/m \leq 1/2$, the maximum expected first passage time for the perturbed process $P^{a,m,\delta\varepsilon}$ from any state to a stochastically stable state is at most $\delta\varepsilon^{-2}$ units of time, for some positive constant $\delta$.

Proof: The claim follows from the observation that in any $2 \times 2$ game, the transition from an arbitrary state to the basin of attraction of a stochastically stable monomorphic state requires two mistakes at most. Q.E.D.

This result should be contrasted with the speed of convergence in Young (1993), Kandori et al. (1993), and Robson and Vega-Redondo (1996). In Young's (1993) model, the maximum expected first passage for a $2 \times 2$ Coordination Game is at least $\delta_Y\varepsilon^{-v}$ where $v$ depends on the sample size and both players' payoffs. In Kandori et al. (1993) the maximum expected first passage time is of the order $\delta_{KMR}\varepsilon^{-Nu}$, where $N$ is the size of the population and $u$ is determined by the game's payoff structure. In Robson and Vega-Redondo (1996), the corresponding figure is $\delta_{RV}\varepsilon^{-q}$, where $q$ is a positive integer independent of the payoffs and the current state. Thus, when $v$, $Nu$, and $q$ are greater than two and $\varepsilon$ is sufficiently small, then imitation play converges considerably faster than the processes in these three models.

1.6 Extensions

All results in this paper hold for a more general class of imitation dynamics. Let the maximum correspondence be a correspondence which maps a strategy sample $w_i$ and the associated payoff sample $v_i$ to a strategy with the highest payoff in the sample. This correspondence defines a new Markov process on the space of histories with the same set of absorbing states and (for a sufficiently large sample size) stochastically stable states as imitation play. Moreover, if each population consists of arbitrary shares of individuals who make choices based on the maximum correspondence and the maximum average correspondence, respectively, then the results of this paper still hold. Hence, the model allows for a certain kind of population heterogeneity, where individuals make their choices based on different rules.

1.7 Conclusion

In this paper we develop an evolutionary model with perpetual random shocks where individuals, in every period, choose the strategy with the highest average payoff in a finite sample of past play. We denote the resulting
Markov process imitation play and prove that, provided information is sufficiently incomplete and the sample size sufficiently large, the stochastically stable states of imitation play are repetitions of the pure-strategy profiles in minimal closed sets under the better-reply graph. We call such sets minimal constructions. These sets are related to minimal closed sets under better replies and other set-wise concepts. We also prove that if the pure-strategy profiles in a minimal construction have strictly higher payoffs than all outside pure-strategy profiles, then, provided that the minimal construction is a product set, the pure-strategy profiles in this set will be played with probability one in the limit as the experimentation probability tends to zero. Our results give clear predictions in $2 \times 2$ games. In Coordination Games, where one equilibrium strictly Pareto dominates the other, imitation play selects the strictly Pareto superior Nash equilibrium. If neither equilibria strictly Pareto dominates the other, then both are stochastically stable. Finally, we show that the speed of convergence for imitation play in many cases is higher than in other known models.

The objective of this paper is to derive predictions for general finite games in a world of truly boundedly rational individuals. The assumption underlying the model, that individuals do not make decisions based on the predictions of their opponents' future strategies, but rather based on which strategies have been successful in the past, is maybe most appealing in the class of games where it is costly to obtain information about the opponents. A high cost may be due to the size or the complexity of the game or to institutional factors preventing the release of information about the opponents. It would be particularly interesting to test the implications of our model against empirical or experimental evidence in this class of games.
1.8 Appendix

Proof of Lemma 1: This proof follows Young (1998). Given a history $h^t = (x^{t-m+1}, ..., x^t)$ at time $t$, the process moves to a state of the form $h^{t+1} = (x^{t-m+2}, ..., x^t, x^{t+1})$ in the next period. Remember that such a state is called a successor of $h^t$. The strategy $x^{t+1}_i$ is an idiosyncratic choice or error if and only if there exists no sample of strategy choices $w_i$ and payoff outcomes $v_i$, such that $x^{t+1}_i \in c_i(w_i, v_i)$. For each successor $h^{t+1}$ of $h^t$, let $r_{h^t, h^{t+1}}$ denote the total number of errors in the transition from $h^t$ to $h^{t+1}$. Evidently, $0 \leq r_{h^t, h^{t+1}} \leq n$ and the probability of the transition $h^t \rightarrow h^{t+1}$ is in the order of $\varepsilon^{n-r_{h^t, h^{t+1}}}(1-\varepsilon)^{r_{h^t, h^{t+1}}}$. If $h^{t+1}$ is not a successor of $h^t$, the probability of the transition is zero. Hence, the process $P^{a_m, s, \varepsilon}$ approaches $P^{a_m, s, 0}$ at an exponential rate in $\varepsilon$. Since the process is also irreducible whenever $\varepsilon > 0$, it follows that $P^{a_m, s, \varepsilon}$ is a regular perturbed Markov process. Q.E.D.

Proof of Theorem 3: In order to prove the claim, we will show that:
A) all monomorphic states in a minimal construction have equal stochastic potential;
B) for every monomorphic state which does not belong to any minimal construction, there exists a monomorphic state with lower stochastic potential. The theorem follows immediately from A) and B), by applying Lemma 1 and Theorem 2.

Let us start from A). On the one hand, by Lemma 3, there exists a better-reply path from an arbitrarily monomorphic state $h_x$ in a minimal construction to any other monomorphic state $h_{x'}$ in the same minimal construction. Let the sequence $h_x, ..., h_{x'}$ be such a path. By Lemma 2, the following inequalities hold:

$$\rho(x) \geq \ldots \geq \rho(x'). \quad (1.6)$$

On the other hand, by applying Lemma 3 once more, there exist a better-reply path from monomorphic state $h_{x'}$ to monomorphic state $h_x$. Using Lemma 2, gives:

$$\rho(x') \geq \ldots \geq \rho(x). \quad (1.7)$$

From the inequalities in (1.6) and (1.7) it follows that $\rho(x) = \rho(x')$ for any monomorphic states $h_x$ and $h_{x'}$ in a minimal construction.

Part B). Note that for every monomorphic state not included in any minimal construction, there exists a finite better-reply path which ending in some minimal construction. Let this path be $h_{x_1}, h_{x_2}, ..., h_{x_{T-1}}, h_{x_T}$, where $h_{x_1}$ is an arbitrary monomorphic state that does not belong to any minimal
construction and \( h_{x^T} \) the first monomorphic state on the path belonging to some minimal construction, \( V \). By Lemma 2, it follows that

\[
\rho(x^1) \geq \rho(x^2) \geq \ldots \geq \rho(x^{T-1}) \geq \rho(x^T). \tag{1.8}
\]

We will show that in fact, \( \rho(x^{T-1}) > \rho(x^T) \). Note that \( \rho(x^{T-1}) \) is the minimum resistance over all trees rooted at the state \( h_{x^{T-1}} \). Denote (one of) the tree(s) that minimizes resistance by \( S(x^{T-1}) \). Find in the tree \( S(x^{T-1}) \) a directed edge from some vertex \( y \in X \) in the minimal construction \( V \) to some other vertex \( y' \in X \) outside this minimal construction. It will be shown later that there is only one such directed edge in the minimal resistance tree \( S(x^{T-1}) \). Delete in the tree \( S(x^{T-1}) \) the directed edge \( y \rightarrow y' \) and add the directed edge \( x^{T-1} \rightarrow x^T \). As a result, we obtain a tree \( S(y) \) rooted at the state \( h_y \). By construction, the total resistance of the new tree \( S(y) \) is less than the stochastic potential \( \rho(x^{T-1}) \). Moreover, by part A), the monomorphic state \( h_{x^T} \) of the minimal construction has the same stochastic potential as the monomorphic state \( h_y \). Hence, \( \rho(x^{T-1}) > \rho(x^T) \).

We will now consider the tree \( S(x^{T-1}) \) and show that there is only one directed edge from every minimal construction to a state outside the construction. Suppose there is a finite number of such directed edges \( y^j \rightarrow z^j \), \( j = 1, 2, \ldots, l \) from some minimal construction, where \( y^1, \ldots, y^l \) are vertices in the minimal construction and \( z^1, \ldots, z^l \) vertices outside the construction. It is clear that there cannot be an infinite number of outgoing edges since the game \( \Gamma \) is finite. Recall that a tree rooted at vertex \( y^j \) is a set of \( |X| - 1 \) directed edges such that, from every vertex different from \( y^j \), there is a unique directed path in the tree to \( y^j \). The resistance of any directed edge \( y^j \rightarrow z^j \), \( j = 1, 2, \ldots, l \) is at least two. By Lemma 3, there exists a finite better-reply path from vertex \( y^1 \) to vertex \( y^2 \) in the minimal construction. Let \( y^1, f^1, \ldots, f^k, y^2 \) be such a path.

Consider vertex \( f^1 \). There are two mutually exclusive cases:

1.a) there exists a directed path from \( f^1 \) to one of the vertices \( y^2, \ldots, y^l \) in the initial tree \( S(x^{T-1}) \), or

1.b) there exists a directed path from \( f^1 \) to \( y^1 \).

In case 1.a) by deleting the directed edge \( y^1 \rightarrow z^1 \) and adding the directed edge \( y^1 \rightarrow f^1 \) to the tree \( S(x^{T-1}) \), we obtain a new tree \( S^1(x^{T-1}) \) with lower stochastic potential than \( S(x^{T-1}) \), because the resistance of the directed edge \( y^1 \rightarrow f^1 \) is one. This means that we are done, since this contradicts the assumption of \( S(x^{T-1}) \) being a minimal resistance tree.

In case 1.b), we will use the following procedure for vertex \( f^1 \): delete the initial directed edge from \( f^1 \) and add the directed edge \( f^1 \rightarrow f^2 \). As above, there are two cases:
2.a) there exists a directed path from \( f^2 \) to one of the vertices \( y^2, \ldots, y^l \) in the initial tree \( \mathcal{G}(x^{T-1}) \), or
2.b) there exists a directed path from \( f^2 \) to \( y^1 \).

In case 2.a), we obtain a new tree \( \mathcal{G}^2(x^{T-1}) \) with lower stochastic potential than \( \mathcal{G}(x^{T-1}) \), because the resistance of the directed edge \( f^1 \rightarrow f^2 \) is one. This means that we are done, since it contradicts the assumption of \( \mathcal{G}(x^{T-1}) \) being a minimal resistance tree.

In case 2.b), we repeat the procedure for vertices \( f^2, f^3, \ldots \). The better-reply path \( y^1, f^1, \ldots, f^k, y^2 \) from vertex \( y^1 \) to vertex \( y^2 \) is finite. Hence, after \( k+1 \) steps at most, we have constructed a tree \( \mathcal{G}''(x^{T-1}) \) rooted at the state \( h_{x^{T-1}} \) with lower stochastic potential than \( \mathcal{G}(x^{T-1}) \), which is impossible. Q.E.D.

PROOF OF THEOREM 4: Define the basin of attraction of a state \( h' \) as the set of states \( h \) such that there is a positive probability of moving from \( h \) to \( h' \) in a finite number of periods under the unperturbed process \( P^{a,m,s,0} \).

Let \( V \) be a minimal construction which strictly Pareto dominates all pure-strategy profiles outside \( V \). Let \( h_y \) be a monomorphic state such that \( y \notin V \).

Consider a minimal resistance tree \( \mathcal{G}(y) \) rooted at \( h_y \). Let \( x \in V \) be a vertex such that there is a directed edge from \( x \) to a vertex \( z \notin V \) in the tree \( \mathcal{G}(y) \).

Assume the stochastic potential of \( h_x \) to be at least as high as the stochastic potential of \( h_y \). We claim that for a sufficiently large \( s \), the resistance of the edge from \( h_x \) to \( h_z \) must be larger than \( n \) for a sufficiently large \( s \).

Create a tree \( \mathcal{G}(x) \) rooted at \( h_x \) by adding a directed edge from \( h_y \) to \( h_x \) and deleting the directed edge from \( x \) to \( z \) in the tree \( \mathcal{G}(y) \). Provided that \( s \) is sufficiently large, the deleted edge has a resistance greater than \( n \).
and the added edge has a resistance of at most $n$ ($n$ simultaneous mistakes are sufficient to move from any monomorphic state to the basin of attraction of $h_x$). Hence, the total resistance of the new tree $\mathcal{S}(x)$ is less than $\rho(y)$, contradicting the assumption of $\rho(y) \leq \rho(x)$. This establishes that $h_x$ has minimal stochastic potential. Theorem 4 now follows from part A) in the proof of Theorem 3, where it is proved that all monomorphic states of a minimal construction have equal stochastic potential. Q.E.D.

**Proof of Proposition 4:** As in the proof of Proposition 2, without loss of generality, assume that $\{(A,a)\}$ and $\{(B,b)\}$ are the minimal constructions of the game. By Theorem 3, it follows that monomorphic states $h_{(A,a)}$ and $h_{(B,b)}$ are the only two candidates for the stochastically stable states. Suppose that only one of these monomorphic states is stochastically stable, say $h_{(A,a)}$. Let $\mathcal{S}(A,a)$ be a minimum resistance tree with resistance $\rho(A,a)$ rooted at $(A,a)$. In this tree, there is an outgoing edge from the monomorphic state $h_{(A,a)}$.

First, note that the resistance of this edge is at least two, such that at least two mistakes are needed to move from the monomorphic state $h_{(B,b)}$. This follows since $\pi_1(B,b) > \pi_1(A,b)$ and $\pi_2(B,b) > \pi_2(B,a)$.

Second, note that provided that $s/m \leq 1/2$ and $s$ is sufficiently large, two mistakes are sufficient to move the process from monomorphic state $h_{(A,a)}$ to monomorphic state $h_{(B,b)}$. Suppose the process is in state $h_{(A,a)}$. Since neither of the Nash equilibria is strictly Pareto superior, either $\pi_1(B,b) \geq \pi_1(A,a)$ and/or $\pi_2(B,b) \geq \pi_2(A,a)$. Without loss of generality, assume that the first of these inequalities holds. Then, there is a positive probability that the individuals in both player roles simultaneously make mistakes at time $t$. There is also a positive probability that the individuals in player role 1 draw the fixed sample $(x_i^{t-s+1}, \ldots, x_i^t)$ with corresponding payoffs $(\pi_1^{t-s+1}, \ldots, \pi_1^t)$ and that the individuals in player role 2 sample from plays earlier than $x_2^t$ from period $t+1$ to, and including, period $t+s-1$. With positive probability individuals in player role 1 play $B$ and individuals in player role 2 play $a$ in all of these periods. This implies that if the individuals in both player roles sample from plays more recent than $x_i^{t-s}$ from period $t+s$ to, and including, period $t+s-1+m$, 1's sample will only contain strategy $B$ and 2's sample will always contain strategy $b$, and possibly, strategy $a$. Furthermore, the average payoff of strategy $b$ will be $\pi_2(B,b)$ as compared to an average payoff of $\pi_2(B,a)$ for strategy $a$, when the latter strategy is included in the sample. Hence, with positive probability the process will be in state $h_{(B,b)}$ at time $t+s-1+m$.

Finally, create a new tree rooted at $h_{(B,b)}$ by deleting the outgoing edge from the monomorphic state $h_{(B,b)}$ in the tree $\mathcal{S}(A,a)$ and adding an edge
from \( h_{(A,a)} \) to \( h_{(B,b)} \). The resistance of the deleted edge is at least two and that of the added edge two. Hence, the total resistance of the new tree is at most \( \rho(A,a) \), thereby contradicting the assumption that only \( h_{(A,a)} \) is stochastically stable. \( Q.E.D. \).
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Chapter 2

Stochastic Better-Reply Dynamics in Finite Games

2.1 Introduction

In Young (1993, 1998), individuals from each of $n$ finite populations are randomly selected to play a finite $n$-player game every period. Each of the individuals forms beliefs of her opponents’ play by inspecting an independent sample of recent strategy realizations from a finite history of past play and calculating the corresponding frequency distributions over her opponents’ pure strategies. Then, she chooses a pure strategy which is a best reply given her beliefs. With a small probability, she instead experiments or makes a mistake and play any pure strategy at random. This results in an ergodic Markov chain with a unique stationary distribution on the space of histories.

In the present paper I alter Young’s behavioral assumption by allowing individuals to play not only best replies but also better replies, given their beliefs. Formally, the better-reply correspondence maps distributions over the player’s own and her opponents’ pure strategies to those pure strategies which give the player at least the same expected payoff against the distribution of her opponents’ pure strategies. This behavior could interpreted as a special case of Simon’s (1955) satisfying behavior, with the aspiration level given by the expected payoff to the sample distribution. The best-reply and the better-reply correspondences have important properties in common, among other things, they both belong to the class of behavior correspondences (Ritzberger and Weibull, 1995). This class contains upper hemi-continuous correspondences such that the image of any product distribution includes the set of best-replies. The similarities between the two correspondences imply that Young’s (1998) predictions in weakly acyclic games and in $2 \times 2$ Coordination
Games are unaffected if best replies are replaced by better replies.

A product set of pure strategies is \textit{closed} under the better-reply correspondence if, under this correspondence, the image of every distribution with support in the set is contained in the set. It is a \textit{minimal closed set} if it does not properly contain a subset with this property. Such sets are important in my analysis of the stochastic adaptive model where individuals apply the better-reply correspondence. I show that in finite \(n\)-player games, as the experimentation probability tends to zero, only strategies in certain minimal closed sets under better replies are played with positive probability. This is analogous to the result in Young (1998) for the best-reply model. He proves that in a generic class of finite games, only strategies in certain minimal closed sets under best replies will be played with positive probability in the limit. Due to a specific property of the better-reply correspondence, my result is valid for all games, whereas Young has to assume the game is nondegenerate in a specific sense.

My result is also consistent with and extends previous findings on deterministic dynamics in a continuous-time setting. Ritzberger and Weibull (1995) prove equivalence between asymptotically stable sets under sign-preserving selection dynamics, and closed sets under better-replies. Hence, my model provides a way of selecting among such asymptotically stable sets.

This paper is organized as follows. In Section 2, I present the stochastic process and introduce basic definitions. Section 3 contains general results on the convergence of the stochastic process, and section 4 results for two special classes of games. In Section 5, I relate my findings to previous results on set-wise stability under regular selection dynamics. Section 6 contains examples and Section 7 discusses extensions of the model. The proof of the main theorem can be found in the Appendix.

\subsection{2.2 Model}

The basic setting is similar to that of Young (1993, 1998). Let \(\Gamma\) be a finite \(n\)-player game in strategic form. Let \(X_i\) be the finite set of pure strategies \(x_i\) available to player \(i \in \{1, \ldots, n\} = N\) and let \(\Delta(X_i)\) be the set of probability distributions \(p_i\) over these strategies. Define the product sets \(X = \prod X_i\) and \(\Box(X) = \prod_i \Delta(X_i)\), with the typical elements \(x\) and \(p\) respectively. Let \(p_i(x_i)\) denote the probability mass on pure strategy \(x_i\) and let \(p(x) = \prod_{i \in N} p_i(x_i)\). The notation \(x_{-i} \in \prod_{j \neq i} X_j\) and analogously, \(p_{-i} \in \prod_{j \neq i} \Delta(X_j) = \Box(X_{-i})\), is used to represent the strategies and distributions of strategies of players other than \(i\). Let \(C_1, \ldots, C_n\) be \(n\) finite and non-empty populations of individuals. Each member of population \(C_i\) is a candidate to play role \(i\) in the game
G and has payoffs represented by the utility function \( u_i : X \rightarrow \mathbb{R} \), and expected payoffs represented by the function \( u_i : \mathbb{R} \rightarrow \mathbb{R} \). In slight abuse of notation, I write \( u_i(x_i, p_{-i}) \) instead of \( u_i(p_i, p_{-i}) \) if \( p_i(x_i) = 1 \).

The following two correspondences are instrumental in the subsequent analysis.

**Definition 1** Let \( \beta = \prod_i \beta_i : \square(X_{-i}) \rightarrow X \) be the best-reply correspondence, defined by \( \beta_i(p_{-i}) = \{ x_i \in X_i \mid u_i(x_i, p_{-i}) - u_i(x_i', p_{-i}) \geq 0 \ \forall x_i' \in X_i \} \).

**Definition 2** (Ritzberger and Weibull, 1995) Let \( \gamma = \prod_i \gamma_i : \square(X) \rightarrow X \) be the better-reply correspondence, defined by \( \gamma_i(p) = \{ x_i \in X_i \mid u_i(x_i, p_{-i}) - u_i(p) \geq 0 \} \).

In other words, \( \gamma_i \) assigns to each product distribution \( p \in \square(X) \) those pure strategies \( x_i \) which give \( i \) at least the same expected payoff as \( p_i \). Note that the better-reply correspondence is defined as a mapping from the product of the simplices for all players, whereas the best-reply correspondence is a mapping from the product of only the opponents' simplices.

Let \( t = 1, 2, \ldots \) denote successive time periods. The stage game \( \Gamma \) is played once each period. In period \( t \), one individual is drawn at random from each of the \( n \) populations and assigned to play the corresponding role. The individual in role \( i \) chooses a pure strategy \( x^t_i \) from her strategy space \( X_i \) according to a rule that will be defined below. The pure-strategy profile \( x^t = (x^t_1, \ldots, x^t_n) \) is recorded and referred to as play at time \( t \). The history or state at time \( t \geq m \) is the sequence \( h^t = (x^{t-m+1}_1, \ldots, x^t) \), where \( m \) denotes the memory size of all individuals. Let \( H = X^m \) be the finite set of histories of length \( m \) and let \( h \) be an arbitrary element of this set.

Strategies are chosen as follows. Assume an arbitrary initial history \( h^m = (x^1, \ldots, x^m) \) at time \( m \). In every subsequent period, each individual drawn to play the game inspects \( s \) plays, drawn without replacement, from the most recent \( m \) periods. The draws are independent for the various individuals and across time. For each \( x_i \in X_i \), let \( p_i(x_i \mid h) \) be the conditional probability that the individual in role \( i \) chooses pure strategy \( x_i \), given history \( h \). I assume that \( p_i(x_i \mid h) \) is independent of \( t \) and that \( p_i(x_i \mid h) > 0 \) if and only if there exists a sample of size \( s \) from the history \( h \), consisting of \( n \) independent draws and with a sample distribution of \( \hat{p} \in \square(X) \), such that

---

1. It is evident that \( \gamma_i \) is u.h.c. and \( \beta_i(p) \subset \gamma_i(p) \) for all players and product distributions. As will be discussed below, this implies that \( \gamma \) is a behavior correspondence (Ritzberger and Weibull, 1995).

2. The best-reply correspondence can, naturally, also be represented as a mapping from the set of product distributions to the set of pure strategy-tuples \( \beta = \prod_i \beta_i : \square(X) \rightarrow X \), with \( \beta_i(p) = \beta_i(p', p_{-i}) \) for all \( p' \in \Delta(X_i) \).
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\[ x_i \in \gamma_i(\hat{p}), \] where \( \gamma_i \) is the better-reply correspondence defined above. Unlike in Young (1993, 1998), the individuals here play a better reply, and not a best reply to this sample distribution.

Given a history \( h^t = (x^{t-m+1}, \ldots, x^t) \) at time \( t \), the process moves to a state of the form \( h^{t+1} = (x^{t-m+2}, \ldots, x^{t+1}) \) in the next period. Such a state is called a successor of \( h^t \). My behavioral assumptions imply that the process moves from a current state \( h \) to a successor state \( h' \) in each period according to the following transition rule. If \( x \) is the rightmost element of \( h \), the probability of moving from \( h \) to \( h' \) is \( P_{h'h'}^{\gamma,m,s,0} = \prod_{i=1}^{n} p_i(x_i \mid h) \) if \( h' \) is a successor of \( h \) and 0 if it is not. This defines a finite Markov chain on the finite state space of histories \( H \). I call the process \( P_{h'h'}^{\gamma,m,s,0} \) \( \gamma \)-adaptive play with memory \( m \) and sample size \( s \) and I generally refer to it as the unperturbed process. A recurrent class \( E_k \) of the process \( P_{h'h'}^{\gamma,m,s,0} \) is a set of states such that there is zero probability of moving from any state in the class to any state outside, and there is a positive probability of moving from any state in the class to any other state in the class. A state \( h \) is absorbing if it constitutes a singleton recurrent class.

I also define a perturbed process in a manner completely analogous to Young (1993, 1998). Formally, in each period, there is some small probability \( \varepsilon \), that the individual in role \( i \) experiments by choosing a pure strategy at random from \( X_i \), instead of according to the better-reply correspondence. The event that the individual in role \( i \) experiments is assumed to be independent of the event that the individual in role \( j \) experiments for every \( j \neq i \). For every \( i \), let \( q_i(x_i \mid h) \) be the conditional probability that the individual in role \( i \) chooses \( x_i \in X_i \), given that she experiments and the process is in state \( h \). I assume that \( q_i(x_i \mid h) \) is independent of \( t \) and that \( q_i(x_i \mid h) > 0 \) for all \( x_i \in X_i \). Suppose that the process is in state \( h \) at time \( t \). Let \( J \) be a subset of \( j \) player roles. The probability is \( \varepsilon^j(1 - \varepsilon)^{n-j} \) that exactly the individuals in player roles of \( J \) experiment and the others do not. Conditional on this event, the transition probability of moving from \( h \) to \( h' \) is \( Q_{hh'}^J = \prod_{i \in J} q_i(x_i \mid h) \prod_{i \notin J} p_i(x_i \mid h) \) if \( h' \) is a successor of \( h \) and \( x \) is the rightmost element of \( h' \) and 0 if \( h' \) is not a successor of \( h \). This gives the following transition probability of the perturbed Markov process:

\[ P_{h'h'}^{\gamma,m,s,\varepsilon} = (1 - \varepsilon)^n P_{h'h'}^{\gamma,m,s,0} + \sum_{J \subset N, J \neq \emptyset} \varepsilon^{|J|}(1 - \varepsilon)^{n-|J|} Q_{hh'}^J. \]

I call the process \( P_{h'h'}^{\gamma,m,s,\varepsilon} \) \( \gamma \)-adaptive play with memory \( m \), sample size \( s \), experimentation probability \( \varepsilon \) and experimentation distributions \( q_i \).

This process is irreducible and aperiodic, and thus has a unique stationary distribution \( \mu^\varepsilon \), which I study as \( \varepsilon \) tends to zero. In my analysis, I use the following standard definitions, due to Freidlin and Wentzell (1984), and...
Foster and Young (1990). A state $h$ is stochastically stable if $\lim_{\epsilon \to 0} \mu^\epsilon(h)$ exists and is positive. For each pair of distinct recurrent classes $E_k$ and $E_l$, a $kl$-path is a sequence of states $\zeta = (h^1, h^2, ..., h^q)$ that begins in $E_k$ and ends in $E_l$. The resistance of this path is the sum of the resistances on the edges that compose it. Let $r_{kl}$ be the least resistance over all $kl$-paths. Construct a complete directed graph with one vertex for each recurrent class. The weights on the directed edge $E_k \rightarrow E_l$ is $r_{kl}$. A tree rooted at $E_l$ is a set of directed edges such that, from every vertex different from $E_l$, there is a unique directed path in the tree to $E_l$. The resistance of a rooted tree is the sum of the resistances on the edges that compose it. The stochastic potential $\rho(E_l)$ of a recurrent class $E_l$ is the minimum resistance over all trees rooted at $E_l$.

2.3 General Results

In this section, I investigate the properties of the limiting stationary distribution of $\gamma$-adaptive play as the experimentation probability tends to zero. In what follows, I will refer to the stochastic process in Young (1993, 1998) as $\beta$-adaptive play in order to distinguish it from $\gamma$-adaptive play. I will first prove my main result that in finite $n$-player games, the limiting distribution of $\gamma$-adaptive play puts positive probability only on histories with support in certain minimal closed sets under better replies. This result is similar to Theorem 7.2 in Young (1998) for $\beta$-adaptive play, but holds more generally.

Some further definitions are needed to state my main result. Let $\mathcal{X}$ be the collection of all nonempty product sets $Y \subset X$. Let $\Delta(Y)$ be the set of probability distribution with support in $Y$ and let $\Box(Y) = \prod_{i \in N} \Delta(Y_i)$ be the corresponding product set.

Definition 3 (Ritzberger and Weibull, 1995) A set $Y \subset X$ is closed under better replies (CUBR) if $\gamma(\Box(Y)) \subseteq Y$. A set $Y \subset X$ is a minimal closed set under better replies (MCUBR) if it is closed under better replies and contains no proper subset with this property.

Important to my analysis is the following lemma, which implies that my main theorem applies to any finite game and not only to a generic class of games as the corresponding theorem in Young (1998). Define $\bar{\gamma}$ as the better-reply correspondence with pure strategy domain. That is, $\bar{\gamma} = \prod \bar{\gamma}_i : X \rightarrow X$, where

$$\bar{\gamma}_i(x) = \{x'_i \in X_i \mid \pi_i(x'_i, x_{-i}) - \pi_i(x) \geq 0\}.$$
Lemma 1 If \( x_i \in \gamma_i(p) \), then there exists a pure-strategy profile \( y \in X \) with \( p(y) > 0 \), such that \( x_i \in \tilde{\gamma}_i(y) \).

**Proof:** This proof uses the multilinearity of the function \( u_i \). Consider an arbitrary distribution \( p \in \Box(X) \), and a pure strategy \( x_i \in X_i \), such that \( x_i \in \gamma_i(p) \). I will first show that \( \exists y_i \in X_i \) with \( p_i(y_i) > 0 \), such that \( u_i(x_i, p_{-i}) - u_i(y_i, p_{-i}) \geq 0 \). By definition of the better-reply correspondence, \( u_i(x_i, p_{-i}) - u_i(p) \geq 0 \). Write this difference in the following way:

\[
\begin{align*}
    u_i(x_i, p_{-i}) - u_i(p) &= \sum_{y_i \in X_i} p_i(y_i) [u_i(x_i, p_{-i}) - u_i(y_i, p_{-i})].
\end{align*}
\]  

Clearly, if the left-hand side is non-negative, at least one of the terms in the sum on the right-hand side with \( p_i(y_i) > 0 \) must be non-negative. Hence, \( \exists y_i \in X_i \) with \( p_i(y_i) > 0 \), such that \( u_i(x_i, p_{-i}) - u_i(y_i, p_{-i}) \geq 0 \).

Second, write the last difference in the following way:

\[
\begin{align*}
    u_i(x_i, p_{-i}) - u_i(y_i, p_{-i}) &= \sum_{y_{-i} \in X_{-i}} p_{-i}(y_{-i}) [\pi_i(x_i, y_{-i}) - \pi_i(y_i, y_{-i})].
\end{align*}
\]  

By the same logic as above, if the left-hand side is non-negative, at least one of the elements in the sum on the right-hand side with \( p_{-i}(y_{-i}) > 0 \) must be non-negative. Hence, \( \exists y \in X \) with \( p(y) > 0 \), such that \( \pi_i(x_i, y_{-i}) - \pi_i(y) \geq 0 \)

**Q.E.D.**

Lemma 1 says that if a pure strategy \( x_i \) is a better reply to the product distribution \( p \), then there also exists a pure-strategy profile in the support of \( p \), to which \( x_i \) is a better reply. This implies that the set of better replies to all product distributions over a particular product set of pure-strategy profiles is identical to the set of better replies to the product set of pure-strategy profiles.

Corollary 1 \( \gamma(\Box(Y)) = \tilde{\gamma}(Y) \) for all \( Y \in X \).

It is worth noting that a result analogous to Lemma 1 does not hold for the best-reply correspondence. Consider the game in Figure 2.1, and the distribution \( p^* = ((\frac{1}{2}, \frac{1}{2}), (\frac{1}{2}, \frac{1}{2})) \) with the associated expected payoff \( u_1(p^*) = \frac{3}{2} \) to player 1. Clearly, \( C \) is a best reply for player 1 to \( p^*_2 \) and hence, also a better reply to \( p^* \). Moreover, there exists a pure-strategy profile \( (B, a) \) in the support of \( p^* \) to which \( C \) is a better reply. However, there
exists no pure strategy in the support of \( p^*_2 \) to which \( C \) is a best reply, since \( \beta^{-1}_1(C) = \{ p_2 \in \Delta(X_2) \mid \frac{1}{3} \leq p_2(a) \leq \frac{2}{3} \} \).

\[
\begin{array}{c|cc}
  & a & b \\
\hline
A & 3.1 & 0.0 \\
B & 0.0 & 3.1 \\
C & 2.0 & 2.0 \\
\end{array}
\]

\text{Figure 2.1}

Recall that \( H = X^m \) is the space of histories. Let \( H' \) be a subset of this set and let \( S(H') \) be the span of this subset, i.e. the product set of all pure strategies that appear in some history in \( H' \). \( H' \) is an MCUBR configuration if \( S(H') \) is an MCUBR set. I can now state the main theorem of the paper.

**Theorem 1** Let \( \Gamma \) be a finite n-player game.

\( i) \) If \( s/m \) is sufficiently small, the unperturbed process \( P^{\gamma,m,s,0} \) converges with probability one to a minimal \( \gamma \)-configuration.

\( ii) \) If, in addition, \( \varepsilon \) is sufficiently small, the perturbed process \( P^{\gamma,m,s,e} \) puts an arbitrarily high probability on the minimal \( \gamma \)-configuration(s) with minimum stochastic potential.

**Proof:** See the Appendix.

Theorem 1 resembles Theorem 7.2 in Young (1998, p. 111), but does not require the game to be nondegenerate in any sense. This simplifies the first part of the proof which, in other respects, is analogous to Young’s proof. Young requires that the game belong to the generic class of games with the following property.

**Definition 4** (Young, 1998) \( \Gamma \) is nondegenerate in best replies (NDBR) if for every \( i \) and every \( x_i \), either \( \beta^{-1}_i(x_i) \) is empty or it contains a nonempty subset that is open in the relative topology of \( \Box(X_{-i}) \).

### 2.4 Other Results

I will now proceed by demonstrating that two other results for \( \beta \)-adaptive play in Young (1998) can be obtained for \( \gamma \)-adaptive play in a straightforward manner. These results follow since \( \gamma \)-adaptive play is a regular perturbed Markov process (see the Appendix) and since, by the definition of the better-reply correspondence \( \beta(p) \subset \gamma(p) \), and \( \gamma(p) = x \) with \( p(x) = 1 \), if and only if \( x \) is a strict Nash equilibrium.
Young shows that a state \( h \) is an absorbing state of \( \beta \)-adaptive play, if and only if it consists of a strict Nash equilibrium played \( m \) times in succession. He calls such a state a convention. Due to the two last properties mentioned above, the same relation also holds for \( \gamma \)-adaptive play. It is clear that an absorbing state of this process must be a state on the form \( h_x = (x, \ldots, x) \). Moreover, \( x \) must be a unique better reply to a distribution \( p \) with \( p(x) = 1 \) and hence, a strict Nash equilibrium. Conversely, any state consisting of \( m \) repetitions of a strict Nash equilibrium is clearly an absorbing state.

### 2.4.1 2×2 Coordination Games

Consider the game in Figure 2.2. This game is a 2×2 Coordination Game if \((A, a)\) and \((B, b)\) are strict Nash equilibria.

\[
\begin{array}{c|cc}
 & a & b \\
\hline
A & \pi_1(A, a), \pi_2(A, a) & \pi_1(A, b), \pi_2(A, b) \\
B & \pi_1(B, a), \pi_2(B, a) & \pi_1(B, b), \pi_2(B, b) \\
\end{array}
\]

**Figure 2.2.**

An equilibrium \((A, a)\) of a 2×2 Coordination Game is risk dominant if its Nash product exceeds that of \((B, b)\), or in other words if

\[
[\pi_1(A, a) - \pi_1(B, a)] [\pi_2(A, a) - \pi_2(A, b)] \\
\ge [\pi_1(B, b) - \pi_1(A, b)] [\pi_2(B, b) - \pi_2(B, a)].
\] (2.3)

This definition (with a strict inequality) is due to Harsanyi and Selten (1988). I say that a convention \( h = (x, \ldots, x) \) is risk dominant, if the pure-strategy profile \( x \) is a risk-dominant equilibrium.

**Theorem 2** Let \( \Gamma \) be a 2×2 Coordination Game.

i) If information is sufficiently incomplete \((s/m \leq 1/2)\) then, from any initial state, the unperturbed process \( P^{\gamma, m, s, 0} \) converges with probability one to a convention and locks in.

ii) If information is sufficiently incomplete \((s/m \leq 1/2)\) and \( s \) sufficiently large, the stochastically stable states of the perturbed process \( P^{\gamma, m, s, e} \) correspond one to one with the risk-dominant conventions.

**Proof:** Replace the words “best reply” and “best replies” by “better reply” and “better replies,” and delete “therefore” on line 31 p. 69 in the proof of Theorem 4.2 in Young (1998, pp. 68-70). Q.E.D.
2.4. OTHER RESULTS

2.4.2 Weakly Acyclic Games

Given the $n$-player game $\Gamma$ with finite strategy space $X = \prod X_i$, associate each pure-strategy profile $x \in X$ with the vertex of a graph. Draw a directed edge from vertex $x$ to vertex $x'$ if and only if both of the following conditions hold:

i) there exists exactly one player $i$ such that $x_i \neq x'_i$ and

$$\pi_i(x'_i, x_{-i}) \geq \pi_i(x),$$

ii) there does not exist $x''_i \neq x_i$ and $x''_i \neq x'_i$, such that

$$\pi_i(x'_i, x_{-i}) > \pi_i(x''_i, x_{-i}) > \pi_i(x).$$

The graph obtained in this manner is called a better-reply graph (Josephson and Matros, 2000). A better-reply path is a sequence of the form $x_1, x_2, \ldots, x_l$ such that each pair $(x_i, x_{i+1})$ corresponds to a directed edge in the better-reply graph. I say that a game is weakly acyclic in $\gamma$ if there exists a directed path to a sink, a vertex with no outgoing edges, from every vertex.

**Theorem 3** Let $\Gamma$ be a finite $n$-player game that is weakly acyclic in $\gamma$.

i) If $s/m$ is sufficiently small, the unperturbed process $P^{\gamma, m, s, 0}$ converges with probability one to a convention from any initial state.

ii) If, in addition, $\varepsilon$ is sufficiently small, the perturbed process puts arbitrarily high probability on the convention(s) with minimum stochastic potential.

**Proof:** Replace $P^{m, s, 0}$ by $P^{\gamma, m, s, o}$, and the words “best replies” and “best-reply path” by “better replies” and “better-reply path,” respectively in the proof of Theorem 7.1 in Young (1998, pp. 163-164). Q.E.D.

Clearly, if a game is weakly acyclic in $\beta$ (that is, weakly acyclic according to Young’s (1998) definition), then it is also weakly acyclic in $\gamma$. The opposite may not hold, as illustrated by the game in Figure 2.3. In this game, there is a better-reply path from any vertex to $\{C\} \times \{c\}$, but no best-reply path from any vertex in $\{A, B\} \times \{a, b\}$ to this unique sink.

![Figure 2.3](image-url)
2.5 Relation to Regular Selection Dynamics

In this section, I relate the above result concerning the connection between minimal sets closed under better replies and stochastically stable states under \( \gamma \)-adaptive play to Ritzberger and Weibull's (1995) findings in a deterministic continuous-time model. Apart from the stochastic element in my model, there is another important difference between the approaches in these two models. Whereas I make detailed assumptions about individual behavior in the sense that all individuals are assumed to apply a specific adaptive rule, Ritzberger and Weibull (1995) make general assumptions about aggregate population dynamics. Yet, there is a clear connection between the results in the two models, as will be discussed below. I first reprint two definitions and an important theorem from Ritzberger and Weibull (1995).

**Definition 5** (Ritzberger and Weibull, 1995) A regular selection dynamics on \( \square(X) \) is a system of ordinary differential equations:

\[
p^k_i = f^k_i(p)p_i^k \quad \forall k = 1, \ldots, |X_i|, \forall i \in N \text{ with } f_i : \square(X) \to \mathbb{R}^{|X_i|} \text{ and } f = \prod_{i \in N} f_i \text{ is such that}
\]

(i) \( f \) is Lipschitz continuous on \( \square(X) \)

(ii) \( f_i(p) \cdot p_i = 0 \quad \forall p \in \square(X), \forall i \in N \).

**Definition 6** (Ritzberger and Weibull, 1995) A sign-preserving selection dynamics (SPS) is a regular selection dynamics such that for all \( i \in N \), all \( p \in \square(X) \), and all \( x_i^k \), such that \( p_i(x_i^k) > 0 \),

\[
u_i(x_i^k, p_{-i}) < u_i(p) \iff f_i^k(p) < 0.
\]

**Theorem 4** (Ritzberger and Weibull, 1995) For any SPS dynamics and any set \( Y \subseteq X \), \( \square(Y) \) is asymptotically stable if and only if \( Y \) is closed under better replies.

I can make two general observations by comparing Theorem 1 with Theorem 4. First, my result is consistent with that for SPS dynamics in the sense that the limiting distribution of \( \gamma \)-adaptive play puts positive probability only on histories with support in sets which are asymptotically stable in SPS dynamics. Second, my result provides a tool for selection among different asymptotically stable sets. The unperturbed process selects those asymptotically stable sets which correspond to minimal closed sets under better replies and the perturbed process selects those minimal closed set(s) that minimize the stochastic potential.

In interpreting the above results, it is important to keep in mind the distinction between asymptotic and stochastic stability. Asymptotic stability refers to robustness against small one-time shocks. It is a local property since
it only assures that nearby points will converge to the stable set. Stochastic stability refers to robustness against perpetual random shocks. It is a global property in the sense that the perturbed process, independently of the initial state, will spend most of the time in the stochastically stable states in the long run.

2.6 Examples

Consider the two-player game in Figure 2.4, taken from Young (1998). This game has two closed sets under better replies, \( X \) and \( \{D\} \times \{d\} \), of which the latter is a minimal set. This set is also the unique minimal closed set under best replies. Young shows that this game is nondegenerate in best replies, since strategy \( B \) is a best reply to a set of distributions which is neither empty nor contains a set open in \( \Box(X_2) \). The unperturbed version of \( \beta \)-adaptive play has two recurrent classes, one with span \( \{A, C\} \times \{a, c\} \) and one with span \( \{D\} \times \{d\} \). However, it is easy to see that \( B \) is a better reply to several pure-strategy profiles and, by Theorem 1 \( \gamma \)-adaptive play converges with probability one to the state \( h = ((D, d), ..., (D, d)) \). By Theorem 4, \( \{D\} \times \{d\} \) is asymptotically stable under SPS dynamics.

\[
\begin{array}{cccc}
A & b & c & d \\
0,1 & 0,0 & 2,0 & 0,0 \\
B & 2/(1 + \sqrt{2}), 0 & -1,1/2 & 2/(1 + \sqrt{2}), 0 & 0,0 \\
C & 2,0 & 0,0 & 0,1 & 0,0 \\
D & 0,0 & 1,0 & 0,0 & 2,2 \\
\end{array}
\]

**Figure 2.4**

The game in Figure 2.5 is nondegenerate in \( \beta \). It has four sets closed under \( \beta \): \( X, Y = \{B\} \times \{b\} \) and \( Z = \{A, B\} \times \{a, b\} \) and \( T = \{C\} \times \{c\} \). It has three sets closed under \( \gamma \): \( X, Y \) and \( T \). The two minimal closed sets under \( \beta \) are identical to the two minimal closed set under \( \gamma \), \( Y \) and \( T \). According to Theorem 4, \( \Box(X), \Box(Y) \) and \( \Box(T) \) are asymptotically stable under SPS dynamics. By Theorem 1, it follows that the unperturbed version of \( \gamma \)-adaptive play converges with probability one to either \( Y \) or \( T \). Moreover, it is easy to check that \( T \) has minimum stochastic potential, implying that the state \( h = ((C, c), ..., (C, c)) \) is stochastically stable.
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A minimal closed set under $\gamma$ always contains a minimal closed set under $\beta$, but as the following example illustrates, the sets of stochastically stable states under the two associated dynamics do not necessarily intersect. The game in Figure 2.6 has two minimal sets closed under best replies, $\{A, B\} \times \{a, b\}$ and $\{C\} \times \{c\}$, and one set closed under better replies, $\{C\} \times \{c\}$. However, whereas only pure-strategy profiles in $\{A, B\} \times \{a, b\}$ are played with positive probability under the limiting distribution of $\beta$-adaptive play, the unique stochastically stable state under $\gamma$-adaptive play is a repetition of $\{C\} \times \{c\}$.

<table>
<thead>
<tr>
<th></th>
<th>$a$</th>
<th>$b$</th>
<th>$c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>2,5</td>
<td>2,5</td>
<td>0,0</td>
</tr>
<tr>
<td>$B$</td>
<td>0,0</td>
<td>3,1</td>
<td>0,0</td>
</tr>
<tr>
<td>$C$</td>
<td>1,3</td>
<td>0,0</td>
<td>4,4</td>
</tr>
</tbody>
</table>

**Figure 2.5**

The better-reply and the best-reply correspondences both belong to the class of behavior correspondences (Ritzberger and Weibull, 1995). Behavior correspondences are upper hemi-continuous correspondences, such that the image of any mixed-strategy profile includes the set of best-replies. I believe that the main result in this paper can be extended in a straight-forward manner to other correspondences in this class if the game is assumed to be non-degenerate in a specific sense. In other words, my conjecture is that each behavior correspondence $\varphi$ gives rise to a regular perturbed Markov process and that the unperturbed version of this process converges with probability one to a minimal $\varphi$-configuration. If, in addition, the mutation rate is sufficiently small, the perturbed version of the process puts arbitrarily high probability on the minimal $\varphi$-configuration(s) with minimum stochastic potential. This result requires that the set of replies to all sample distributions over a particular set be identical to the set of replies to all possible distributions over the same set. For some correspondences, such as the best-reply}

<table>
<thead>
<tr>
<th></th>
<th>$a$</th>
<th>$b$</th>
<th>$c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>1,10</td>
<td>10,1</td>
<td>0,0</td>
</tr>
<tr>
<td>$B$</td>
<td>10,1</td>
<td>1,10</td>
<td>0,0</td>
</tr>
<tr>
<td>$C$</td>
<td>0,0</td>
<td>2,0</td>
<td>1,1</td>
</tr>
</tbody>
</table>

**Figure 2.6**
correspondence, this is assured if it is assumed that the game fulfils certain conditions. For other correspondences, like the better-reply correspondence, such an assumption is not needed.

2.8 Conclusion

In this paper I analyze a model where individuals are recurrently matched to play a finite \( n \)-player game and almost always play a myopic better reply to a sample distribution from the recent history of play. I prove that in all finite games, as the mutation rate tends to zero, only pure strategies in certain minimal closed sets under better replies will be played with positive probability. This result extends Young's (1993, 1998) result for myopic best replies in generic games. It is also consistent with Ritzberger and Weibull's (1993) result on the equivalence of asymptotically stable sets and closed sets under better replies, for a wide class of deterministic continuous-time dynamics. Finally, I show that the risk-dominant equilibria are selected in 2×2 Coordination Games, and certain strict Nash equilibria in weakly acyclic games.
2.9 Appendix

Definition 7 (Young, 1998) \( P^\varepsilon \) is a regular perturbed Markov process if \( P^\varepsilon \) is irreducible for every \( \varepsilon \in (0, \varepsilon^*], \) and for every \( h, h' \in H, \) \( P_{hh'}^\varepsilon \) approaches \( P_{hh'}^0 \) at an exponential rate, i.e. \( \lim_{\varepsilon \to 0} P_{hh'}^\varepsilon = P_{hh'}^0 \) and if \( P_{hh'}^\varepsilon > 0 \) for some \( \varepsilon > 0, \) then \( 0 < \lim_{\varepsilon \to 0} \frac{P_{hh'}^\varepsilon}{\varepsilon r_h h'} < \infty \) for some \( r_h h' \geq 0. \)

Lemma 2 \( \gamma \)-adaptive play is a regular perturbed Markov process.

Proof: This proof follows Young (1998, p. 55) closely. The process \( P_{\gamma, m, s, \varepsilon} \) operates on the finite space \( X^m \) of length-\( m \) histories. Given a history \( h = (x^1, x^2, \ldots, x^m) \) at time \( t, \) the process moves to a state of form \( h' = (x^2, x^3, \ldots, x^m, x) \) for some \( x \in X \) in the next period. Recall that any such state \( h' \) is said to be a successor of \( h. \) Before choosing a pure strategy, an individual in role \( i \) draws a sample of size \( s \) from the \( m \) previous choices in \( h \) for each role \( j \in \{1, \ldots, n\} \) (including her own), the samples being independent among distinct player roles \( j. \) The action \( x_i \) is an idiosyncratic choice or error if and only if there exists no set of \( n \) samples in \( h \) (one for each player role \( j \)), such that \( x_i \in \gamma_i(\hat{p}) \), where \( \hat{p} \) is the product of the frequency distributions. For each successor \( h', \) let \( r_h h' \) denote the total number of errors in the rightmost element of \( h'. \) Evidently, \( 0 < r_h h' < n. \) It is easy to see that the probability of the transition \( h \to h' \) is in the order of \( \varepsilon^{r_h h'}(1 - \varepsilon)^{n - r_h h'}. \) If \( h' \) is not a successor of \( h, \) the probability of the transition \( h \to h' \) is zero. Thus, the process \( P_{\gamma, m, s, \varepsilon} \) approaches \( P_{\gamma, m, s, 0} \) at a rate approximately exponential in \( \varepsilon; \) furthermore it is irreducible whenever \( \varepsilon > 0. \) It follows that \( P_{\gamma, m, s, \varepsilon} \) is a regular perturbed Markov process. Q.E.D.

Theorem 5 (Young, 1998) Let \( P^\varepsilon \) be a regular perturbed Markov process and let \( \mu^\varepsilon \) be the unique stationary distribution of \( P^\varepsilon \) for \( \varepsilon > 0. \) Then \( \lim_{\varepsilon \to 0} \mu^\varepsilon = \mu^0 \) exists, and is a stationary distribution of \( P^0. \) The stochastically stable states are precisely those states that are contained in the recurrent classes of \( P^0 \) having minimum stochastic potential.

Proof of Theorem 1: Except for the first part, this proof is analogous to the proof of Theorem 7.2 in Young (1998, pp. 164-166). In order to prove the first claim, I show that for a sufficiently large \( s \) and sufficiently small \( s/m, \) the spans of the recurrent classes of the unperturbed process correspond one to one with the minimal sets closed under \( \gamma \) of the game.

First, note that by Corollary 1 \( \gamma_i(\square(Y)) = \tilde{\gamma}_i(Y) \) for all \( Y \in X. \) This implies that the set of better replies to the distributions on an arbitrary set of pure-strategy profiles is identical to the set of better replies to the sample distributions on the same set.
For each product set \( Y \) and player \( i \), define the mapping \( \tilde{\gamma}_i(Y) = Y_i \cup \gamma_i(\square(Y)) \) and \( \tilde{\gamma}(Y) = \prod \tilde{\gamma}_i(Y) \). Choose \( m \) such that \( m \geq s |X| \). Furthermore, fix a recurrent class \( E_k \) of \( P^{m,s,0} \), and choose any \( h^0 \in E_k \) as the initial state. I shall show that the span of \( E_k, S(E_k) \), is a minimal closed set under \( \gamma \). It is evident that there is a positive probability of reaching a state \( h^1 \) in which the most recent \( s \) entries involve a repetition of some fixed \( x^* \in X \). Note that \( h^1 \in E_k \), because \( E_k \) is a recurrent class. Let \( \tilde{\gamma}(j) \) denote the \( j \)-fold iteration of \( \tilde{\gamma} \) and consider the nested sequence:

\[
\{ x^* \} \subseteq \tilde{\gamma}(\{ x^* \}) \subseteq \tilde{\gamma}^{(2)}(\{ x^* \}) \subseteq \ldots \subseteq \tilde{\gamma}^{(j)}(\{ x^* \}) \subseteq \ldots \tag{2.4}
\]

Since \( X \) is finite, there exists some point at which this sequence becomes constant, say, \( \tilde{\gamma}^{(j)}(\{ x^* \}) = \tilde{\gamma}^{(j+1)}(\{ x^* \}) = Y^* \). By construction, \( Y^* \) is a set closed under \( \gamma \).

Assume \( \tilde{\gamma}(\{ x^* \}) \neq \{ x^* \} \) (otherwise the following argument is redundant). Then, there is a positive probability that, beginning after the history \( h^1 \), some \( x^1 \in \tilde{\gamma}(\{ x^* \}) \setminus \{ x^* \} \) will be chosen for the next \( s \) periods. Call the resulting history \( h^2 \). Then, there is a positive probability that \( x^2 \in \tilde{\gamma}(\{ x^* \}) \setminus \{ x^*, x^1 \} \) will be chosen for the next \( s \) periods and so forth. Continuing in this way, one eventually obtains a history \( h^k \) such that all elements of \( \tilde{\gamma}(\{ x^* \}) \), including the original \( \{ x^* \} \), appear at least \( s \) times. All that is needed to assume is that \( m \) is large enough, so that the original \( s \) repetitions of \( x^* \) have not been forgotten. This is assured if \( m \geq s |X| \). Continuing this argument, it is clear that there is a positive probability of eventually obtaining a history \( h^* \), where all members of \( Y^* \) appear at least \( s \) times within the last \( s |Y| \) periods. In particular, \( S(h^*) \) contains \( Y^* \) which, by construction, is a set closed under \( \gamma \).

I claim that \( Y^* \) is a minimal closed set under \( \gamma \). Let \( Z^* \) be a minimal closed set under \( \gamma \) contained in \( Y^* \), and choose \( z^* \in Z^* \). Beginning with the history \( h^* \) already constructed, there is a positive probability that \( z^* \) will be chosen for the next \( s \) periods. After this, there is a positive probability that only elements of \( \tilde{\gamma}(\{ z^* \}) \) will be chosen, or members of \( \tilde{\gamma}^2(\{ x^* \}) \), or members of \( \tilde{\gamma}^3(\{ x^* \}) \), and so on. This happens if individuals always draw samples from the new part of the history that follows \( h^* \), which they will do with positive probability.

The sequence \( \tilde{\gamma}^{(k)}(\{ z^* \}) \) eventually becomes constant with value \( Z^* \), because \( Z^* \) is a minimal closed set under \( \gamma \). Moreover, the part of the history before the \( s \)-fold repetition of \( x^* \) will be forgotten within \( m \) periods. Thus, there is a positive probability of obtaining a history \( h^{**} \) such that \( S(h^{**}) \subseteq Z^* \). From such a history, the process \( P^{m,s,0} \) can never generate a history with members that are not in \( Z^* \) because \( Z^* \) is a set closed under \( \gamma \).

Since the chain of events that led to \( h^{**} \) began with a state in \( E_k \), which is a recurrent class, \( h^{**} \) is also in \( E_k \); moreover, every state in \( E_k \) is reachable.
from $h^{**}$. It follows that $Y^* \subseteq S(E_k) \subseteq Z^*$, from which it can be concluded that $Y^* = S(E_k) = Z^*$.

Conversely, I must show that if $Y^*$ is a minimal closed set under $\gamma$, then $Y^* = S(E_k)$ for some recurrent class $E_k$ of $P^{\gamma,m,s,0}$. Choose an initial history $h^0$ that involves only pure-strategy profiles in $Y^*$. Starting at $h^0$, the process $P^{\gamma,m,s,0}$ generates histories involving no pure-strategy profiles outside of $S(h^0), \bar{\gamma}(S(h^0)), \bar{\gamma}(2)(S(h^0))$ and so on. Since $Y^*$ is a set closed under $\gamma$, all these pure-strategy profiles must occur in $Y^*$. With probability one, the process eventually enters a recurrent class, say $E_k$. It follows that $S(E_k) \subseteq Y^*$. Since $Y^*$ is a minimal closed set under $\gamma$, the earlier part of the argument shows that $S(E_k) = Y^*$. This establishes the one to one correspondence between minimal sets closed under $\gamma$ and the recurrent classes of $P^{\gamma,m,s,0}$.

The second claim of Theorem 1 now follows from the fact that $\gamma$-adaptive play, by Lemma 2, is a regular perturbed Markov process, and by Theorem 5, which states that the stochastically stable states of such a process are the states contained in the recurrent classes of the unperturbed process with the minimum stochastic potential. Q.E.D.
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Chapter 3

Stochastic Adaptation in Finite Games Played by Heterogeneous Populations

3.1 Introduction

There is an extensive literature on learning in games, which investigates the long-run outcomes when boundedly rational individuals use simple rules of adaptation, or learning rules, to play games. A common assumption in this literature is that all individuals employ the same learning rule. In this paper, I depart from this, in many cases unrealistic, assumption and allow for several different learning rules in each population.

More specifically, I analyze stochastic learning in finite n-player games with heterogeneous populations of myopic best repliers, better repliers and imitators. The best repliers observe a sample from a finite history of their opponents’ past play, calculate an empirical distribution, and choose a best reply to this distribution. The better repliers observe a sample from a finite history of their opponents’ and their own population’s past play, and choose any pure strategy which gives at least as high expected payoff against the empirical distribution of the opponents’ play. This behavior can be seen as a special case of Simon’s (1955) satisfying behavior. Imitators, finally, observe a sample of their own population's past play and payoffs and either choose a pure strategy with maximum average payoff, or a pure strategy with maximum payoff. An alternative interpretation of this framework is that each

1See Fudenberg and Levine (1998) for an introduction.
2For an analysis of stochastic adaptation by homogeneous populations of better repliers, see Josephson (2000), and by homogeneous populations of imitators, see Josephson and
individual chooses a mixed strategy with support on the set of pure strategies that are either best replies, better replies, or consistent with imitation. For experimental support of such an intermediate rule, see Camerer and Ho (1999) and Stahl (2000).

I prove that for any finite game, if the ratio between the sample and history size is sufficiently small, the resulting unperturbed Markov chain converges with probability one to a minimal closed set under better replies of the game. This result is independent of population shares, as long as the share of better repliers is positive, and implies convergence to a strict Nash equilibrium in weakly acyclical games. It is also consistent with previous results in a different framework. Ritzberger and Weibull (1995) show that for a large class of deterministic selection dynamics in continuous time, including the replicator dynamics, a product set is asymptotically stable if and only if it is a minimal closed set under better replies.

I then perturb the stochastic process by assuming that with a small probability, the individuals make mistakes or experiment and play a pure strategy at random according to some fixed probability distribution with full support. A mathematically equivalent interpretation is that each population contains a small share of noise players who always choose a pure strategy at random. This assumption makes the process irreducible and aperiodic, and thus implies a unique stationary distribution. I calculate the support of this distribution as the probability of mistakes tends to zero. If the sample size, and the information incompleteness is sufficiently large, and if one minimal closed set under better replies strictly Pareto dominates all strategy-tuples outside the set, then the perturbed Markov chain puts probability one on this set as the level of noise tends to zero. A corollary of this is that the strictly Pareto-dominant equilibrium is selected in games of common interest and 2×2 Coordination Games. However, the minimum sample size required for this result depends on the payoffs of the game. In fact, for sample sizes below a certain critical level, the risk-dominant equilibrium is always selected in all symmetric Coordination Games, and also in many asymmetric Coordination Games, a finding which seems to be consistent with experimental evidence (see Van Huyck, 1997).

The basic setting in this paper is similar to that in Young (1993a,1998), who analyzes the dynamics of a homogenous population of myopic best repliers. The present paper is also related to earlier papers on stochastic learning with heterogeneous populations, but it differs in that the analysis is applied to general finite games, and not only special classes of such games. Kaniovski, Kryazhimiskii, and Young (2000) study adaptive dynamics in 2×2 Coordination Games. However, the minimum sample size required for this result depends on the payoffs of the game. In fact, for sample sizes below a certain critical level, the risk-dominant equilibrium is always selected in all symmetric Coordination Games, and also in many asymmetric Coordination Games, a finding which seems to be consistent with experimental evidence (see Van Huyck, 1997).

The basic setting in this paper is similar to that in Young (1993a,1998), who analyzes the dynamics of a homogenous population of myopic best repliers. The present paper is also related to earlier papers on stochastic learning with heterogeneous populations, but it differs in that the analysis is applied to general finite games, and not only special classes of such games. Kaniovski, Kryazhimiskii, and Young (2000) study adaptive dynamics in 2×2 Coordination Games. However, the minimum sample size required for this result depends on the payoffs of the game. In fact, for sample sizes below a certain critical level, the risk-dominant equilibrium is always selected in all symmetric Coordination Games, and also in many asymmetric Coordination Games, a finding which seems to be consistent with experimental evidence (see Van Huyck, 1997).

The basic setting in this paper is similar to that in Young (1993a,1998), who analyzes the dynamics of a homogenous population of myopic best repliers. The present paper is also related to earlier papers on stochastic learning with heterogeneous populations, but it differs in that the analysis is applied to general finite games, and not only special classes of such games. Kaniovski, Kryazhimiskii, and Young (2000) study adaptive dynamics in 2×2 Coordination Games. However, the minimum sample size required for this result depends on the payoffs of the game. In fact, for sample sizes below a certain critical level, the risk-dominant equilibrium is always selected in all symmetric Coordination Games, and also in many asymmetric Coordination Games, a finding which seems to be consistent with experimental evidence (see Van Huyck, 1997).
3.2 Model

Coordination Games played by heterogeneous populations of myopic best repliers, conformists (who do what the majority does), and nonconformists (who do the opposite of what the majority does). They show that the resulting process may have limit cycles even when the proportion of non-best repliers is arbitrary small. Kaarbøe and Tieman (1999) use the Kandori, Mailath, and Rob (1993) framework to study strictly supermodular games played by best repliers and imitators. In their model, the Pareto efficient equilibrium is selected. In Weibull and Sáez Martí (1998), Young’s (1993b) evolutionary version of Nash’s demand game is played by one population of myopic best repliers only, and another population of best repliers and clever agents who play a best reply to the best reply. The authors show that Young’s predictions are still valid in the presence of such clever agents. Matros (2000) extends this result to finite two-player games.

This paper is organized as follows. I start by describing the model in Section 2. In Section 3, I present the general results and in Section 4, the results for 2x2 Coordination Games. Section 5 concludes. Omitted proofs can be found in the Appendix.

3.2 Model

The basic setting is similar to that of Young (1993a, 1998), although my notation is slightly different. Let \( \Gamma \) be a finite \( n \)-player game in strategic form. Let \( X_i \) be the finite set of pure strategies \( x_i \) available to player \( i \in \{1, ..., n\} = N \) and let \( \Delta(X_i) \) be the set of probability distributions \( p_i \) over these pure strategies. Define the product sets \( X = \prod X_i \) and \( \Box(X) = \prod \Delta(X_i) \) with typical elements \( x \) and \( p \), respectively. Let \( p_i(x_i) \) denote the probability mass on pure strategy \( x_i \) and let \( p(x) = \prod_{i \in N} p_i(x_i) \). I write \( x_{-i} = \prod_{j \neq i} X_j = X_{-i} \) and \( p_{-i} = \prod_{j \neq i} \Delta(X_j) = \Box(X_{-i}) \) to represent the pure strategies and distributions of the pure strategies of player \( i \)'s opponents.

Let \( C_1, ..., C_n \) be \( n \) finite and non-empty populations, each consisting of a share \( \delta^\alpha_i > 0 \) of imitators, a share \( \delta^\beta_i > 0 \) of best repliers, and a share \( \delta^\gamma_i > 0 \) of better repliers (all to be defined below). The populations need not be of equal size, nor do they necessarily have equal shares of learning rules. Each member of population \( C_i \) is a candidate to play role \( i \) in the game \( G \) and has payoffs represented by the utility function \( \pi_i : X \rightarrow \mathbb{R} \), and expected payoffs represented by the function \( u_i : \Box(X) \rightarrow \mathbb{R} \). In slight abuse of notation, I write \( u_i(p_i, p_{-i}) \) instead of \( u_i(p_i, p_{-i}) \) if \( p_i(x_i) = 1 \).

Let \( t = 1, 2, ... \) denote successive time periods. The stage game \( \Gamma \) is played once in each period. In period \( t \), one individual is drawn at random from each of the \( n \) populations and assigned to play the corresponding role.
The individual in role $i$ chooses a pure strategy $x^i_t$ from her strategy space $X_i$, according to her personal decision rule (to be defined below). The pure-strategy profile $x^t = (x^t_1, \ldots, x^t_n)$ is recorded and referred to as play at time $t$. The history or state at time $t \geq m$ is the sequence $h^t = (x^{t-m+1}, \ldots, x^t)$, where $m$ is the memory size of all individuals. Let $H = X^m$ be the finite set of histories of length $m$ and let $h$ be an arbitrary element of this set. Assume an arbitrary initial history $h^m = (x^1, \ldots, x^m)$ at time $m$.

Strategies are chosen as follows. In every period $t > m$, each individual drawn to play the game inspects a sample of size $s$ drawn without replacement from the most recent $m$ periods. The draws are independent for the various individuals and across time. If an imitator is drawn, she observes a sample of size $s$ of population-specific strategy and payoff realizations and chooses a pure strategy which is included in the sample, and has maximum average payoff or, alternatively, maximum empirical payoff. If a best replier is drawn, she inspects a sample of size $s$, consisting of $n - 1$ independent draws of her opponents’ strategy realizations and calculates an empirical distribution, $\hat{p}_{-i}$. She then chooses a pure strategy which is a best reply to this distribution. If a better replier is drawn, she inspects a sample of size $s$, consisting of $n$ independent draws, of all players’ strategy realizations and calculates an empirical distribution, $\hat{p}$. Thereafter, she chooses a pure strategy which gives at least as high expected payoff against the empirical distribution of the opponents’ strategies $\hat{p}_{-i}$ as $\hat{p}_i$. Formally, she chooses a pure strategy $x_i \in \gamma_i(\hat{p})$, where $\gamma_i$ is the better-reply correspondence, defined by

$$\gamma_i(p) = \{ x_i \in X_i \mid u_i(x_i, p_{-i}) \geq u_i(p) \}.$$  

For each $x_i \in X_i$, let $p_i(x_i \mid h)$ be the conditional probability that the individual in role $i$ chooses pure strategy $x_i$, given history $h$. I assume that $p_i(x_i \mid h)$ is independent of $t$, and that $p_i(x_i \mid h) > 0$ if and only if at least one of the following conditions hold:

i) There exists a sample of size $s$ from player $i$’s $m$ most recent strategy and payoff realizations, which includes $x_i$, and where $x_i$ has the maximum average realized payoff.

ii) There exists a sample of size $s$ from player $i$’s $m$ most recent strategy and payoff realizations, which includes $x_i$, and where $x_i$ has the maximum realized payoff.

iii) There exists a sample of size $s$ from history $h$, consisting of $n - 1$ independent draws and with a sample distribution of $\hat{p}_{-i} \in \Delta(X_{-i})$, such that $x_i \in \beta_i(\hat{p}_{-i})$, where $\beta_i$ is the best-reply correspondence.

---

3In fact, the sample size may differ among individuals, as long as the minimum sample size in each share of the population is equal to $s$. 
iv) There exists a sample of size \( s \) from the history \( h \), consisting of \( n \) independent draws and with a sample distribution of \( \bar{\sigma} \in \square(X) \), such that \( x_i \in \gamma_i(\bar{\sigma}) \), where \( \gamma_i \) is the better-reply correspondence defined above.

Given a history \( h_t = (x_{t-m+1}, \ldots, x_t) \) at time \( t \), the process moves to a state of the form \( h_{t+1} = (x_{t-m+2}, \ldots, x_t, x_{t+1}) \) in the next period. Such a state is called a successor of \( h_t \). My behavioral assumptions imply that the process moves from a current state \( h \) to a successor state \( h' \) in each period, according to the following transition rule. If \( x \) is the rightmost element of \( h \), the probability of moving from \( h \) to \( h' \) is \( P_{hh'} = \prod_{i=1}^{n} p_i(x_i \mid h) \) if \( h' \) is a successor of \( h \) and 0 if \( h' \) is not a successor of \( h \). This defines a finite Markov chain on the finite state space of histories \( H \). I denote the process \( P_{*,m,s,0} \) heterogeneous adaptive play with memory \( m \) and sample size \( s \), but often refer to it as the unperturbed process.

Several concepts from Markov chain theory are used below. A recurrent class \( E_k \) of the process \( P_{*,m,s,0} \) is a set of states such that there is zero probability of moving from any state in the class to any state outside, and a positive probability of moving from any state in the class to any other state in the class in a finite number of periods. A state \( h \) is absorbing if it constitutes a singleton recurrent class. The basin of attraction of a state \( h' \) is the set of states \( h \) such that there is a positive probability of moving from \( h \) to \( h' \) in a finite number of periods under the unperturbed process \( P_{*,m,s,0} \).

I also define a perturbed process in a manner completely analogous to Young (1993a, 1998). Formally, in each period there is some small probability \( \varepsilon \) that the individual in role \( i \) experiments or makes a mistake and chooses a pure strategy at random from \( X_i \), instead of according to her decision rule. The event that the individual in role \( i \) experiments is assumed to be independent of the event that the individual in role \( j \neq i \) experiments. For every role \( i \), let \( q_i(x_i \mid h) \) be the conditional probability that the individual in role \( i \) chooses \( x_i \in X_i \), given that she experiments and the process is in state \( h \). I assume that \( q_i(x_i \mid h) \) is independent of \( t \) and decision rules, and that \( q_i(x_i \mid h) > 0 \) for all \( x_i \in X_i \). Suppose that the process is in state \( h \) at time \( t \). Let \( J \) be a subset of \( j \) players. The probability is \( \varepsilon^j(1 - \varepsilon)^{n-j} \) that exactly the players in \( J \) experiment and the others do not. Conditional on this event, the transition probability of moving from \( h \) to \( h' \) is \( Q_{hh'} = \prod_{i \in J} q_i(x_i \mid h) \prod_{i \notin J} p_i(x_i \mid h) \) if \( h' \) is a successor of \( h \) and \( x \) is the rightmost element of \( h' \) and 0 if \( h' \) is not a successor of \( h \). This gives the following transition probability of the perturbed Markov process:

\[
P_{hh'}^{*,m,s,\varepsilon} = (1 - \varepsilon)^n P_{hh'}^{*,m,s,0} + \sum_{J \subseteq N, J \neq \emptyset} \varepsilon^{|J|}(1 - \varepsilon)^{n-|J|} Q_{hh'}^J.
\]

I call the process \( P_{*,m,s,\varepsilon} \) heterogeneous adaptive play with memory \( m \), sample
size $s$, experimentation probability $\varepsilon$ and experimentation distributions $q_i$.

This process is irreducible and aperiodic and thus, has a unique stationary distribution $\mu^\varepsilon$. I study this distribution as $\varepsilon$ tends to zero. In my analysis, I use the following standard definitions, due to Freidlin and Wentzell (1984) and Foster and Young (1990). A state $h$ is stochastically stable if $\lim_{\varepsilon \to 0} \mu^\varepsilon(h)$ exists and is positive. For each pair of distinct recurrent classes, $E_k$ and $E_l$, a $kl$-path is a sequence of states $\zeta = (h^1, h^2, \ldots, h^q)$ beginning in $E_k$ and ending in $E_l$. The resistance of this path is the sum of the resistances on the edges that compose it. Let $r_{kl}$ be the least resistance over all $kl$-paths. Construct a complete directed graph with one vertex for each recurrent class. The weight on the directed edge $E_k \to E_l$ is $r_{kl}$. A tree rooted at $E_l$ is a set of directed edges such that, from every vertex different from $E_l$, there is a unique directed path in the tree to $E_l$. The resistance of a rooted tree is the sum of the resistances on the edges that compose it. The stochastic potential $\rho(E_l)$ of a recurrent class $E_l$ is the minimum resistance over all trees rooted at $E_l$.

\section{3.3 General Results}

In this section, I will present two general results on the asymptotic distribution of heterogeneous adaptive play: one theorem for all finite $n$-player games, and one theorem for finite $n$-player games that can be Pareto ranked in a special sense. In order to state these theorems, some further definitions are needed. Let $\mathcal{X}$ be the collection of all non-empty product sets $Y \subset X$. Let $\mathcal{X}(Y)$ be the set of probability distribution with support in $Y_i$ and let $\mathcal{D}(Y) = \prod_{i \in N} \mathcal{X}(Y_i)$ be the corresponding product set.

\textbf{Definition 1} (Ritzberger and Weibull, 1995) A set $Y \in X$ is closed under better replies (CUBR) if $\gamma(\Box(Y)) \subseteq Y$. A set $Y \in X$ is a minimal closed set under better replies (MCUBR) if it is closed under better replies and contains no proper subset with this property.

Let $H' \subseteq H$ be an arbitrary set of histories. Define the span of $H'$, $S(H')$, as the product set of all pure strategies appearing in some history of $H'$ and let $H^Y$ be the set of all histories $h$ such that $S(\{h\}) \subseteq Y$. I say that a set of histories $H'$ is forward invariant if the Markov chain remains forever in $H'$, once it has reached a state in this set.

\textbf{Lemma 1} For any MCUBR set $Y$, $H^Y$ is forward invariant under $P^{*,m,s,0}$. 
3.3. GENERAL RESULTS

PROOF: It is evident that imitation of the best pure strategy in a sample containing only pure strategies in an MCUBR set cannot result in the play of a pure strategy outside the MCUBR set. Moreover, by definition, a best or better reply to a probability distribution on an MCUBR set is always contained in the MCUBR set. Hence, if the unperturbed Markov chain \( P^{*,m,s,0} \) is in a state consisting only of pure-strategy profiles in a particular MCUBR set, then a pure strategy outside the MCUBR set will thereafter never be played by any of the individuals drawn to play. Q.E.D.

In order to state the main theorem, one more definition is needed. I say that a set of states \( H' \) is a minimal \( \gamma \)-configuration if \( S(H') \) is an MCUBR set. In other words, \( H' \) is a minimal \( \gamma \)-configuration if all the strategies in some MCUBR set \( Y \), and no other strategies, appear in the histories of \( H' \).

**Theorem 1** Let \( \Gamma \) be a finite n-player game.

1. If \( s/m \) is sufficiently small, the unperturbed process \( P^{*,m,s,0} \) converges with probability one to a minimal \( \gamma \)-configuration.

2. If, in addition, \( \varepsilon \) is sufficiently small, the perturbed process \( P^{*,m,s,\varepsilon} \) puts an arbitrarily high probability on the minimal \( \gamma \)-configuration(s) with minimum stochastic potential.

PROOF: See the Appendix.

This theorem is analogous to Theorem 1 in Josephson (2000), which states that in a homogeneous setting, where the share of better repliers in each population is one, for a sufficiently large sample size and sufficiently incomplete information \((s/m \leq \frac{1}{|X|})\), the unperturbed process converges with probability one to a minimal \( \gamma \)-configuration. The proof of Theorem 1 is based on this result combined with Lemma 1, and the observation that in each period, there is a positive probability that only better repliers will be drawn to play from the heterogeneous populations.

Theorem 1 is also consistent with previous results for deterministic continuous time selection dynamics. Ritzberger and Weibull (1995) show that a set is MCURB if and only if it is asymptotically stable for regular selection dynamics that are sign preserving. This is a large class of selection dynamics, which contain several well know dynamics, such as the replicator dynamics.

It is worth noting that Theorem 1 makes no reference to population mixtures. As long as the share of better repliers is positive in all populations, the span of the recurrent sets of the unperturbed process is independent of the shares of different learning rules in the populations. However, it is clear that this does not imply that the exact shape of the asymptotic distribution is independent of the population mixtures.
One may also note that in the class of games where all minimal closed sets under best replies and MCUBR sets coincide, it is sufficient if one of the population shares of better and best repliers is positive in each of the populations. This class of games contains, for instance, $2 \times 2$ Coordination Games.

In the special class of games where all MCDBR sets are singleton, and hence also strict Nash equilibria, Theorem 1 implies convergence to a convention, a monomorphic state which is a repetition of a strict Nash equilibrium. Weakly acyclical games (Young, 1993a, 1998), and games that are weakly acyclical in $\gamma$ (Josephson, 2000) belong to this class.

The second result of this paper characterizes the stochastically stable states of heterogeneous play in finite $n$-player games with a Pareto optimal outcome.

**Definition 2** A non-empty set of strategy-tuples $M \subset X$ strictly Pareto dominates a pure-strategy profile $y \in X\setminus M$ if, for all $i \in N$,

$$\min_{x \in M} \pi_i(x) > \pi_i(y). \quad (3.2)$$

**Theorem 2** Let $\Gamma$ be a finite $n$-player game with an MCUBR set $Y$, which strictly Pareto dominates all other pure-strategy profiles. If $s/m \leq 1/|X|$, $s$ sufficiently large, and $\varepsilon$ is sufficiently small, the perturbed process $P^*,m,s,\varepsilon$ puts arbitrarily high probability on a minimal $\gamma$-configuration with span $Y$.

**PROOF:** See the Appendix.

The proof of Theorem 2 uses the following two observations. First, a state in a strictly Pareto-dominant set $Y$ can be reached from any state outside the set if all individuals drawn to play simultaneously make a mistake and play a pure strategy in $Y$, and a sequence of imitators thereafter pick samples including this mistake. Second, the resistance of the reverse transition can be made arbitrarily large by choosing a sufficiently large sample and memory size.

Theorem 2 does not hold under the weaker condition that an MCUBR set strictly Pareto dominates all other MCUBR sets. Consider the game in Figure 3.1. In this game, there are two MCUBR sets, $(A, a)$ and $(C, c)$, and $(A, a)$ strictly Pareto dominates $(C, c)$. However, $(A, a)$ does not strictly Pareto dominate $(B, b)$, and for a sufficiently large sample size and sufficiently incomplete information, the stochastic potential is two for both $h_{(A,a)}$ and $h_{(C,c)}$. This follows since the process will make the transition from $h_{(A,a)}$ to $h_{(B,b)}$, if the two players simultaneously make mistakes in period $t$ and play.
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(B, b), and a sequence of s − 1 imitators in population C1, corresponding to the row player, thereafter are drawn to play and sample only x_t and earlier strategy realizations, and finally imitators in both populations sample only from plays more recent than x_t^{t−1} for m − s periods. Since state h_{(B,b)} is clearly in the basin of attraction of h_{(C,c)}, this implies that the stochastic potential of h_{(C,c)} is two at most.

\[
\begin{array}{ccc}
 a & b & c \\
 A & 3,3 & 0,0 & 0,0 \\
 B & 0,0 & 4,0 & 1,1 \\
 C & 0,0 & 0,0 & 2,2 \\
\end{array}
\]

Figure 3.1.

In games of common interest there exists a strict Nash equilibrium – a singleton MCUBR set – which strictly Pareto dominates all other strategy-tuples. From Theorem 2, it immediately follows that for a sufficiently large memory and sample size, and sufficiently incomplete information, this equilibrium is played with probability one under the limiting distribution.

3.4 Results for 2×2 Coordination Games

In this section, I will study the predictions of heterogeneous adaptive play in the special class of 2×2 Coordination Games and illustrate how the stochastically stable states depend on the sample size.

Consider the game in Figure 3.1.

\[
\begin{array}{ccc}
 a \rightarrow & b \rightarrow \\
 A & \pi_1(A,a), \pi_2(A,a) & \pi_1(A,b), \pi_2(A,b) \\
 B & \pi_1(B,a), \pi_2(B,a) & \pi_1(B,b), \pi_2(B,b) \\
\end{array}
\]

Figure 3.2.

This game is a 2×2 Coordination Game if (A, a) and (B, b) are strict Nash equilibria. It is a symmetric 2×2 Coordination Game if, in addition, the diagonal payoffs are equal for the two players, \( \pi_1(B,a) = \pi_2(A,b) \) and \( \pi_1(A,b) = \pi_2(B,a) \). An equilibrium (A, a) of a 2×2 Coordination Game is risk dominant if its Nash product exceeds that of (B, b):

\[
[\pi_1(A,a) - \pi_1(B,a)] [\pi_2(A,a) - \pi_2(A,b)] \\
\geq [\pi_1(B,b) - \pi_1(A,b)] [\pi_2(B,b) - \pi_2(B,a)]. \quad (3.3)
\]

This definition (with a strict inequality) is originally due to Harsanyi and Selten (1988). Denote a monomorphic state \( h = (x, ..., x) \) by \( h_x \).
If $x$ is a strict Nash equilibrium, then $h_x$ is called a convention (Young, 1993a, 1998). If $x$ is risk (strictly Pareto) dominant, I say that the convention $h_x$ is risk (strictly Pareto) dominant. From Theorem 2, the following corollary immediately follows.

**Corollary 1** In $2 \times 2$ Coordination Games with a strictly Pareto-dominant equilibrium, for a sufficiently large sample size, and sufficiently incomplete information, the strictly Pareto-dominant convention is a unique stochastically stable state.

For certain payoffs, the sample size must to be very large for this result to hold. Consider the game in Figure 3.3, where the equilibrium $(A, a)$ strictly Pareto dominates the equilibrium $(B, b)$, but where $(B, b)$ is the unique risk-dominant equilibrium.

![Figure 3.3](image)

If the process is in state $h(B, b)$ and the sample size $s > 1$, then two simultaneous mistakes, followed by a sequence of imitators, are required to reach $h(A, a)$. One mistake is sufficient to make the reverse transition if this makes the expected payoff to playing strategy $B$ higher than that of $A$ for a better or best replier, or formally if

$$
\frac{2(s - 1) - 1000}{s} \leq \frac{1}{s} \iff s \leq \frac{1003}{2}.
$$

Hence, only the risk-dominant equilibrium is selected, in the sense that the corresponding convention is stochastically stable, for $s$ such that $1 < s \leq 501$. In order to ensure that only the strictly Pareto-dominant equilibrium is selected, the sample size must be so large that

$$
\frac{2(s - 2) - 2000}{s} > \frac{2}{s} \iff s > 1003.
$$

For a sample size in between these values, i.e. $s$ such that $501 < s \leq 1003$, both equilibria are selected.

More generally, define the probabilities $q_A$, $q_a$, and $q_{\min}$ by

$$
q_A = \frac{\pi_2(B, b) - \pi_2(B, a)}{\pi_2(A, a) - \pi_2(A, b) + \pi_2(B, b) - \pi_2(B, a)},
$$

(3.6)
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\[ q_a = \frac{\pi_1(B,b) - \pi_1(A,b)}{\pi_1(A,a) - \pi_1(B,a) + \pi_1(B,b) - \pi_1(A,b)}, \quad (3.7) \]

and

\[ q_{\text{min}} = \min \{q_A, q_a, 1 - q_A, 1 - q_a\}. \quad (3.8) \]

In other words, \( q_A \) is the probability of strategy \( A \) which makes the expected payoff to strategies \( a \) and \( b \) identical for player 2, and \( q_a \) is the probability of strategy \( A \) which makes the expected payoff to strategies \( A \) and \( B \) identical for player 1. \( q_{\text{min}} \) is the lowest probability required to make a player indifferent between her pure strategies. Note that in symmetric Coordination Games \( q_A = q_a \) and that (see Young, 1998) an equilibrium \((A, a)\) is risk dominant if and only if

\[ \min \{q_A, q_a\} \leq \min \{1 - q_A, 1 - q_a\}. \quad (3.9) \]

Let \( Z_{++} \) be the set of positive integers and let \([y]\) denote the smallest integer greater than or equal to \( y \) for any real \( y \). Further, define the function \( s_{\text{diff}} : Z_{++} \rightarrow Z_{++} \cup \{0\} \) and the set \( S^{RD} \subset Z_{++} \) as follows:

\[ s_{\text{diff}}(s) = [s \min \{q_A, q_a\}] - [s \min \{1 - q_A, 1 - q_a\}] \quad (3.10) \]

\[ S^{RD} = \{s \in Z_{++} : s_{\text{diff}}(s) \geq 1 \text{ and } s \leq 1/q_{\text{min}}\}. \quad (3.11) \]

Note that \( s_{\text{diff}}(s) \) is increasing in \( s \), implying that if there are integer sample sizes \( s, s', \) and \( s'' \) such that \( s < s' < s'' \), and \( s, s'' \in S^{RD} \), then also \( s' \in S^{RD} \).

**Theorem 3** Let \( \Gamma \) be a 2x2 Coordination Game and assume that information is sufficiently incomplete \((s/m \leq 1/2)\).

i) From any initial state, the unperturbed process \( P^{*,m,s,0} \) converges with probability one to a convention and locks in.

ii) For sufficiently large \( s \) the stochastically stable states of the perturbed process \( P^{*,m,s,\varepsilon} \) correspond one to one with the conventions that are not strictly Pareto dominated.

iii) If there is a unique risk-dominant equilibrium and the set \( S^{RD} \) is non-empty, then, for sample size \( s \in S^{RD} \), only the risk-dominant convention is stochastically stable.

iv) If both equilibria are risk dominant, then, for sample size \( s \in [1, 2/q_{\text{min}}] \), both conventions are stochastically stable.

**Proof:** See the Appendix.

Theorem 3 gives sufficient conditions for the selection of different equilibria. The intuition behind the proof of this theorem is the same as in the
above example. If the process is in state $h(A,a)$, and $(B,b)$ is a risk-dominant equilibrium, then, for sample sizes such that $q_{\text{min}} \leq 1/s$, or equivalently $s \leq 1/q_{\text{min}}$, only one mistake is necessary to make a sequence of subsequent better or best repliers switch to the risk-dominant pure strategy such that $h(B,b)$ is reached. Second, if the process is in state $h(B,b)$ and $(A,a)$ is not strictly Pareto dominated, then two simultaneous mistakes, followed by a sequence of imitators in one of the populations, are sufficient to reach the basin of attraction of $h(A,a)$. The condition that $s_{\text{diff}}(s) \geq 1$ implies that the transition from $h(B,b)$ to $h(A,a)$ cannot be made with only one mistake followed by a sequence of best or better repliers.

The following corollary shows that in symmetric Coordination Games, there always exists a range of sample sizes such that the risk-dominant equilibrium is selected.

**Corollary 2** In symmetric 2x2 Coordination Games, if information is sufficiently incomplete ($s/m \leq 1/2$) and the sample size sufficiently small ($2 \leq s \leq 1/q_{\text{min}}$), only the risk-dominant convention is stochastically stable.

**Proof:** If the symmetric game has two risk-dominant equilibria, the result follows immediately from Theorem 3 iv). If the game has a unique risk-dominant equilibrium, then $q_{\text{min}} < 1/2$. This implies that if the sample size is such that $2 \leq s \leq 1/q_{\text{min}}$, then $s_{\text{min}} \leq 1$, and $s(1 - q_{\text{min}}) > 1$; hence, the requirement that $s_{\text{diff}}(s) \geq 1$ is redundant, and the claim follows from Theorem 3 iii). Q.E.D.

Holding the sample and memory fixed in symmetric games with one risk-dominant equilibrium and a different Pareto-dominant equilibrium, Corollary 2 implies that the risk-dominant equilibrium should be observed for payoffs such that $q_{\text{min}}$ is low, possibly both equilibria for payoffs such that $q_{\text{min}}$ is intermediate, and the Pareto-dominant equilibrium for payoffs such that $q_{\text{min}}$ is high. This appears to be in line with experimental evidence from symmetric Coordination Games (see Van Huyck (1997) for a survey), although the absolute difference between the equilibrium payoffs and the off-equilibrium payoffs also seems to matter. Given the limited number of repetitions in such experiments, one may naturally question whether the outcome observed actually corresponds to the stochastically stable state.

### 3.5 Conclusion

In this paper, I analyze stochastic adaptation in finite $n$-player games played by heterogeneous populations of myopic best repliers, better repliers and
imitators. I show that for sufficiently incomplete information, and independently of the population shares, the recurrent sets of the resulting unperturbed Markov chain correspond one to one with the minimal closed sets closed under better replies of the game. Such sets are also asymptotically stable under a large class of deterministic continuous time selection dynamics, containing the replicator dynamics.

The stochastically stable states are contained in the recurrent sets with minimum stochastic potential. In games where one minimal closed set under better replies is Pareto efficient, the span of the stochastically stable states is equal to this set. This result requires a sufficiently large sample size, determined by the payoffs of the game. In all symmetric Coordination Games and many asymmetric Coordination Games, the Pareto efficient equilibrium is selected for a sufficiently large sample size, and the risk-dominant equilibrium is selected for a sufficiently small sample size.

The main contribution of this paper is to analyze the long-run outcome when multiple rules of adaptation, previously analyzed only in isolation, are present in the populations. It is shown that the support of the limiting distribution is independent of the population shares. However, in many games, the exact shape of the limiting distribution will depend on the population shares using the different learning rules, and so will the expected payoff to the individuals employing the various rules. A next step is to study how the individuals using the different learning rules fare for different population shares, and to ask if there exists a rule, or a particular combination of rules, which is evolutionarily stable.
3.6 Appendix

Definition 3 (Young, 1998) \( P^\varepsilon \) is a regular perturbed Markov process if \( P^\varepsilon \) is irreducible for every \( \varepsilon \in (0, \varepsilon^*] \), and for every \( h, h' \in H \), \( P^\varepsilon_{hh'} \) approaches \( P_{hh'} \) at an exponential rate, i.e. \( \lim_{\varepsilon \to 0} P^\varepsilon_{hh'} = P_{hh'} \) and if \( P^\varepsilon_{hh'} > 0 \) for some \( \varepsilon > 0 \), then \( 0 < \lim_{\varepsilon \to 0} \frac{P^\varepsilon_{hh'}}{\varepsilon} < \infty \) for some \( r_{hh'} \geq 0 \).

Lemma 2 \( P^{*,m,s,\varepsilon} \) is a regular perturbed Markov process.

Proof: The proof of Lemma 2 is completely analogous to the proof in Young (1998, p. 55) Q.E.D.

Theorem 4 (Young, 1998) Let \( P^\varepsilon \) be a regular perturbed Markov process and let \( \mu^\varepsilon \) be the unique stationary distribution of \( P^\varepsilon \) for \( \varepsilon > 0 \). Then \( \lim_{\varepsilon \to 0} \mu^\varepsilon = \mu^0 \) exists, and \( \mu^0 \) is a stationary distribution of \( P^0 \). The stochastically stable states are precisely those states that are contained in the recurrent classes of \( P^0 \) having minimum stochastic potential.

Proof of Theorem 1: Part i) of Theorem 1 will be proved in two steps. In step A, I will prove that from any initial state, \( P^{*,m,s,0} \) converges to a minimal \( \gamma \)-configuration. In step B, I will prove that for any MCUBR set, there exists a minimal \( \gamma \)-configuration.

A. Let \( \gamma \)-adaptive play be the induced Markov chain when the share of better repliers in each population is one. According to Theorem 1 in Josephson (2000), for a sufficiently large sample size and sufficiently incomplete information \( (s/m \leq \frac{1}{|X|}) \), the span of each recurrent class of the \( \gamma \)-adaptive play corresponds one to one with an MCUBR set. Since, in each period, there is a positive probability that only better repliers will be selected to play, there is also a positive probability that the Markov chain, from any initial state, and in a finite number of periods, will end up in a state which belongs to a recurrent class \( E^*_Y \) of the better-reply dynamic, and thus only involves play of pure-strategy profiles in a corresponding MCUBR set \( Y \).

From Lemma 1, it follows that the process will never play a pure strategy outside \( Y \), once it has reached such a state. If \( E^*_Y \) is singleton, this means that it is a recurrent class also under heterogeneous adaptive play \( P^{*,m,s,0} \). If \( E^*_Y \) is not singleton, there is a positive probability that the process makes the transition from \( h \) to any other state \( h' \) of \( E^*_Y \) in a finite number of periods and, naturally, without playing any pure strategy outside \( Y \). This follows since in each period, there is a positive probability that only better repliers will be selected to play. Hence, there exists a recurrent class \( E^*_Y \) of \( P^{*,m,s,0} \), such that \( E^*_Y \subseteq E^*_Y \) and \( S(E^*_Y) \subseteq Y = S(E^*_Y) \).
B. Conversely, I will prove that for any MCUBR set, there exists a minimal $\gamma$-configuration. If $Y$ is an MCUBR set, then, by Theorem 1 in Josephson (2000), there exists a unique recurrent class $E_\gamma Y$ of $\gamma$-adaptive play such that $S(E_\gamma Y) = Y$. If the Markov chain $P^{*,m,s,0}$ is in a state involving no pure strategy outside $Y$, there is a positive probability that it will reach a state which belongs to $E_\gamma Y$ in a finite number of periods. This follows since $P^{*,m,s,0}$, by A., from any initial state and in a finite number of periods will end up in a state $h$, which belongs to a recurrent class of the better-reply dynamic, and since, by Lemma 1, the process will never play a pure strategy outside $Y$, once it has reached a state only involving pure-strategy profiles of $Y$. It thereafter follows from A. that there exists a recurrent set $E_Y^*$ of $P^{*,m,s,0}$, such that $S(E_Y^*) = Y$.

Part ii) of Theorem 1 follows directly from Theorem 4 in the Appendix since $P^{*,m,s,\epsilon}$, by Lemma 2 in the Appendix, is a regular perturbed Markov process. Q.E.D.

PROOF OF THEOREM 2: Theorem 2 will be proved in three steps. In step A, I show that the transition from any recurrent class to a Pareto-dominant minimal $\gamma$-configuration can always be made with at most $n$ mistakes. In step B, I prove that for a sufficiently large sample size, the transition from a Pareto-dominant minimal $\gamma$-configuration to any other recurrent class requires at least $n + 1$ mistakes. In step C, I use A and B to prove that the Pareto-dominant minimal $\gamma$-configuration must have minimum stochastic potential.

A. Assume that the sample size is sufficiently large and $s/m \leq 1/|X|$ so that, by Theorem 1, the span of each recurrent class of $P^{*,m,s,0}$ corresponds one to one with an MCUBR set. Let $Y \subset X$ be a strictly Pareto-dominant MCUBR set, and let $E_Y^*$ be the corresponding minimal $\gamma$-configuration. Assume there exists at least one other recurrent class (otherwise Theorem 2 holds trivially). The transition from such a recurrent class to $E_Y^*$ can always be made with a probability of the order $\epsilon^N$ (or higher). This is, for instance, the case if the individuals in all roles experiment and play a pure-strategy profile $y^t \in Y$ in period $t$, and a sequence of $m - 1$ imitators thereafter are drawn to play in all roles, and all sample $y^t$.

B. Let $E_Z^*$ be an arbitrary recurrent class, different from $E_Y^*$. I claim that for a sufficiently large sample size, the probability of the transition from $E_Y^*$ to $E_Z^*$ is at least of the order $\epsilon^{N+1}$. To make a best or better replier in role $i$, switch to a pure strategy $x_i \notin Y_i$ after at most $n$ mistakes; the expected payoff
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to that pure strategy must be greater than for any pure strategy \( y_i \in Y_i \),

\[
\frac{s - n}{s} u_i(y_i, p_{-i}^Y) + \frac{n}{s} u_i(y_i, p_{-i}^X) \leq \frac{s - n}{s} u_i(x_i, p_{-i}^Y) + \frac{n}{s} u_i(x_i, p_{-i}^X) \quad (3.12)
\]

\[
\Leftrightarrow
s \leq n \left[ u_i(y_i, p_{-i}^Y) - u_i(y_i, p_{-i}^X) + u_i(x_i, p_{-i}^X) - u_i(x_i, p_{-i}^Y) \right] \quad (3.13)
\]

where \( p_{-i}^Y \in \Box(Y_{-i}) \), and \( p_{-i}^X \in \Box(X_{-i}) \). By the boundedness of payoffs and the strict Pareto dominance of \( Y \), the right-hand side of this inequality is clearly bounded for any \( i \), \( y_i \in Y_i \), \( x_i \notin Y_i \), \( p_{-i}^Y \in \Box(Y_{-i}) \), and \( p_{-i}^X \in \Box(X_{-i}) \). Hence, there exists some finite \( s \), such that for \( s > s \), strictly more than \( n \) mistakes are necessary for a better or best replier to play a pure strategy outside \( Y \).

Similarly, in order to make an imitator maximizing the average realized payoff switch to a pure strategy \( x_i \notin Y_i \) after at most \( n \) mistakes,

\[
\frac{(s - n)}{s} u_i(y_i, p_{-i}^Y) + \frac{(n - 1)}{s - 1} u_i(y_i, p_{-i}^X) \leq \pi_i(x_i, x_{-i}) \quad (3.14)
\]

\[
\Leftrightarrow
s \leq n \left[ u_i(y_i, p_{-i}^Y) - u_i(y_i, p_{-i}^X) \right] + u_i(y_i, p_{-i}^X) - \pi_i(x_i, x_{-i}) \quad (3.15)
\]

Once again, by the boundedness of payoffs and the strict Pareto dominance of \( Y \), the right-hand side of the last inequality is bounded for any \( i \), \( y_i \in Y_i \), \( x_i \notin Y_i \), \( x_{-i} \in X_{-i} \), \( p_{-i}^Y \in \Box(Y_{-i}) \), and \( p_{-i}^X \in \Box(X_{-i}) \). Hence, there exists some finite \( \hat{s} \), such that if \( s > \hat{s} \), strictly more than \( n \) mistakes are necessary for a better or best replier to play a pure strategy outside \( Y \). An imitator who simply pick the pure strategy with the maximum realized payoff can, of course, never switch to a pure strategy \( x_i \notin Y_i \) with less than \( s \) mistakes. Thus, for \( s > \max\{\hat{s}, \hat{s}, N\} \), the resistance of the transition from \( E^*_Y \) to \( E^*_Z \) must be greater than \( N \).

C. Consider the minimum resistance tree rooted at an arbitrary recurrent class \( E^*_D \) different from \( E^*_Y \). In this tree, there must be a directed edge from \( E^*_Y \) to some other recurrent class \( E^*_Z \) (possibly identical to \( E^*_D \)). Assume that the sample size is so large that the resistance of the transition from \( E^*_Y \) to \( E^*_Z \) is greater than \( N \) (this is possible by B.), and that the stochastic potential of \( E^*_D \) is smaller than or equal to that of \( E^*_Y \). Create a new tree by deleting the edge from \( E^*_Y \) to \( E^*_Z \), and adding an edge from \( E^*_D \) to \( E^*_Y \). The resistance of the deleted edge is, by assumption, greater than \( N \), and the resistance of the added edge is (by A.) smaller than or equal to \( N \). Hence, the total resistance
of the new tree is less than that of the tree rooted at $E_D^*$, contradicting the assumption that the stochastic potential of $E_D^*$ is smaller than or equal to that of $E_Y^*$. This proves that the stochastic potential of the Pareto-dominant recurrent class $E_Y^*$ is lower than for any other recurrent class and, by Lemma 2 and Theorem 4 in the Appendix, Theorem 2 follows. Q.E.D.

**Proof of Theorem 3:**

i) Convergence with probability one to a convention. By Theorem 2 in Josephson (2000), if the share of better repliers is one in all populations and $s/m \leq 1/2$, then the recurrent classes of the unperturbed process are the two monomorphic states $h_{(A,a)}$ and $h_{(B,b)}$. It is clear that these states are absorbing also when the shares of imitators and best repliers are positive. Moreover, since in each period, there is a positive probability that only better repliers are drawn to play, there is a positive probability of reaching one of these two states in a finite number of periods from any other state. Hence, for $s/m \leq 1/2$, the recurrent classes of $P^{*,m,s,0}$ are two states $h_{(A,a)}$ and $h_{(B,b)}$.

ii) Selection of equilibria that are not strictly Pareto dominated. Without loss of generality, assume that $(A,a)$ is a strictly Pareto-dominant equilibrium. Then, the transition from $h_{(B,b)}$ to the basin of attraction of $h_{(A,a)}$ can always be made with two simultaneous mistakes in period $t$ followed by a sequence of $s - 1$ imitators in both populations, who all sample $x^*_1$ or more recent strategy-tuples. The reverse transition requires at least three mistakes if the following two conditions are fulfilled. First, in state $h_{(A,a)}$, best or better repliers in one of the populations should not be able to switch to strategy $B$ when the sample contains less than three mistakes by the other population. This is prevented if $q_{\text{min}} > 2/s$, or equivalently if $s > 2/q_{\text{min}}$. Second, imitators in population $C_1$ should not be able to switch to strategy $B$ with less than three mistakes. They can only do this if two mistakes, one after the other by different populations, make the average payoff to strategy $B$ at least as large as that of $A$, or formally, if

$$
\frac{(s - 2)\pi_1(A,a) + \pi_1(A,b)}{s - 1} \leq \pi_1(B,a)
$$

$$
\Leftrightarrow
$$

$$
\pi_1(B,a) \geq \frac{2\pi_1(A,a) - \pi_1(B,a) - \pi_1(A,b)}{\pi_1(A,a) - \pi_1(B,a)} = \hat{s}_1.
$$

(3.16)

(3.17)

It is clear that for $s > \hat{s}_1$, this inequality does not hold, and a similar critical sample size $\hat{s}_2$ can be computed for individuals in population $C_2$. Hence, for $s > \max\{\hat{s}_1, \hat{s}_2, 2/q_{\text{min}}\}$, the transition to $(B,b)$ requires at least three mistakes, whereas the reverse transition requires exactly two mistakes (if all
imitators choose the pure strategy with maximum sample payoff, i.e. nobody chooses the pure strategy with the maximum average payoff in the sample, then it is sufficient that \( s > 2/q_{\text{min}} \).

If neither of the equilibria are Pareto dominated, then either \( \pi_1(A, a) \geq \pi_1(B, b) \) and \( \pi_2(A, a) \leq \pi_2(B, b) \), or \( \pi_1(A, a) \leq \pi_1(B, b) \) and \( \pi_2(A, a) \geq \pi_2(B, b) \). Without loss of generality, assume that the first two inequalities hold. Then, the transition from \( h(B, b) \) to the basin of attraction of \( h(A, a) \) can always be made with two simultaneous mistakes in period \( t \), followed by a sequence of \( s - 1 \) imitators in population \( C_1 \), who all sample \( x_i^t \) and earlier strategy realizations. In an analogous fashion, the transition from \( h(A, a) \) to \( h(B, b) \) can be made with two mistakes. If, in addition, \( s > 1/q_{\text{min}} \), then no better or best repliers are able to switch strategies in state \( h(A, a) \) or \( h(B, b) \) after only only mistake. Thus, for general Coordination Games and sample size such that \( s > \max\{\hat{\delta}_1, \hat{\delta}_2, 2/q_{\text{min}}\} \), the stochastic potential is lowest for the state(s) which is (are) not strictly Pareto dominated.

iii) Unique risk-dominant equilibrium. The transition from \( h(B, b) \) to the basin of attraction of \( h(A, a) \) can be made with \( k \) mistakes if individuals in one of the populations, say population \( C_1 \), by mistake plays \( A \) \( k \) times in a row, and \( k/s \geq q_A \). This follows since there is a positive probability that better or best repliers are drawn to play in the other population for the next \( s \) periods, and that these individuals all sample the \( k \) mistakes. Without loss of generality, assume that \( (A, a) \) is a risk-dominant equilibrium. Then, the transition from \( h(B, b) \) to \( h(A, a) \) requires only one mistake if \( q_{\min} \leq 1/s \). The requirement that \( s_{\text{diff}}(s) > 1 \) ensures that the reverse transition requires at least two mistakes.

iv) Two risk-dominant equilibria. If both equilibria are risk dominant, then

\[
\min\{q_A, q_a\} = \min\{1 - q_A, 1 - q_a\} = q_{\min}. \tag{3.18}
\]

This implies that for \( s q_{\min} \leq 2 \), the transition from \( h(A, a) \) to \( h(B, b) \), and the reverse transition, requires the same number of mistakes, \( k \leq 2 \). Since at least two mistakes are required to make an imitator switch strategies when the process is in a convention, the stochastic potential of the conventions will equal the number of mistakes required to make better and best repliers switch strategy for \( s \in [1, 2/q_{\min}] \).

Theorem 3 now follows by Lemma 2 and Theorem 4. \( Q.E.D. \)
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Chapter 4

A Numerical Analysis of the Evolutionary Stability of Learning Rules

4.1 Introduction

The bounded rationality paradigm is based on the assumption that people learn to play games by using simple rules of adaptation, often referred to as learning rules. The objective is generally to predict which strategies are more likely to be observed in the long run, given that players use a specific learning rule. A problem with this setting is that the learning rule is treated as exogenous and no rationale is provided for the particular choice of learning rule. Evolutionary forces are usually only allowed on the level of simple strategies and not on the higher level of learning rules. In this sense, the area is suffering from a certain open-endedness. In this paper, I attempt to take a step towards closing this open-endedness by developing an evolutionary stability criterion for learning rules and applying this criterion to a set of well-known learning rules using Monte Carlo simulations.

More specifically, I ask if there is a rule such that if applied by a homogeneous population of individuals, it cannot be invaded by mutants using a different rule. I call such an uninvadable rule an evolutionarily stable learning rule (ESLR). This concept is an extension of the classical definition of evolutionarily stable strategies (Maynard Smith and Price (1973), Maynard Smith (1974, 1982)) to learning rules and dynamic strategies.

The setting is a world where the members of a large population, consisting of an even number of individuals, in each of a finite number of periods are all
randomly matched in pairs to play a finite two-player game. Each individual uses a learning rule, which is a function of his private history of past play, and fitness is measured in terms of expected average payoff. This framework provides a rationale for the use of learning rules and it is of particular interest since very little analysis of learning in this "repeated rematching" context has previously been done.

Technically, learning rules are mappings from the history of past play to the set of pure or mixed strategies. There are many models of learning and I therefore restrict the numerical analysis to a class of learning rules that can be described by the general parametric model of Camerer and Ho (1999), called *experience-weighted attraction learning* (EWA). The rules in this class have experimental support and perform well in an environment where the game changes from time to time. Moreover, the class contains rules which differ considerably in their use of information. Two of the most well-known learning rules, *reinforcement learning* and *fictitious play* (or *belief learning*), are special cases of this model for specific parameter values.

Reinforcement learning is an important model in the psychological literature on individual learning. It was introduced by Bush and Mosteller (1951) although the principle behind the model, that choices which have led to good outcomes in the past are more likely to be repeated in the future, is due to Thorndike (1898). Under reinforcement learning in games, players assign probability distributions to their available pure strategies. If a pure strategy is employed in a particular period, the probability of the same pure strategy being used in the subsequent period increases as a function of the realized payoff. The model has very low information and rationality requirements in the sense that individuals need not know the strategy realizations of the opponents or the payoffs of the game; all that is necessary is knowledge of player-specific past strategy and payoff realizations.

Fictitious play, or belief learning, is a model where the individuals in each of the roles of a game in every period play a pure strategy that is a best reply to the accumulated empirical distribution of their opponents' play. This means that knowledge of the opponents' strategy realizations and the player's own payoff function is required.

Several different models of both reinforcement and fictitious play have been developed over the years. The ones that can be represented by Camerer and Ho's (1999) model correspond to stochastic versions with exponential

---

1To check the robustness of my results, I have also analyzed a different matching scheme, where the individuals only are randomly matched at the start of the first period, and then continue to play against the same opponent for a finite number of periods. The results from the simulation of this matching scheme are in general consistent with the results for the matching scheme in this paper.
probabilities. This means that each pure strategy in each period is assigned an *attraction*, which is a function of the attraction in the previous period and the payoff to the particular strategy in the current period. The attractions are then exponentially weighted in order to determine the mixed strategy to be employed in the next period. In the case of reinforcement learning, the attractions only depend on the payoff to the pure strategy actually chosen. In the case of belief learning, the hypothetical payoffs to the pure strategies that were not chosen are of equal importance (this is sometimes referred to as *hypothetical reinforcement*). However, Camerer and Ho's (1999) model also permits intermediate cases where payoffs corresponding to pure strategies that were not chosen are given a weight strictly between zero and one. The weight of such hypothetical payoffs is given by a single parameter, δ.

Camerer and Ho's (1999) model also allows initial attractions of different sizes which, in the case of belief learning, correspond to expected payoffs, given a prior distribution over the opponents' pure strategies. I depart from this assumption and set all initial attractions to zero, such that the individuals have almost no prior knowledge of the game they are drawn to play. This implies that the numerical analysis in this paper boils down to testing if any particular value δ corresponds to an ESLR.

In order to test the stability of learning rules, I simulate a large number of outcomes when all members of a finite population with a large share of incumbents and a small share of mutants are randomly matched for a finite number of periods. I then calculate the average payoff for each share of the population. I consider four different games: Prisoners' Dilemma, Coordination, Hawk-Dove and Rock-Scissors-Paper. The main findings are:

- In almost all cases, the learning rule with full hypothetical reinforcement is an ESLR, whereas the learning rule with no hypothetical reinforcement is unstable.

- In the two games with no symmetric pure Nash equilibria – the Hawk-Dove and Rock-Scissors-Paper Games – the results depend on the level of *payoff sensitivity* of the learning rules. This is a parameter of the EWA model determining to what extent differences in attractions for the pure strategies should translate into differences in probabilities. For low payoff sensitivity, several rules appear to be stable, whereas for

---

2Fudenberg and Levine (1998) show that stochastic fictitious play can be derived by maximizing expected payoff given an empirical distribution of the opponents' past play when payoffs are subject to noise.

3The term "attraction" is used to make the terminology in this paper consistent with that in Camerer and Ho (1999). This term should not be interpreted in the mathematical sense, but as the weight assigned to a particular strategy.
high payoff sensitivity, only belief learning is stable. The latter finding is, in part, due to that reinforcement learners with a high level of payoff sensitivity quickly become absorbed by a pure strategy, whereas belief learners with the same level of payoff sensitivity continue to adjust their mixed strategies until the last period.

- In 2×2 Coordination Games, the results also depend on the equilibrium payoffs. In such games, belief learning is generally a unique ESLR, but if the ratio of equilibrium payoffs becomes sufficiently small and payoff sensitivity is low, then there are also other stable learning rules.

### 4.1.1 Related Literature

The present paper is related to the theoretical literature on learning, but also to experimental tests of different learning rules. An early theoretical reference, asking similar questions, is Harley (1981). He analyzes the evolution of learning rules in the context of games with a unique evolutionarily stable strategy (ESS). He assumes the existence of an ESLR and then discusses the properties of such a rule. Harley claims that, given certain assumptions, "...the evolutionarily stable learning rule is a rule for learning evolutionarily stable strategies." He also develops an approximation to such a rule and simulates its behavior in a homogeneous population. The current paper differs from that of Harley (1981) in that it explicitly formulates an evolutionary criterion for learning rules and does not assume the existence of an ESLR. Moreover, the analysis is not limited to games with a single ESS.

Anderlini and Sabourian (1995) develop a dynamic model of the evolution of algorithmic learning rules. They claim that under certain conditions, the frequencies of different learning rules in the population are globally stable and that the limit points of the distribution of strategies correspond to Nash equilibria. However, they do not investigate the properties of the stable learning rules.

Hopkins (2000) investigates the theoretical properties of stochastic fictitious play and perturbed reinforcement learning. The model in this paper is a special case of stochastic fictitious play, when the parameter $\delta$ is equal to one, and is similar to Hopkins' version of reinforcement learning when $\delta$ is equal to zero. Hopkins finds that the expected motion of both stochastic fictitious play and perturbed reinforcement learning can be written as a perturbed form of the replicator dynamics, and that in many cases, they will therefore have the same asymptotic behavior. In particular, he claims that they have identical local stability properties at mixed equilibria. He also finds that the main difference between the two learning rules is that fictitious
play gives rise to faster learning. The analysis in Hopkins (2000) differs from the analysis in this paper, in that it is based on infinite interaction between two players using identical learning rules, but my findings are consistent with Hopkins' (2000) results.

The topic of this paper is also somewhat related to the theoretical literature on evolution in asset markets, such as Blume and Easley (1992, 2000), and Sandroni (2000). In these models, selection operates over beliefs and utility functions and not directly over learning rules, and the authors use a dynamic evolutionary criterion based on wealth accumulation. They find that, under fairly general conditions, correct beliefs are selected for in complete markets, but not necessarily in incomplete markets.

The experimental literature uses a criterion which differs from the evolutionary one introduced in this paper to motivate the use of a particular learning rule. The objective is to find the learning rule which gives the best fit of experimental data. Camerer and Ho (1999) give a concise overview of the most important findings in earlier studies. They argue that the overall picture is unclear, but that comparisons appear to favor reinforcement in constant-sum games and belief learning in Coordination Games. In their own study of asymmetric Constant-Sum Games, Median-Action Games, and Beauty-Contest Games, they find support for a learning rule with parameter values in between reinforcement learning and belief based learning. In particular, they estimate game-specific values of the \( \delta \)-parameter, which captures the degree of hypothetical reinforcement, strictly between zero and one, and generally around 0.5.

Stahl (2000) compares the prediction performance of seven learning models, including a restricted version of the EWA model. He pools data from a variety of symmetric two-player games and finds a logit best-reply model with inertia and adaptive expectations to perform best, closely followed by the EWA. For the latter, he estimates a value of the \( \delta \)-parameter of 0.67.

This paper is organized as follows. Section 2 introduces the theoretical model underlying the simulations. Section 3 present the results of the Monte Carlo simulations. Section 4 contains a discussion of the results and Section 5 concludes. Tables and diagrams of some of the simulations can be found in the Appendix.

## 4.2 Model

Let \( \Gamma \) be a symmetric two-player game on normal form, where each player has a finite pure strategy set \( X = \{x^1, ..., x^J\} \), with the mixed-strategy extension \( \Delta(X) = \{p \in \mathbb{R}_+^J \mid \sum_{j=1}^J p^j = 1\} \). Each player's payoff is represented by
the function \( \pi : X \times X \to \mathbb{R} \), where \( \pi(x, y) \) is the payoff to playing pure strategy \( x \) when the opponent is playing pure strategy \( y \). From time to time, all individuals of a finite population, consisting of an even number \( M \) of individuals, are drawn to play this game for \( T \) periods. The mixed strategy of individual \( k \) in period \( t \in \{1, 2, \ldots, T\} = \Upsilon \) is denoted by \( p_k(t) \). The pure strategy realization of individual \( k \) is denoted by \( x_k(t) \) and that of his opponent (in this period) by \( y_k(t) \). The sequence

\[
h_k(t) = ((x_k(0), y_k(0)), (x_k(1), y_k(1)), \ldots, (x_k(t - 1), y_k(t - 1))),
\]

where \((x_k(0), y_k(0)) = \emptyset\), is referred to as the \textit{individual k's history in period} \( t \). Let \( H(t) \) be the finite set of possible such histories at time \( t \), let \( H = \bigcup_{t=1}^{T} H(t) \), and let \( \Omega = H(T) \) be the set of outcomes. I define a \textbf{learning rule} as a function \( f : H \to \Delta(X) \) that maps histories to mixed strategies and denote the set of possible learning rules by \( \mathcal{F} \). Note that according to this definition, initial conditions such as initial history or initial strategy weights are given by the learning rule.

The matching procedure can be described as follows. In each of \( T \) periods, all members of the population are randomly matched in pairs to play the game \( \Gamma \) against each other. This can be illustrated by an urn with \( n \) balls, from which randomly selected pairs of balls (with equal probability) are drawn successively until the urn is empty. This procedure is repeated for a total of \( T \) periods, and the draws in each period are independent of the draws in all other periods. Each individual \( k \) receives a payoff \( \pi(x_k(t), y_k(t)) \) in each period and has a private history of realized strategy profiles. The expected payoff for an individual \( k \) employing learning rule \( f \) in a heterogeneous population of size \( M \), where the share of individuals employing rule \( f \) is \((1 - \varepsilon)\) and the share of individuals employing rule \( g \) is \( \varepsilon \), is the expected average payoff under the probability measure, \( \mu^M_{f, (1-\varepsilon)f+\varepsilon g} \) induced by the two rules present in the population and their respective shares,

\[
\begin{align*}
V^M(f, (1-\varepsilon)f + \varepsilon g) &= \sum_{h_k \in \Omega} \left( \frac{1}{T} \sum_{t=1}^{T} \pi(x_k(t), y_k(t)) \right) \mu^M_{f, (1-\varepsilon)f+\varepsilon g}(h_k) \\
&= E^M_{f, (1-\varepsilon)f+\varepsilon g} \left[ \frac{1}{T} \sum_{t=1}^{T} \pi(x_k(t), y_k(t)) \right],
\end{align*}
\]

where \( \pi(x_k(t), y_k(t)) \) refers to the realized payoff to individual \( k \) in period \( t \), induced by history \( h_k \).

Let \( \mathcal{F}' \) be an arbitrary non-empty subset of \( \mathcal{F} \). I define the following evolutionary stability criterion for learning rules.
Definition 1 A learning rule \( f \in \mathcal{F}' \) is evolutionarily stable in the class \( \mathcal{F}' \) if for every \( g \in \mathcal{F}' \setminus f \), there exists an \( \hat{\varepsilon}_g > 0 \) such that for all \( \varepsilon \in (0, \hat{\varepsilon}_g) \),

\[
V^M(f, (1 - \varepsilon)f + \varepsilon g) > V^M(g, (1 - \varepsilon)f + \varepsilon g).
\] (4.4)

4.2.1 Experience Weighted Attraction Learning

In the present paper, I focus on a set of learning rules that can be described by Camerer and Ho’s (1999) model of experienced-weighted attraction (EWA) learning. These are learning rules such that individual \( k \)'s probability of strategy \( x^j \) in period \( t \in \mathcal{T} \) can be written as

\[
p^j_k(t) = \frac{e^{\lambda A^j_k(t-1)}}{\sum_{j=1}^{J} e^{\lambda A^j_k(t-1)}},
\] (4.5)

where the attraction of strategy \( x^j \) is updated according to the formula

\[
A^j_k(t) = \frac{\phi N(t-1)A^j_k(t-1) + [\delta + (1 - \delta)I(x^j, x_k(t))] \pi(x^j, y_k(t))}{N(t)},
\] (4.6)

for \( t \in \mathcal{T} \), and \( A^j_k(0) \) is a constant, and where

\[
N(t) = \sigma N(t-1) + 1,
\] (4.7)

for \( t \in \mathcal{T} \), and \( N(0) \) is a constant.\(^4\) \( I(x^j, x_k(t)) \) is an indicator function which takes the value of one if \( x_k(t) = x^j \) and zero otherwise, \( y_k(t) \) is the realized pure strategy of the opponent in period \( t \), and \( \phi \) and \( \sigma \) are positive constants.

Note that this class of learning rules includes two of the most common learning rules used in the literature. When \( \delta = 0 \), \( \sigma = \phi \) and \( N(0) = \frac{1}{1-\sigma} \), EWA reduces to (average) reinforcement learning.\(^5\) When \( \delta = 1 \), \( \sigma = \phi \) and

\[
A^j_k(0) = \sum_{l=1}^{J} \pi(x^j, y^l) \frac{N^l_k(0)}{\sum_{l=1}^{J} N^l_k(0)},
\] (4.8)

where \( \frac{N^l_k(0)}{\sum_{l=1}^{J} N^l_k(0)} \) is some initial relative frequency of strategy \( l \), EWA becomes belief learning.

\(^4\)Camerer and Ho (1999) note that it is also possible to model probabilities as a power function of attractors.

\(^5\)Camerer and Ho (1999) distinguishes between average and cumulative reinforcement, which results if \( \rho = 0 \) and \( N(0) = 1 \). The analysis in the present paper is based on average reinforcement.
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In order to make the analysis more tractable, I further restrict the set of rules to EWA learning rules such that \( \sigma = \phi < 1 \), \( N(0) = \frac{1}{1-\sigma} \), and

\[
A^i_k(0) = 0 \quad \forall k, \forall j. \tag{4.9}
\]

This means that the initial attractions will not generally correspond to those of belief learning. The assumption of equal initial attractions is motivated by a setting where the players have very limited information about the game before the first period and where they cannot use previous experience.\(^6\) The assumption that \( \sigma = \phi \) implies that the discount factor for a belief learner’s historical observations of strategy realizations is the same as that for a reinforcement learner’s historical attractions. Finally, the value of \( N(0) \) corresponds to the steady state value of \( N(t) \).\(^7\)

I denote the set of rules with the above parameter values by \( \mathcal{F}_e \). Substituting in (4.6) and (4.7) gives

\[
N(t) = \frac{1}{1-\sigma} \quad \text{for } t \in T \tag{4.10}
\]

and

\[
A^i_k(t) = \sigma A^i_k(t-1) + (1-\sigma) \left[ \delta + (1-\delta)I(x^i, x_k(t)) \right] \pi(x^i, y_k(t)) \tag{4.11}
\]

for \( t \in T \), and \( A^i_k(0) = 0 \). The formula in (4.5) now corresponds to belief learning (with modified initial weights) for \( \delta = 1 \) and to reinforcement learning for \( \delta = 0 \). The parameter \( \delta \) captures the extent to which the hypothetical payoffs of pure strategies not played in a period are taken into account. \( \sigma \) is a constant determining the relative weights of recent and historical payoffs in the updating of mixed strategies.

4.3 Numerical Analysis

The analysis is based on Monte Carlo simulations of repeated encounters between individuals using different learning rules (i.e. with different values of \( \delta \)) belonging to the set \( \mathcal{F}_e \). I focus on four types of games, Prisoners’ Dilemma, 2x2 Coordination, Hawk-Dove, and Rock-Scissors-Paper Games. I generally

\(^6\)Although the game is fixed in the below analysis, a rationale for the assumption of uniform initial weight could be a setting where the game is drawn at random from some set of games before the first round of play.

\(^7\)Stahl (2000) finds that a time varying \( N(t) \) only improves the predictive power of the model marginally and assumes \( N(t) = 1 \) for all \( t \). He also assumes all initial attractors to be zero and uses the updating formula to determine the attractors in period one.
set the payoff sensitivity parameter $\lambda$ in (4.5) to either 1 or 10, $\sigma$ equal to 0.95 and I assume that $\delta$ is an element of the set $D = \{0, 0.25, 0.5, 0.75, 1\}$, but I also test the robustness of my results by trying other parameter values (see the Appendix for a list of simulations).

In the simulations, each member of a population of 100 individuals, among which 10 are mutants with a different learning rule, is randomly matched with another member every period for $T = 100$ periods. The expected payoff to a learning rule is estimated by computing the mean of the average payoff for all individuals with the same learning rule in the population and by simulating 1000 such $T$-period outcomes. Since the mean payoff difference in each simulation is independently and identically distributed relative to the mean payoff difference in another simulation with the same population mixture, the Central Limit Theorem applies and the mean payoff difference is approximately normally distributed. For each value of $\delta$, the null hypothesis is that the corresponding learning rule is an ESLR. This hypothesis is rejected if the mean payoff to any mutant rule is statistically significantly higher than the mean payoff to the incumbent rule in the class, in accordance with Definition 1 above. More specifically, the decision rule is as follows. The null hypothesis,

$$H_0^\delta : f_\delta \text{ is an ESLR in the class } \mathcal{F}_e,$$

is rejected in favor of the alternative hypothesis,

$$H_1^\delta : f_\delta \text{ is not an ESLR in the class } \mathcal{F}_e,$$

if and only if, for some $\delta' \in D \setminus \delta$,

$$\frac{\hat{V}(f_\delta, (1 - \varepsilon)f_\delta + \varepsilon f_{\delta'}) - \hat{V}(f_{\delta'}, (1 - \varepsilon)f_\delta + \varepsilon f_{\delta'})}{\sqrt{s_\Delta^2 [(1 - \varepsilon)f_\delta + \varepsilon f_{\delta'}]}} < -z_\alpha,$$

(4.12)

where $\hat{V}$ is the estimated average payoff, $s_\Delta [(1 - \varepsilon)f_\delta + \varepsilon f_{\delta'}]$ denotes the sample standard deviation of the difference in mean average payoffs, computed over the 1000 simulations, and $z_\alpha$ is the critical value of the standard normal distribution.

**Prisoners' Dilemma Games**

Table 4.1 depicts the mean of the average payoffs among 90 incumbents, with a $\delta$ given in the left-most column, and 10 mutants, with a $\delta$ given in the top row, playing the game in Figure 4.1 for $1000 \times 100$ periods, when payoff sensitivity $\lambda = 10$. The value in brackets corresponds to the z-statistic of the differences in means, i.e. the difference, computed as the average incumbent
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Payoff minus the average mutant payoff, divided by the standard error of the difference. As explained above, the null hypothesis that a learning rule with a particular \( \delta \) is an ESLR can be rejected if this value is smaller than the critical value of the standard normal distribution, \(-z_\alpha\) for some mutant learning rule in the class, different from \( f_\delta \).

It follows from the table that the null can be rejected for all learning rules except the one with \( \delta = 1 \) at the 10% and 5% significance level \((z_{0.05} = 1.645, \quad \text{and} \quad z_{0.10} = 1.282)\). This is also illustrated by the diagram in Figure 4.3, where the standardized payoff difference (the \( z \)-statistic) between incumbent and mutant payoffs is plotted for different values of incumbent and mutant \( \delta \). In the diagram, the difference is set to zero for homogenous populations. The result is robust to changes in payoff sensitivity \( \lambda \), initial conditions, payoff matrix, and the size of the mutant invasion.

The standard deviation of payoffs among learning rules with \( \delta = 0 \) is considerably larger than for other values of \( \delta \). The volatility of payoffs also depends on payoff sensitivity. If \( \lambda \) is reduced from 10 to 1, the range of standard deviations decreases considerably. For the high value of \( \lambda \), convergence to the Nash equilibrium is fast. For the low value, the population share using the equilibrium strategy increases more slowly and keeps oscillating.

\[
\begin{array}{c|cc}
\hline
\text{Delta Mutant} & y^1 & y^2 \\
\text{Delta Incumbent} & 0.00 & 0.25 & 0.50 & 0.75 & 1.00 \\
\hline
0.00 & 2.8977 & 2.8876 & 2.8574 & 2.8870 & 2.8570 & 2.8582 & 2.83303 & 2.8572 & 2.83315 \\
 & (1.01) & (-70.20) & (-65.55) & (-65.97) & (-65.97) & (-67.70) & \\
0.25 & 3.0001 & 2.8610 & 2.9906 & 2.9907 & 2.9907 & 2.9891 & 2.9959 & 2.9955 & 2.9953 \\
 & (33.65) & (-0.14) & (-38.93) & (-54.25) & (-56.95) & (-56.95) & \\
0.50 & 3.0030 & 2.9018 & 2.9783 & 2.9788 & 2.9788 & 2.9959 & 2.9956 & 2.9955 & 2.9953 \\
 & (36.79) & (27.54) & (-0.88) & (-19.07) & (-26.46) & (-26.46) & \\
0.75 & 3.0039 & 2.9061 & 2.9987 & 2.9774 & 2.9975 & 2.9975 & 2.9975 & 2.9975 & 2.9969 \\
 & (38.71) & (33.98) & (14.86) & (-1.05) & (-6.85) & (-6.85) & \\
1.00 & 3.0037 & 2.9126 & 2.9991 & 2.9765 & 2.9979 & 2.9979 & 2.9979 & 2.9979 & 2.9979 \\
 & (39.39) & (34.83) & (21.62) & (8.07) & (-2.17) & (-2.17) & \\
\hline
\end{array}
\]

Table 4.1—Mean payoffs and standardized payoff differences from playing the game in Figure 4.1.
2×2 Coordination Games

Table 4.2 and Figure 4.4 show the results from the simulations of the Coordination Game in Figure 4.3, with payoff sensitivity $\lambda = 10$. Once again, the null hypothesis can be rejected for all learning rules except $\delta = 1$ at 5% or 10% significance. This result is robust to changes in $\lambda$, the size of the invasion, and the initial conditions. However, when the ratio of diagonal payoffs is small ($\pi(x^1, y^1) = 1.1$ instead of 2) and $\lambda = 1$, then the null cannot be rejected for any of the rules $\delta = 1, \delta = 0.75$, and $\delta = 0.25$. From the table, it also follows that the outcome for a homogenous population of belief learners Pareto dominates that of a population of reinforcement learners.
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<table>
<thead>
<tr>
<th>Delta Mutant</th>
<th>0.00</th>
<th>0.25</th>
<th>0.50</th>
<th>0.75</th>
<th>1.00</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.75</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.2–Mean payoffs and standardized payoff differences from playing the game in Figure 4.3.

FIGURE 4.4–Standardized payoff difference between incumbents and mutants from Table 4.2.

Hawk-Dove Games

Table 4.3 and Figure 4.6 illustrate the results from the simulations of the game in Figure 4.5. For this game, the results are sensitive to the level of payoff sensitivity $\lambda$ and the payoff matrix. When $\lambda = 10$, the null hypothesis cannot be rejected for the learning rules with $\delta = 0.75$ and $\delta = 1$ at the 10% level, whereas all other learning rules in the class appear to be unstable. If $\pi(x^1, y^2)$ is increased from 4 to 10, such that the initial uniform distribution is further from the mixed equilibrium, then the null can be rejected for all rules except $\delta = 0.75$. 
4.3. NUMERICAL ANALYSIS

Part of the reason why learning rules with low $\delta$ are not stable and cannot invade other learning rules in this game when payoff sensitivity is high is that they quickly become absorbed by a pure strategy (see Figure 4.12 in the Appendix), something which can be exploited by learning rules with high $\delta$ that do not lock in on a particular pure strategy. This tendency for reinforcement learners to be absorbed has previously been noted by Fudenberg and Levine (1998).

For $\lambda = 1$, reinforcement learners no longer lock in on a particular strategy, but oscillate around the mixed equilibrium (see Figure 4.11 in the Appendix), which somewhat reduces the evolutionary advantage of belief-learners. For the game in Figure 4.5, the null hypothesis can be rejected for all rules except $\delta = 0.25$, $\delta = 0.75$, and $\delta = 1.0$ at the 10% level. In the game with $\pi(x_1, y^2) = 10$, the result is unchanged and all rules except $\delta = 0.75$ can be rejected.

The matrix in Table 4.3 also illustrates the potential trade-off between the Pareto efficiency and the evolutionary stability of a learning rule. The learning rule with $\delta = 0$ strictly dominates all other learning rules, but it is not sustainable since, in the case of an invasion, mutants with higher $\delta$ earn higher mean payoffs.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|}
\hline
\textbf{Delta Mutant} & \textbf{0.00} & \textbf{0.25} & \textbf{0.50} & \textbf{0.75} & \textbf{1.00} \\
\hline
\textbf{Delta Incumbent} & & & & & \\
\hline
0.00 & 1.7605 & 1.7612 & 1.7508 & 1.7843 & 1.7100 & 1.8353 & 1.6692 & 1.8445 & 1.6794 & 1.8397 \\
& (-0.20) & (-9.23) & (-36.42) & (-54.56) & (-50.94) \\
0.25 & 1.6889 & 1.6657 & 1.6819 & 1.6795 & 1.6518 & 1.7150 & 1.6148 & 1.7302 & 1.6238 & 1.7249 \\
& (8.06) & (0.82) & (22.42) & (43.28) & (38.13) \\
0.50 & 1.5512 & 1.5206 & 1.5527 & 1.5283 & 1.5420 & 1.5402 & 1.5183 & 1.5505 & 1.5256 & 1.5557 \\
& (14.25) & (11.29) & (22.42) & (14.54) & (14.27) \\
0.75 & 1.4512 & 1.4279 & 1.4510 & 1.4306 & 1.4469 & 1.4346 & 1.4418 & 1.4402 & 1.4422 & 1.4397 \\
& (13.94) & (11.78) & (6.69) & (0.82) & (1.32) \\
1.00 & 1.4604 & 1.4391 & 1.4601 & 1.4397 & 1.4551 & 1.4419 & 1.4469 & 1.4473 & 1.4468 & 1.4446 \\
& (12.37) & (11.47) & (6.99) & (-0.19) & (1.21) \\
\hline
\end{tabular}
\caption{Mean payoffs and standardized payoff differences from playing the game in Figure 4.5.}
\end{table}
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Figure 4.6—Standardized payoff difference between incumbents and mutants from Table 4.3.

Rock-Scissors-Paper

In the Rock-Scissors-Paper Game of Figure 4.7, the outcome is sensitive to payoff sensitivity. When the payoff sensitivity is $\lambda = 1$, the null hypothesis can be rejected for all learning rules in the class except $\delta = 0.0$, $\delta = 0.75$, and $\delta = 1.0$. All learning rules oscillate around the mixed equilibrium.

Table 4.4 and Figure 4.8 illustrate the case when $\lambda = 10$. As can be seen, the null hypothesis can be rejected for all learning rules except $\delta = 1$. As in the Haw-Dove game, the instability of rules with low $\delta$ for high values of payoff sensitivity can, in part, be explained by their tendency to lock in on a pure strategy at an early stage.
4.3. NUMERICAL ANALYSIS

<table>
<thead>
<tr>
<th>Delta Mutant</th>
<th>0.00</th>
<th>0.25</th>
<th>0.50</th>
<th>0.75</th>
<th>1.00</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delta incumbent</td>
<td>1.0001</td>
<td>0.9987</td>
<td>0.9969</td>
<td>0.9970</td>
<td>0.9974</td>
</tr>
<tr>
<td></td>
<td>(0.58)</td>
<td>(-11.14)</td>
<td>(-23.92)</td>
<td>(-22.98)</td>
<td>(-21.35)</td>
</tr>
<tr>
<td>0.25</td>
<td>1.0006</td>
<td>0.9984</td>
<td>0.9978</td>
<td>0.9978</td>
<td>0.9981</td>
</tr>
<tr>
<td></td>
<td>(5.46)</td>
<td>(-15.01)</td>
<td>(-19.65)</td>
<td>(-18.65)</td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>1.0001</td>
<td>0.9999</td>
<td>0.9995</td>
<td>0.9995</td>
<td>0.9992</td>
</tr>
<tr>
<td></td>
<td>(1.44)</td>
<td>(-1.16)</td>
<td>(-5.92)</td>
<td>(-8.89)</td>
<td></td>
</tr>
<tr>
<td>0.75</td>
<td>1.0004</td>
<td>0.9984</td>
<td>0.9988</td>
<td>0.9988</td>
<td>0.9997</td>
</tr>
<tr>
<td></td>
<td>(4.16)</td>
<td>(2.22)</td>
<td>(6.06)</td>
<td>(2.65)</td>
<td>(0.28)</td>
</tr>
<tr>
<td>1.00</td>
<td>1.0003</td>
<td>0.9984</td>
<td>1.0005</td>
<td>1.0002</td>
<td>1.0000</td>
</tr>
<tr>
<td></td>
<td>(3.66)</td>
<td>(3.59)</td>
<td>(6.06)</td>
<td>(2.65)</td>
<td>(0.28)</td>
</tr>
</tbody>
</table>

TABLE 4.4-Mean payoffs and standardized payoff differences from playing the game in Figure 4.4.

Figure 4.8—Standardized payoff difference between incumbents and mutants from Table 4.8.

4.3.1 Summary of Results

Table 4.9 summarizes the results of the simulations. The main finding is that belief learning is the only learning rule which is evolutionarily stable in almost all settings, whereas reinforcement learning is unstable in almost all settings.

In the Hawk-Dove and Rock-Scissors-Paper Games, the results depend on the payoff sensitivity. Learning rules with low degrees of hypothetical reinforcement are highly unstable for high payoff sensitivity. Part of the explanation is that such rules rapidly become absorbed by a pure strategy,
whereas belief learners with the same level of payoff sensitivity continue to adjust their mixed strategies until the last period.

In Coordination and Hawk-Dove Games, the results also depend on the equilibrium payoffs. In the Coordination Game, belief learning is generally a unique ESLR, but if the ratio of equilibrium payoffs becomes sufficiently small, then there are also other learning rules for which the null cannot be rejected. Similarly, in the Hawk-Dove Game, belief learning with $\delta = 0.75$ is a unique ESLR for high payoff ratio, but for a smaller ratio it seems that there are also other stable learning rules.

<table>
<thead>
<tr>
<th>Game</th>
<th>$\lambda$</th>
<th>ESLR at the 10% significance level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prisoners' Dilemma</td>
<td>1</td>
<td>$\delta = 1.0$</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>$\delta = 1.0$</td>
</tr>
<tr>
<td>Coordination</td>
<td>1</td>
<td>$\delta = 1.0$, for low payoff ratio $\delta = 0.25, 0.75, 1.0$</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>$\delta = 1.0$, for low payoff ratio $\delta = 1.0$</td>
</tr>
<tr>
<td>Hawk-Dove</td>
<td>1</td>
<td>$\delta = 0.25, 0.75, 1.0$, for high payoff ratio $\delta = 0.75$</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>$\delta = 0.75, 1.0$, for high payoff ratio $\delta = 0.75$</td>
</tr>
<tr>
<td>Rock-Scissors-Paper</td>
<td>1</td>
<td>$\delta = 0.0, 0.75, 1.0$</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>$\delta = 1.0$</td>
</tr>
</tbody>
</table>

Table 4.9-Summary of the results from the different simulations.

4.4 Discussion

Hopkins (2000) investigates the theoretical properties of stochastic fictitious play and perturbed reinforcement learning in a setting where two individuals using identical learning rules interact for an infinite number of periods. He demonstrates that the expected motion of both stochastic fictitious play and perturbed reinforcement learning can be written as a perturbed form of the replicator dynamics, and therefore, in many cases, will have the same asymptotic behavior. In particular, he claims that they have identical local stability properties at mixed equilibria and that the main difference between the two learning rules is that fictitious play gives rise to faster learning. The results in this paper indicate that speed of learning is indeed an important factor in explaining the stability of belief learning and that the difference between rules with high and low degrees of hypothetical reinforcement is smaller in games with mixed equilibria. However, other factors, such as a high probability of convergence to the equilibrium with the highest payoff in 2×2 Coordination Games and a low probability of absorption by a pure strategy in games with no symmetric pure equilibria, also seem important.
4.5 CONCLUSION

Camerer and Ho (2000) estimate separate sets of parameters for asymmetric constant-sum games, median-action games and beauty-contest games. Their estimates of the degree of hypothetical enforcement \( \delta \) are generally around 0.5, that of the discount factor \( \phi \) in the range of 0.8 to 1.0, that of the second discount factor \( \sigma \) in the range of 0 to \( \phi \), and the payoff sensitivity \( \lambda \) varies from 0.2 to 18. Reinforcement learning and belief learning are generally rejected in favor of an intermediate model. Stahl (2000) pools data from several symmetric two-player games and estimates a \( \delta \) of 0.67. Hence, the two studies lend support to the hypothesis that people take hypothetical payoffs into account, but especially the former study seems to find lower degrees of hypothetical reinforcement than predicted by the evolutionary analysis in this paper.

One should, however, be cautious in making a direct comparison with the results in Camerer and Ho (2000). First of all, the games played in their experiments differ considerably from, and are more complex, than the ones analyzed in this paper. Second, the learning rules in this paper do not exactly correspond to theirs. In particular, Camerer and Ho allow learning rules with different initial attractions, whereas I assume that the players give equal weight to all their pure strategies at the start of the first period of play.

The setting in this paper is, at least in some respects, more similar to that in Stahl (2000). He also considers finite symmetric two-player games with and without symmetric pure equilibria. Moreover, he assumes the initial attractions of the EWA model to be zero, and use the updating formula to determine their values in period one.

A final comment concerns the environment where the learning rules operate. Although the game is fixed in this paper, the general idea is to find a learning rule which is evolutionarily stable under various conditions and can survive in a setting where the game changes from time to time – in many ways a more realistic description of human interaction. The results in this paper indicate that belief learning is indeed such a robust rule, although more analysis is needed to confirm this hypothesis.

4.5 Conclusion

In this paper, I define an evolutionary stability criterion for learning rules. I then apply this criterion to a class of rules which contains versions of two of the most well-known learning rules, reinforcement learning and belief learning, as well as intermediate rules in terms of hypothetical reinforcement. I perform Monte Carlo simulations of a matching scheme where all members of a large population are rematched in every period and I find that maximum
or close to maximum hypothetical reinforcement is the only learning rule that is evolutionarily stable for almost all the games studied. I also find that evolutionary stability in some games hinges critically on payoff sensitivity and the relative payoffs of the game.

The objective of this paper is to take a step towards closing the open-endedness of the bounded rationality paradigm. A next step might be to apply this analysis to a larger set of learning rules or, more importantly, to obtain theoretical results which can help explain the observations in this paper.
4.6 Appendix

4.6.1 Plots of Simulated Outcomes

The following diagrams illustrate the share of individuals playing strategy $x^1$ among 90 incumbents, using a learning rule with $\delta = 1$, and 10 mutants, using a learning rule with $\delta = 0$, in a single simulation. Initial attractions are zero for all pure strategies and $\sigma = 0.95$.

![Figure 4.9](image)

**Figure 4.9**—Share of incumbents (solid) and mutants (dashed) using pure strategy $x^1$ in the game in Figure 4.3 when $\lambda = 1$. 
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FIGURE 4.10—Share of incumbents (solid) and mutants (dashed) using pure strategy $x^1$ in the game in Figure 4.3 when $\lambda = 10$.

FIGURE 4.11—Share of incumbents (solid) and mutants (dashed) using pure strategy $x^1$ in the game in Figure 4.5 when $\lambda = 1$. 
Figure 4.12—Share of incumbents (solid) and mutants (dashed) using pure strategy $x^1$ in in the game in Figure 4.5 when $\lambda = 10$.  
4.6.2 Tables of Simulated Payoffs

The following tables report the simulated average payoffs to an incumbent learning rule with a $\delta$ given by the left-most column, and an incumbent rule with a $\delta$ given by the top row. In each cell, the top-left number is the average payoff for all individuals with the incumbent rule, the top-right number the average payoff for all individuals with the mutant rule, and the figure in brackets is the difference between these numbers divided by the estimated standard error of the difference. In all simulations reported below, a population, consisting of 90 incumbents and 10 mutants, plays the game for 100 periods. Initial attractions are zero for all pure strategies and $\sigma = 0.95$.

### Table 4.10

<table>
<thead>
<tr>
<th>Delta Mutant</th>
<th>0.00</th>
<th>0.25</th>
<th>0.50</th>
<th>0.75</th>
<th>1.00</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Delta Incumbent</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.00</td>
<td>2.9252</td>
<td>2.9239</td>
<td>2.9218</td>
<td>2.9201</td>
<td>2.9200</td>
</tr>
<tr>
<td></td>
<td>(0.61)</td>
<td>(-21.86)</td>
<td>(-34.76)</td>
<td>(-39.55)</td>
<td>(-42.92)</td>
</tr>
<tr>
<td>0.25</td>
<td>2.9306</td>
<td>2.8955</td>
<td>2.9280</td>
<td>2.9259</td>
<td>2.9252</td>
</tr>
<tr>
<td></td>
<td>(16.77)</td>
<td>(2.45)</td>
<td>(-11.59)</td>
<td>(-18.95)</td>
<td>(-24.89)</td>
</tr>
<tr>
<td>0.50</td>
<td>2.9282</td>
<td>2.8823</td>
<td>2.9298</td>
<td>2.9282</td>
<td>2.9270</td>
</tr>
<tr>
<td></td>
<td>(24.80)</td>
<td>(9.96)</td>
<td>(0.49)</td>
<td>(-8.36)</td>
<td>(-12.20)</td>
</tr>
<tr>
<td>0.75</td>
<td>2.9342</td>
<td>2.8711</td>
<td>2.9312</td>
<td>2.9296</td>
<td>2.9286</td>
</tr>
<tr>
<td></td>
<td>(33.24)</td>
<td>(18.88)</td>
<td>(7.86)</td>
<td>(-10.10)</td>
<td>(-12.20)</td>
</tr>
<tr>
<td>1.00</td>
<td>2.9346</td>
<td>2.8670</td>
<td>2.9321</td>
<td>2.9304</td>
<td>2.9295</td>
</tr>
<tr>
<td></td>
<td>(36.11)</td>
<td>(24.95)</td>
<td>(13.73)</td>
<td>(6.10)</td>
<td>(6.10)</td>
</tr>
</tbody>
</table>

**TABLE 4.10-Mean payoffs and standardized payoff differences from playing the game in Figure 4.1 when $\lambda = 1$ and $\epsilon = 0.1$.**

### Table 4.11

<table>
<thead>
<tr>
<th>Delta Mutant</th>
<th>0.00</th>
<th>0.25</th>
<th>0.50</th>
<th>0.75</th>
<th>1.00</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Delta Incumbent</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.00</td>
<td>0.8918</td>
<td>0.8906</td>
<td>0.8958</td>
<td>0.8992</td>
<td>0.9011</td>
</tr>
<tr>
<td></td>
<td>(1.07)</td>
<td>(-2.08)</td>
<td>(-18.73)</td>
<td>(-25.21)</td>
<td>(-34.43)</td>
</tr>
<tr>
<td>0.25</td>
<td>0.9310</td>
<td>0.9172</td>
<td>0.9361</td>
<td>0.9389</td>
<td>0.9421</td>
</tr>
<tr>
<td></td>
<td>(11.80)</td>
<td>(1.74)</td>
<td>(-9.50)</td>
<td>(-18.15)</td>
<td>(-25.32)</td>
</tr>
<tr>
<td>0.50</td>
<td>0.9692</td>
<td>0.9419</td>
<td>0.9734</td>
<td>0.9765</td>
<td>0.9893</td>
</tr>
<tr>
<td></td>
<td>(24.00)</td>
<td>(10.10)</td>
<td>(-9.11)</td>
<td>(-15.11)</td>
<td>(-25.32)</td>
</tr>
<tr>
<td>0.75</td>
<td>1.0066</td>
<td>0.9657</td>
<td>1.0097</td>
<td>1.0130</td>
<td>1.0170</td>
</tr>
<tr>
<td></td>
<td>(34.92)</td>
<td>(20.71)</td>
<td>(9.74)</td>
<td>(9.08)</td>
<td>(7.83)</td>
</tr>
<tr>
<td>1.00</td>
<td>1.0390</td>
<td>0.9854</td>
<td>1.0441</td>
<td>1.0464</td>
<td>1.0488</td>
</tr>
<tr>
<td></td>
<td>(45.31)</td>
<td>(30.63)</td>
<td>(17.68)</td>
<td>(8.12)</td>
<td>(8.21)</td>
</tr>
</tbody>
</table>

**TABLE 4.11-Mean payoffs and standardized payoff differences from playing the game in Figure 4.3 when $\lambda = 1$ and $\epsilon = 0.1$.**
4.6. APPENDIX

\[
\begin{array}{c|cc}
\Delta & y_1 & y_2 \\
\hline
x_1 & 1.1 & 0 \\
x_2 & 0 & 1
\end{array}
\]

**Figure 4.13**

<table>
<thead>
<tr>
<th>Delta Mutant</th>
<th>(x = 0.00)</th>
<th>(x = 0.25)</th>
<th>(x = 0.50)</th>
<th>(x = 0.75)</th>
<th>(x = 1.00)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\Delta = 0.00)</td>
<td>0.5263 0.5255</td>
<td>0.5262 0.5268</td>
<td>0.5259 0.5270</td>
<td>0.5258 0.5266</td>
<td>0.5264 0.5265</td>
</tr>
<tr>
<td></td>
<td>(1.45)</td>
<td>(-1.12)</td>
<td>(-1.99)</td>
<td>(-1.42)</td>
<td>(-1.13)</td>
</tr>
<tr>
<td>(\Delta = 0.25)</td>
<td>0.5262 0.5260</td>
<td>0.5261 0.5250</td>
<td>0.5263 0.5263</td>
<td>0.5263 0.5257</td>
<td>0.5262 0.5265</td>
</tr>
<tr>
<td></td>
<td>(0.33)</td>
<td>(2.16)</td>
<td>(-1.4)</td>
<td>(1.08)</td>
<td>(-0.64)</td>
</tr>
<tr>
<td>(\Delta = 0.50)</td>
<td>0.5265 0.5260</td>
<td>0.5264 0.5275</td>
<td>0.5264 0.5259</td>
<td>0.5265 0.5274</td>
<td>0.5270 0.5265</td>
</tr>
<tr>
<td></td>
<td>(0.90)</td>
<td>(-2.01)</td>
<td>(0.97)</td>
<td>(-1.63)</td>
<td>(0.87)</td>
</tr>
<tr>
<td>(\Delta = 0.75)</td>
<td>0.5269 0.5266</td>
<td>0.5268 0.5262</td>
<td>0.5274 0.5278</td>
<td>0.5272 0.5262</td>
<td>0.5274 0.5273</td>
</tr>
<tr>
<td></td>
<td>(0.60)</td>
<td>(1.15)</td>
<td>(-0.59)</td>
<td>(1.73)</td>
<td>(0.17)</td>
</tr>
<tr>
<td>(\Delta = 1.00)</td>
<td>0.5269 0.5263</td>
<td>0.5271 0.5276</td>
<td>0.5271 0.5274</td>
<td>0.5266 0.5261</td>
<td>0.5274 0.5270</td>
</tr>
<tr>
<td></td>
<td>(1.02)</td>
<td>(-1.02)</td>
<td>(-0.52)</td>
<td>(0.87)</td>
<td>(-0.78)</td>
</tr>
</tbody>
</table>

**Table 4.12** Mean payoffs and standardized payoff differences from playing the game in Figure 4.13 when \(\lambda = 1\) and \(\varepsilon = 0.1\).

<table>
<thead>
<tr>
<th>Delta Mutant</th>
<th>(x = 0.00)</th>
<th>(x = 0.25)</th>
<th>(x = 0.50)</th>
<th>(x = 0.75)</th>
<th>(x = 1.00)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\Delta = 0.00)</td>
<td>0.7548 0.7543</td>
<td>0.7686 0.7980</td>
<td>0.7817 0.8181</td>
<td>0.7738 0.8117</td>
<td>0.7757 0.8131</td>
</tr>
<tr>
<td></td>
<td>(0.48)</td>
<td>(-34.63)</td>
<td>(-41.35)</td>
<td>(-45.47)</td>
<td>(-46.57)</td>
</tr>
<tr>
<td>(\Delta = 0.25)</td>
<td>0.8888 0.8602</td>
<td>0.8938 0.8936</td>
<td>0.9067 0.9147</td>
<td>0.9054 0.9159</td>
<td>0.9054 0.9158</td>
</tr>
<tr>
<td></td>
<td>(26.82)</td>
<td>(0.33)</td>
<td>(-15.91)</td>
<td>(-22.81)</td>
<td>(-22.31)</td>
</tr>
<tr>
<td>(\Delta = 0.50)</td>
<td>0.9302 0.8950</td>
<td>0.9376 0.9308</td>
<td>0.9446 0.9451</td>
<td>0.9431 0.9457</td>
<td>0.9415 0.9441</td>
</tr>
<tr>
<td></td>
<td>(32.96)</td>
<td>(-12.82)</td>
<td>(-1.35)</td>
<td>(-6.86)</td>
<td>(-6.64)</td>
</tr>
<tr>
<td>(\Delta = 0.75)</td>
<td>0.9473 0.9127</td>
<td>0.9581 0.9493</td>
<td>0.9562 0.9538</td>
<td>0.9632 0.9638</td>
<td>0.9626 0.9634</td>
</tr>
<tr>
<td></td>
<td>(32.57)</td>
<td>(17.28)</td>
<td>(5.90)</td>
<td>(-1.66)</td>
<td>(-2.41)</td>
</tr>
<tr>
<td>(\Delta = 1.00)</td>
<td>0.9604 0.9279</td>
<td>0.9656 0.9546</td>
<td>0.9713 0.9680</td>
<td>0.9718 0.9709</td>
<td>0.9727 0.9728</td>
</tr>
<tr>
<td></td>
<td>(32.69)</td>
<td>(22.00)</td>
<td>(8.64)</td>
<td>(2.56)</td>
<td>(-0.43)</td>
</tr>
</tbody>
</table>

**Table 4.13** Mean payoffs and standardized payoff differences from playing the game in Figure 4.13 when \(\lambda = 10\) and \(\varepsilon = 0.1\).

<table>
<thead>
<tr>
<th>Delta Mutant</th>
<th>(x = 0.00)</th>
<th>(x = 0.25)</th>
<th>(x = 0.50)</th>
<th>(x = 0.75)</th>
<th>(x = 1.00)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\Delta = 0.00)</td>
<td>1.6079 1.6072</td>
<td>1.6067 1.6074</td>
<td>1.6082 1.6094</td>
<td>1.6080 1.6104</td>
<td>1.6080 1.6111</td>
</tr>
<tr>
<td></td>
<td>(0.35)</td>
<td>(-0.37)</td>
<td>(-0.67)</td>
<td>(-1.43)</td>
<td>(-1.80)</td>
</tr>
<tr>
<td>(\Delta = 0.25)</td>
<td>1.6055 1.6053</td>
<td>1.6053 1.6057</td>
<td>1.6050 1.6061</td>
<td>1.6060 1.6055</td>
<td>1.6066 1.6057</td>
</tr>
<tr>
<td></td>
<td>(0.07)</td>
<td>(-0.22)</td>
<td>(-0.62)</td>
<td>(0.29)</td>
<td>(0.52)</td>
</tr>
<tr>
<td>(\Delta = 0.50)</td>
<td>1.6073 1.6062</td>
<td>1.6060 1.6076</td>
<td>1.6067 1.6041</td>
<td>1.6066 1.6079</td>
<td>1.6067 1.6089</td>
</tr>
<tr>
<td></td>
<td>(0.64)</td>
<td>(-0.90)</td>
<td>(1.54)</td>
<td>(-0.73)</td>
<td>(-1.40)</td>
</tr>
<tr>
<td>(\Delta = 0.75)</td>
<td>1.6097 1.6103</td>
<td>1.6089 1.6099</td>
<td>1.6103 1.6070</td>
<td>1.6100 1.6115</td>
<td>1.6100 1.6088</td>
</tr>
<tr>
<td></td>
<td>(-0.33)</td>
<td>(-0.57)</td>
<td>(1.89)</td>
<td>(-0.88)</td>
<td>(0.73)</td>
</tr>
<tr>
<td>(\Delta = 1.00)</td>
<td>1.6124 1.6095</td>
<td>1.6117 1.6134</td>
<td>1.6123 1.6132</td>
<td>1.6123 1.6125</td>
<td>1.6132 1.6124</td>
</tr>
<tr>
<td></td>
<td>(1.63)</td>
<td>(-1.00)</td>
<td>(-0.52)</td>
<td>(-0.01)</td>
<td>(0.46)</td>
</tr>
</tbody>
</table>

**Table 4.14** Mean payoffs and standardized payoff differences from playing the game in Figure 4.5 when \(\lambda = 1\) and \(\varepsilon = 0.1\).
TABLE 4.15-Mean payoffs and standardized payoff differences from playing the game in Figure 4.14 when $\lambda = 1$ and $\varepsilon = 0.1$.

<table>
<thead>
<tr>
<th>Delta Mutant</th>
<th>0.00</th>
<th>0.25</th>
<th>0.50</th>
<th>0.75</th>
<th>1.00</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delta Incumbent</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.00</td>
<td>3.1040</td>
<td>3.1082</td>
<td>3.1022</td>
<td>2.9894</td>
<td>3.0830</td>
</tr>
<tr>
<td></td>
<td>(1.34)</td>
<td>(1.34)</td>
<td>(1.34)</td>
<td>(1.34)</td>
<td>(1.34)</td>
</tr>
<tr>
<td>0.25</td>
<td>2.2468</td>
<td>1.9268</td>
<td>1.7511</td>
<td>1.6207</td>
<td>1.5261</td>
</tr>
<tr>
<td></td>
<td>(39.42)</td>
<td>(39.42)</td>
<td>(39.42)</td>
<td>(39.42)</td>
<td>(39.42)</td>
</tr>
<tr>
<td>0.50</td>
<td>1.7555</td>
<td>1.5211</td>
<td>1.7190</td>
<td>1.6824</td>
<td>1.6874</td>
</tr>
<tr>
<td></td>
<td>(47.15)</td>
<td>(47.15)</td>
<td>(47.15)</td>
<td>(47.15)</td>
<td>(47.15)</td>
</tr>
<tr>
<td>0.75</td>
<td>1.7327</td>
<td>1.4996</td>
<td>1.7002</td>
<td>1.6563</td>
<td>1.6537</td>
</tr>
<tr>
<td></td>
<td>(48.20)</td>
<td>(48.20)</td>
<td>(48.20)</td>
<td>(48.20)</td>
<td>(48.20)</td>
</tr>
<tr>
<td>1.00</td>
<td>1.7903</td>
<td>1.5412</td>
<td>1.7503</td>
<td>1.6979</td>
<td>1.6966</td>
</tr>
<tr>
<td></td>
<td>(44.56)</td>
<td>(44.56)</td>
<td>(44.56)</td>
<td>(44.56)</td>
<td>(44.56)</td>
</tr>
</tbody>
</table>

TABLE 4.16-Mean payoffs and standardized payoff differences from playing the game in Figure 4.14 when $\lambda = 10$ and $\varepsilon = 0.1$.

<table>
<thead>
<tr>
<th>Delta Mutant</th>
<th>0.00</th>
<th>0.25</th>
<th>0.50</th>
<th>0.75</th>
<th>1.00</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delta Incumbent</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.00</td>
<td>1.0000</td>
<td>1.0002</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td></td>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.00)</td>
</tr>
<tr>
<td>0.25</td>
<td>0.9998</td>
<td>1.0016</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td></td>
<td>(2.01)</td>
<td>(2.01)</td>
<td>(2.01)</td>
<td>(2.01)</td>
<td>(2.01)</td>
</tr>
<tr>
<td>0.50</td>
<td>1.0000</td>
<td>0.9999</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td></td>
<td>(0.11)</td>
<td>(0.11)</td>
<td>(0.11)</td>
<td>(0.11)</td>
<td>(0.11)</td>
</tr>
<tr>
<td>0.75</td>
<td>1.0000</td>
<td>0.9995</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td></td>
<td>(0.64)</td>
<td>(0.64)</td>
<td>(0.64)</td>
<td>(0.64)</td>
<td>(0.64)</td>
</tr>
<tr>
<td>1.00</td>
<td>1.0000</td>
<td>0.9995</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td></td>
<td>(0.64)</td>
<td>(0.64)</td>
<td>(0.64)</td>
<td>(0.64)</td>
<td>(0.64)</td>
</tr>
</tbody>
</table>

TABLE 4.17-Mean payoffs and standardized payoff differences from playing the game in Figure 4.7 when $\lambda = 1$ and $\varepsilon = 0.1$. 

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>$\varepsilon$</th>
<th>$\Delta$</th>
<th>$\Delta y^1$</th>
<th>$\Delta y^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.1</td>
<td>0.00</td>
<td>0.25</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.75</td>
<td>1.00</td>
<td></td>
</tr>
</tbody>
</table>

\begin{tabular}{|c|c|c|c|c|}
\hline
$\Delta$ & $\Delta y^1$ & $\Delta y^2$ \\
\hline
0.00 & 2.2135 & 2.2164 & (-0.57) \\
0.25 & 2.2072 & 2.1882 & (3.51) \\
0.50 & 2.2166 & 2.1936 & (4.34) \\
0.75 & 2.2349 & 2.2071 & (5.30) \\
1.00 & 2.2524 & 2.2383 & (2.72) \\
\hline
\end{tabular}
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Sammanfattning på svenska

Denna avhandling innehåller fyra uppsatser som undersöker vilka beteenden som kan förväntas när populationer av begränsat rationella individer interagerar under lång tid. Dessa individers strategival antas bestämda av enkla beslutsregler som använder information om historiska strategival.


I samtliga av de tre första kapitlen erhålls generella konvergensresultat för ändliga n-personersspel; enbart strategier i särskilda mängder spelas på lång sikt när sannolikheten för misstag går mot noll. Dessa resultat illustreras därefter i tvåpersoners koordinationsspel.

en beslutsregel som är evolutionärt stabil i den mening att om den används av en tillräckligt stor andel av populationen, så ger den en högre förväntad avkastning än varje annan regel som används av resten av populationen. Resultaten från fyra olika spel indikerar att enbart den beslutsregel som tar full hänsyn även till den hypotetiska avkastningen från strategier som inte väljs är evolutionärt stabil i nästan samtliga fall.
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