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Introduction and Summary

In most basic applications in financial economics, one common interest rate is often used to discount all future cash flows. This implies that the yield curve (the relation between the yields implied by default-free discount bonds for different maturities) is completely flat, a fact that most people would not accept. The yield curve, or the term structure of interest rates, can take on a variety of shapes that differ over time and from country to country.

This thesis examines the term structure of interest rates. In certain applications, for instance, when determining the price of a contingent claim whose future payoff depends on the performance of a bond, a model of the term structure is needed. This immediately raises a number of questions:

• What drives the movements of the yield curve, i.e., which variables are significant when designing a model for the term structure?

• How can explanatory factors be included and made use of in a model?

• Are the properties of the model consistent with stylized facts?

• What, then, can we actually use the model for?

Several key issues with regard to modeling the term structure of interest rates are dealt with in this thesis.
The first essay in this thesis, "Affine Term Structures and Short-Rate Realizations of Forward Rate Models Driven by Jump-Diffusion Processes," examines the link between the forward rate models and short-rate models in a setting where the short rate is the only explanatory factor, and where the noise in the model is driven by Wiener processes as well as counting processes. It examines the problem of determining when such a given forward rate model can be realized by a short-rate model, i.e., when the short rate induced by the forward rates is a Markov process for all choices of the initial forward rate curve.

To lay the ground for the main result, the related problem of determining when the short rate gives rise to an affine term structure is studied. Necessary and sufficient conditions for the existence of an affine term structure are given. It is then shown that a forward rate model has a short-rate realization if and only if it is generated by an affine short-rate model, i.e., a short-rate model giving rise to an affine term structure.

The second essay, "On the Inversion of the Yield Curve," co-authored with Tomas Björk, considers a general benchmark short-rate factor model of the term structure of interest rates. It is shown that the benchmark model can be extended so that the implied theoretical term structure can be fitted exactly to an arbitrary initially observed yield curve. It is also shown that the fitted theoretical term structure can be obtained in terms of discount bond prices in a special case of the benchmark model. Further, prices in the extended model of simple contingent claims (not path dependent), such as European options, can be obtained by considering the same contract in a special case of the benchmark model.

The third and fourth essays, "An Efficient Series Expansion Approach to a Two-Factor Model of the Term Structure of Interest Rate," and "An Efficient Series Expansion Approach to The Balduzzi, Das, Foresi and Sundaram Model of the Term Structure of Interest Rates," are, as their titles indicate, similar and based on the same idea. Both papers present a specific model, and a series expansion is used to solve for discount bond prices.

The third essay presents a two-factor model where both factors follow CIR-type diffusion processes. In a comparison of this model and a corresponding Gaussian model, no substantial differences are found regarding the flexibility and shapes of the yield curves and forward rate curves they generate. The fourth essay revisits the model by BDFS, and apart from giving an explicit solution to discount bond prices, it offers an extended model that enables the implied theoretical term structure to be fitted exactly to an arbitrary initially observed yield curve.

The fifth essay, "Quasi Arbitrage-Free Discount Bond Prices in the Cox, Ingersoll and Ross Model," presents an example showing that caution is needed when solving partial differential equations that naturally appear when studying the term structure of interest rates. Discount bond prices can be obtained either from a direct computation of an expectation, or as the solution to the so-called term structure equation. It is shown that when the short rate follows the dynamics proposed by Cox, Ingersoll and Ross (CIR), there exists a solution to the term structure equation that is different from the classic CIR solution. This new and different solution fails to meet one of the standard regularity conditions, but only at one particular point. However,
under additional conditions, this solution can be interpreted as a term structure, which is referred to as a "quasi arbitrage-free term structure."
ABSTRACT
This essay considers forward rates driven by a multidimensional Wiener process and a multi-dimensional counting process where the volatilities of the forward rates depend on time, time to maturity and the short rate, and where the intensities of the counting processes depend on time and the short rate. It examines the problem of determining when such a given forward rate model can be realized by a short-rate model, i.e., when the short rate induced by the forward rates is a Markov process for all choices of the initial forward rate curve. To begin with, it studies the related problem of determining when the short rate, driven by a multidimensional Wiener process and a multidimensional counting process, gives rise to an affine term structure. Necessary and sufficient conditions for the existence of an affine term structure are given in terms of the drift and volatilities of the short rate, and the intensities of the counting processes driving the short rate. It is then shown that a forward rate model has a short-rate realization if and only if it is realized by an affine short-rate model, i.e., a short-rate model giving rise to an affine term structure.
1 Introduction

There are essentially two main approaches to modeling the term structure of interest rates. The first approach is to choose a number of explanatory stochastic variables, or factors, that are assumed to explain the behavior of the term structure. The first realistic model of this type is the model by Vasicek [28], who used the short rate as the only factor. Since then, several authors have contributed to what is now a large collection of single- and multi-factor models. The models by Dothan [13], Cox et al. [11], Longstaff [24], Black et al. [6], Black and Karasinski [7], Fong and Vasicek [16], Longstaff and Schwartz [25], Balduzzi et al. [2] and Chen [9] are all of the same framework in that they model their different factors as Markov processes (or systems), which allows the derivation of a partial differential equation (sometimes referred to as the term structure equation) from which the term structure can be obtained.

The other approach is to follow the idea suggested by Heath, Jarrow and Morton (HJM) [18], which requires the specification of the initial forward rate curve and the volatilities of the forward rates. In other words, the whole term structure is modeled. By construction, these models will then generate a term structure that exactly fits the initially observed yield curve. Examples of these models include Ho and Lee [19], Hull and White (Extended Vasicek) [20], Hull and White [21] and Hyll [22]. However, the short rate induced by the forward rates is typically non-Markov. In fact, only in a few special cases of volatility structures of the forward rates will the short rate follow a Markov process.¹

Traditionally, most models of the term structure of both of the approaches described above have been of diffusion-type, although it is well known that simple diffusion models of the term structure, such as Gaussian models, do not capture all the large variations in interest rates, and therefore models including jump processes may do a better job. A number of events may serve as sources of jumps in prices in bond markets. First, intervention by central banks is to be expected since target rates are used as monetary policy. Second, supply or demand shocks may cause prices to jump, as may unanticipated economic news announcements. From an empirical point of view, as an example of a jump-diffusion process, a Poisson-Gaussian process is more flexible and therefore more likely to generate the kind of skewness and kurtosis effects consistent with market data.² Examples of models of the term structure with jumps include the model by Shirakawa [27] who studies term structures driven by a finite number of counting processes, and Babbs and Webber [1] who study a model in which the short rate is driven by a finite number of counting processes where the intensities of the short rate are driven by the short rate itself. Das [12] studies an extension of the Vasicek model that allows for jumps, but the arrival of the jumps and the jump size are independent of the level of the short rate. Instead, the jump

¹For forward rates driven by a single Wiener process where the volatility may depend on a short rate, these are the models by Ho-Lee [19] and the extensions by Hull and White [20] of the Vasicek [28] and CIR [11] models.
²See e.g. Das [12].
is distributed with sign based on a Bernoulli distribution, and size based on an exponential distribution. With this specification, Das solves analytically for discount bond prices.

From a theoretical point of view, it is of interest to study exactly how the two different approaches to modeling the term structure are linked in the presence of a multidimensional Wiener process and a multidimensional counting process. It is of interest to determine when the short rate induced by the forward rates is a Markov process for all initial forward rate curves, i.e., when a given HJM-type forward rate model can be realized by a Markovian short-rate model, and, on the other hand, when a given Markovian short-rate model has a natural forward rate formulation (see below). Clearly, it is also interesting to understand how a short rate-realization is related to the term structure.

This essay considers forward rates driven by a multidimensional Wiener process and a multidimensional counting process where the volatilities of the forward rates depend on time, time to maturity and the short rate, and where the intensities of the counting processes depend on time and the short rate. The main objective is to determine under what conditions on the volatility structure of the forward rates there exists a short-rate realization, i.e., when the short rate induced by the forward rates is a Markov process for all choices of initial forward rate curve. However, the essay first studies the problem of determining when a short-rate model gives rise to an affine term structure. Necessary and sufficient conditions for the existence of an affine term structure are given in terms of the drift and volatilities of the short rate, and of the intensities driving the counting processes, and it is shown that the term structure is affine if and only if the short rate is affine. With this result at hand, the essay’s central question can be explored. Necessary and sufficient conditions for the existence of a short-rate realization of a given forward rate model are given in terms of the volatilities of the forward rates and of the intensities driving the forward rates. It is shown that a given forward rate model has a short-rate realization if and only if the forward rate model is affine.

It is a classic problem to determine when a given forward rate model of pure diffusion-type can be realized by a short-rate model. One of the first papers is by Carverhill [8], who considers deterministic volatility structure of forward rates driven by a multidimensional Wiener process. Jeffrey [23] considers a forward rate model with a single driving Wiener process where the volatility may depend on the short rate. Under certain conditions, a forward rate model can be realized by a finite dimensional (Markovian) system. In the case of deterministic volatility structures, this problem is solved by Björk and Gombani [3], whereas the general nonlinear case is studied in detail by Björk and Svensson [5]. Forward rate models with volatility dependent on benchmark forward rates are studied by Chiarella and Kwon [10]. Ritchken and Sankarasubramanian [26] define the integrated variance of the short rate as a state variable, and show that a wide class of volatility structures of the forward rates can be reduced to a two-dimensional state variable Markov process. To sum up, virtually all previous studies assume that the forward rates are driven by one or several Wiener processes.
1. Affine Term Structures and Short-Rate Realizations of Forward Rate Models

Examples of studies of the short rate and the existence of affine term structures when jumps are involved include Björk et al. [4], who provide an extensive theoretical treatment when interest rates are driven by a general marked point process as well as a Wiener process, and give sufficient conditions for the existence of an affine term structure. A recent independent paper by Filipovic (2000) [15] offers a complete characterization of affine term structure models based on a Markov short rate process, including jumps.

The closest, previous study to this is that by Jeffrey [23], and a similar methodology is used in this essay. In a setting where the forward rates are driven by a single Wiener process, it is shown that a forward rate model can be realized by a Markovian short-rate model for all choices of initial forward rate curve if and only if the volatility of the forward rates is of a certain multiplicative form. This, in turn, implies that a forward rate model has a short-rate realization if and only if it is affine.

The rest of this essay is organized as follows: Section 2 presents the basic assumptions about the forward rates and the short rate, and section 3 derives the natural consistency relations that these objects must satisfy. Section 4 examines affine term structures, and gives necessary and sufficient conditions for the existence of an affine term structure. Short-rate realizations of forward rate models are then studied in section 5, which gives necessary and sufficient conditions for the existence of a short-rate realization of a given forward rate model. Section 6 summarizes and concludes.

2 Preliminaries

We denote by $P(t, T)$ the price at time $t \geq 0$ of a discount bond maturing at $T \geq t$, and define, as usual, the forward rates $f(t, T)$ and the short rate $r_t$ by the relations $f(t, T) = -\frac{\partial}{\partial T} \log P(t, T)$ and $r_t = \lim_{T \to t} f(t, T)$. We assume that the bond market is frictionless and free of arbitrage in the sense that there exists a martingale measure $Q$ such that the process $\frac{P(t, T)}{B(t)}$ is a martingale under $Q$, where $B(t)$ is the money market account defined as $B(t) = \exp \left( \int_0^t r_u du \right)$.

Throughout the essay, the following is assumed:

**Assumption 1** It is assumed that the forward rates under $Q$ satisfy the SDE

$$df(t, T) = \alpha(t, T)dt + \sum_{i=1}^m \sigma_i(t, T)dW_i^i + \sum_{j=1}^n \eta_j(t, T)dN_j^i,$$  \hspace{1cm} (1)

where $W_i^i, i = 1, 2, ..., m$ are independent standard Wiener processes and $N_j^i, i = 1, 2, ..., n$ are counting processes with intensity under $Q$ given by the deterministic and continuous functions $\lambda_j(t, r) > 0$, and it is assumed that $\sigma_i(t, T)$ and $\eta_j(t, T)$ are given deterministic functions differentiable with respect to $T$, and that $\eta_j(t, T)$ is continuous.
In the presence of the counting processes, we recall that the Heath-Jarrow-Morton drift condition is given by

\[
\alpha(t, T) = \sum_{i=1}^{m} \sigma_i(t, T) \int_t^T \sigma_i(t, u) du - \sum_{j=1}^{n} \lambda_j(t, r) \eta_j(t, T) \exp \left( - \int_t^T \eta_j(t, u) du \right),
\]

(2)

with the obvious property³

\[
\alpha(t, t) = - \sum_{j=1}^{n} \lambda_j(t, r) \eta_j(t, t).
\]

(3)

In what follows, the volatilities of the forward rates are allowed to depend on the short rate, although for notational ease this \( r \)-dependence is sometimes omitted. Furthermore, the following assumption is made about the dynamics of the short rate:

**Assumption 2** It is assumed that the short rate induced from (1) satisfies the SDE

\[
d r_t = a(t, r_t) dt + \sum_{i=1}^{m} b_i(t, r_t) dW^i_t + \sum_{j=1}^{n} c_j(t, r_t) dN^j_t,
\]

(4)

where \( a(t, r) \), \( b_i(t, r) \) and \( c_j(t, r) \) are given deterministic functions, and that \( c_j(t, r) \) is continuous.

For technical reasons (see below), the following assumption is made:

**Assumption 3** It is assumed that \( c_1(t, r) \neq c_2(t, r) \ldots \neq c_n(t, r) \neq 0 \) for all \( t \) and \( r \).

**Remark 1** Below, the expression "volatilities of the forward rates (short rate)" refers to the functions \( \sigma_i(t, T) \) and \( \eta_j(t, T) \) \( (b_i(t, r) \) and \( c_j(t, r)) \). The functions \( \sigma_i(t, T) \) \( (b_i(t, r)) \) are referred to as the Wiener volatilities of the forward rates (short rate). Furthermore, the expression "volatility structure of forward rates" refers to the functions \( \sigma_i(t, T) \) and \( \eta_j(t, T) \).

Thus far, we have specified a forward rate model and its corresponding short-rate realization. The assumption of the existence of the short-rate realization allows us to work within the PDE framework, and it is assumed that the price at time \( t \) of a discount bond is given by

\[
P(t, T) = \exp (-H(t, T, r_t)),
\]

(5)

where \( H(t, T, r) \) is assumed to be sufficiently differentiable in all variables and to satisfy the terminal condition \( H(T, T, r) = 0 \) for all \( T \) and \( r \). For notational ease the variable \( r \) in \( H \) will

³See e.g. Björk et al. [4].
often be omitted and $H$ will simply be written as $H(t, T)$. Only if the third argument of $H$ is different from $r$ will all three arguments of $H$ be explicitly written out. Moreover, the term structure is said to be affine if $H(t, T, r)$ is of the form$^4$

$$H(t, T, r) = -A(t, T) + B(t, T)r.$$ 

It is assumed that $A(t, T)$ is differentiable with respect to $t$ and $T$, that $B(t, T)$ is differentiable with respect to $t$ and that $B(t, T)$ is differentiable infinitely many times with respect to $T$. The following lemma gives some simple relations, which will be used later in the essay.

**Lemma 1** Suppose that discount bond prices are given by (5). Then,

$$HT(t, T, r) = f(t, T, r),$$

$$HT(t, t, r) = r,$$

$$H_{rT}(t, t, r) = 1,$$

$$H_{rrT}(t, t, r) = 0,$$

$$HeT(t, t, r) + HTT(t, t, r) = 0,$$

$$H_r(t, t, r) = 0,$$

$$H_t(t, t, r) + HT(t, t, r) = 0.$$ 

**Proof.** Relations (6) and (7) follow directly from the definition of the forward rates. By differentiating (7) with respect to $r$ we obtain (8) and (9). Relation (10) is obtained by differentiating (7) with respect to $t$. Finally, relations (11) and (12) are obtained by differentiating the terminal condition $H(t, t, r) = 0$ with respect to $r$ and $t$ respectively. 

---

3 Relations

This section considers the formal relations that must hold between the forward rates, the short rate and discount bond prices (the function $H(t, T, r)$). These objects cannot be specified independently, and it is natural to start to determine these internal relations so that the assumptions above are consistent.

$^4$See Duffie and Kan [14].
Proposition 1 Suppose that the dynamics of the forward rates and the short rate are given by (1) and (4) respectively, and that discount bond prices are given by (5). Then,

\[ \alpha(t, T) = H_T(t, T) + a(t, r)H_T(t, T) + \frac{1}{2}H_{rr}(t, T) \sum_{i=1}^{m} b_i^2(t, r), \]

(13)

\[ \sigma_i(t, T, r) = H_T(t, T)b_i(t, r), \quad i = 1, 2, \ldots, m \]

(14)

and

\[ \eta_j(t, T, r) = H_T(t, T + c_j(t, r)) - H_T(t, T, r), \quad j = 1, 2, \ldots, n. \]

(15)

Proof. From (6), we have that \( H_T(t, T, r) = f(t, T) \). Using Itô’s formula on the function \( H_T(t, T, r_t) \), we have

\[
dH_T = (H_T + a(t, r_t)H_T + \frac{1}{2}H_{rr}(t, r_t) \sum_{i=1}^{m} b_i^2(t, r_t))dt + H_T \sum_{i=1}^{m} b_i(t, r_t)dW_i^1 \\
+ \sum_{j=1}^{n} (H_T(t, T, r_{t-} + c_j(t, r_{t-})) - H_T(t, T, r_{t-}))dN_j.
\]

(16)

Comparing (1) and (16) gives the desired result. ■

The following useful corollaries are direct consequences of Proposition 1.

Corollary 1 Under the same assumptions as in Proposition 1, we have

\[ b_i(t, r) = \sigma_i(t, t, r) \]

(17)

and

\[ c_j(t, r) = \eta_j(t, t, r). \]

(18)

Proof. Take \( T = t \) in (14) and (15) and use (7) and (8). ■

Remark 2 We thus note that from (14) and (17) we have the somewhat surprising result that

\[ \frac{\sigma_i(t, T, r)}{\sigma_i(t, t, r)} = \frac{\sigma_j(t, T, r)}{\sigma_j(t, t, r)} \]

for all \( i, j = 1, 2, \ldots, m \), i.e., for all volatilities \( \sigma_i(t, T, r) \), the quotient \( \frac{\sigma_i(t, T, r)}{\sigma_i(t, t, r)} \) is independent of \( i \).
Corollary 2 Under the same assumptions as in Proposition 1, we have
\[
\int_t^T \sigma_i(t,u) du = b_i(t,r)H_T(t,T)
\] (19)
and
\[
\int_t^T \eta_j(t,u) du = H(t,T,r + c_j(t,r)) - H(t,T,r).
\]

Proof. Integrating (14) and (15) with respect to \( T \), and using (11) we have
\[
\int_t^T \sigma_i(t,u) du = b_i(t,r) \int_t^T H_{RT}(t,u) du = b_i(t,r)H_r(t,T)
\]
and
\[
\int_t^T \eta_j(t,u) du = \int_t^T H_T(t,u,r + c_j(t,r)) du - \int_t^T H_T(t,u,r) du = H(t,T,r + c_j(t,r)) - H(t,T,r).
\]

Corollary 3 Under the same assumptions as in Proposition 1, the HJM drift condition can be written as
\[
\alpha(t,T) = H_r(t,T)H_{RT}(t,T) \sum_{i=1}^m b_i^2(t,r) - \sum_{j=1}^n \lambda_j(t,r)\eta_j(t,T) \exp \left( - \int_t^T \eta_j(t,u) du \right).
\]

Proof. Using (14) and (19), we have that
\[
\sum_{i=1}^m \sigma_i(t,T) \int_t^T \sigma_i(t,u) du = H_r(t,T)H_{RT}(t,T) \sum_{i=1}^m b_i^2(t,r).
\]
Using (2) now gives the desired result.

Corollary 4 Under the same assumptions as in Proposition 1, we have
\[
\alpha(t,r) + H_{tT}(t,t) = \alpha(t,t).
\] (20)

Proof. Take \( T = t \) in (13) and use (9).
Remark 3 More explicitly, Corollary 4 thus states that

\[ HTT(t, t, r) = a(t, r) + \sum_{j=1}^{n} \lambda_j(t, r)c_j(t, r), \]

where (3), (10) and (18) have been used. Now \( HTT(t, t, r) \) is the initial slope of the forward rate curve, and a heuristic interpretation of \( \lambda_j(t, r) \) is that it represents the expected number of jumps per unit of time at \( t \). Thus \( \lambda_j(t, r)c_j(t, r) \) might be interpreted as being the expected jump (per unit of time) at \( t \), and hence Corollary 4 states that the initial slope of the forward rate curve at time \( t \) is equal to the drift of the short rate plus the total expected jump at time \( t \).

Other interesting relations may be obtained by turning to the PDE framework. Let \( F(t, r) \) denote the price at time \( t \) of a (simple) contract with maturity \( T \). Using standard financial theory, \( F(t, r) \) solves the PDE:

\[
\begin{align*}
F_t(t, r) + AF(t, r) + \sum_{j=1}^{n} \lambda_j(t, r) (F(t, r + c_j(t, r)) - F(t, r)) &= rF(t, r) \quad (21) \\
F(T, r) &= \Phi(r), \quad (22)
\end{align*}
\]

where \( \Phi(r) \) specifies the payoff to be received at time \( T \), and the differential operator \( A \) is defined by

\[ AF(t, r) = a(t, r)F_r(t, r) + \frac{1}{2}F_{rr}(t, r)\sum_{i=1}^{m} b_i^2(t, r). \]

By using (5) the following PDE is obtained for \( H(t, T) \):

\[
\begin{align*}
H_t(t, T) + A^*H(t, T) + \sum_{j=1}^{n} \lambda_j(t, r) \left(1 - e^{-(H(t, T, r+c_j(t, r))-H(t, T))}\right) + r &= 0 \quad (23) \\
H(T, T) &= 0, \quad (24)
\end{align*}
\]

where the differential operator \( A^* \) is defined by

\[ A^*H(t, T) = a(t, r)H_r(t, T) - \frac{1}{2} \left(H_r^2(t, T) - H_{rr}(t, T)\right)\sum_{i=1}^{m} b_i^2(t, r). \quad (25) \]
4 Affine Short-Rate Models

This section gives necessary and sufficient conditions, in terms of the drift and volatilities of the short rate, and the intensities of the counting processes, for the existence of an affine term structure.

Theorem 1 Suppose that the dynamics of the short rate are given by (4), and that discount bond prices are given by (5). Then, if

\[
a(t, r) = \alpha^{(0)}(t) + \alpha^{(1)}(t)r
\]

\[
\sum_{i=1}^{m} b_i^{(2)}(t, r) = \beta^{(0)}(t) + \beta^{(1)}(t)r
\]

\[
c_j(t, r) = \gamma_j(t)
\]

\[
\lambda_j(t, r) = \delta_j^{(0)}(t) + \delta_j^{(1)}(t)r,
\]

the term structure is affine and discount bond prices are given by \( P(t, T) = \exp(-H(t, T, r)) \) with

\[
H(t, T, r) = -A(t, T) + B(t, T)r,
\]

where \( A(t, T) \) and \( B(t, T) \) satisfy the system

\[
B_i(t, T) + \alpha^{(1)}(t)B(t, T) - \frac{1}{2} \beta^{(1)}(t)B^2(t, T) + \sum_{i=1}^{n} \delta_i^{(1)}(t) \left( 1 - e^{-\gamma_i(t)B(t, T)} \right) = -1
\]

\[
B(T, T) = 0
\]

and

\[
A_i(t, T) - \alpha^{(0)}(t)B(t, T) + \frac{1}{2} \beta^{(0)}(t)B^2(t, T) - \sum_{i=1}^{n} \delta_i^{(0)}(t) \left( 1 - e^{-\gamma_i(t)B(t, T)} \right) = 0
\]

\[
A(T, T) = 0
\]

Conversely, suppose that discount bond prices are of the form (30), \( B(t, T) \) is differentiable with respect to \( T \) infinitely many times, \( B_T(t, T) \neq 0 \), and that \( c_1(t, r) \neq c_2(t, r) \ldots \neq c_n(t, r) \neq 0 \) for all \( t \) and \( r \). Then \( a(t, r), \sum_{i=1}^{m} (b_i(t, r))^2, c_j(t, r) \) and \( \lambda_j(t, r) \) must be of the form (26)–(29).

Proof. Suppose first that (26)–(29) holds. Then it is easy to see that the system (23)–(24) has a solution of the form (30) where \( A(t, T) \) and \( B(t, T) \) satisfy the system (31)–(34). To prove
the converse, suppose that discount bond prices are given by (30). The PDE (23) then becomes

\[ a(t, r)B(t, T) - \frac{1}{2} B^2(t, T) \sum_{i=1}^{m} b_i^2(t, r) - \sum_{j=1}^{n} \lambda_j(t, r)e^{-c_j(t, r)B(t, T)} \]

\[ = -H_t(t, T) - r - \sum_{j=1}^{n} \lambda_j(t, r). \]  

(35)

Differentiating (35) with respect to \( T \) and dividing by \( B_T(t, T) \neq 0 \), we get

\[ a(t, r) - B(t, T) \sum_{i=1}^{m} b_i^2(t, r) + \sum_{j=1}^{n} \lambda_j(t, r)c_j(t, r)e^{-c_j(t, r)B(t, T)} = \Gamma_1(t, T, r), \]  

(36)

where we have defined \( \Gamma_1(t, T, r) = -\frac{H_t(t, T)}{B_T(t, T)} \). To simplify the notation, we let \( \Gamma_k(t, T, r), k = 1, 2, ... \) be a sequence of affine functions of the form \( \Gamma_k(t, T, r) = C_k(t, T) + D_k(t, T)r \). The exact expression of \( C_k(t, T) \) and \( D_k(t, T) \) is not important in what follows; what matters is the affine structure of \( \Gamma_k(t, T, r) \). Differentiating once more with respect to \( T \) and dividing by \( B_T(t, T) \), we obtain

\[ \sum_{i=1}^{m} b_i^2(t, r) + \sum_{j=1}^{n} \lambda_j(t, r)c_j^2(t, r)e^{-c_j(t, r)B(t, T)} = \Gamma_2(t, T, r). \]  

(37)

Again, differentiating with respect to \( T \) and dividing by \( B_T(t, T) \) gives

\[ \sum_{j=1}^{n} \lambda_j(t, r)c_j^3(t, r)e^{-c_j(t, r)B(t, T)} = \Gamma_3(t, T, r). \]

Repeating this procedure \( k \) times, we have

\[ \sum_{j=1}^{n} \lambda_j(t, r)c_j^k(t, r)e^{-c_j(t, r)B(t, T)} = \Gamma_k(t, T, r), \]  

(38)

and taking \( T = t \) in (38), we obtain

\[ \sum_{j=1}^{n} \lambda_j(t, r)c_j^k(t, r) = \Gamma_k(t, t, r), \quad k = 3, 4, ... \]  

(39)
For \( n \) consecutive values of \( k \), i.e., \( k, k+1, \ldots, k+n-1 \), we write (39) as a system:

\[
C(c_1, \ldots, c_n; k) \lambda(t, r) = \begin{bmatrix}
\Gamma_k(t, t, r) \\
\Gamma_{k+1}(t, t, r) \\
\vdots \\
\Gamma_{k+n-1}(t, t, r)
\end{bmatrix},
\]

where

\[
C(c_1, \ldots, c_n; k) = \begin{bmatrix}
c_1^k(t, r) & c_2^k(t, r) & \cdots & c_n^k(t, r) \\
c_1^{k+1}(t, r) & c_2^{k+1}(t, r) & \cdots & c_n^{k+1}(t, r) \\
\vdots & \vdots & \ddots & \vdots \\
c_1^{k+n-1}(t, r) & c_2^{k+n-1}(t, r) & \cdots & c_n^{k+n-1}(t, r)
\end{bmatrix}
\]

and \( \lambda(t, r) = \begin{bmatrix} \lambda_1(t, r) & \lambda_2(t, r) & \cdots & \lambda_n(t, r) \end{bmatrix}' \). Computing the determinant of \( C \), we have

\[
\det C = \det C^t = (c_1 \cdot c_2 \cdot \cdots \cdot c_n)^k \det \bar{C},
\]

where \( \bar{C} \) is a Vandermonde matrix, i.e.,

\[
\bar{C}(c_1, \ldots, c_n) = \begin{bmatrix}
1 & c_1(t, r) & \cdots & c_1^{n-1}(t, r) \\
1 & c_2(t, r) & \cdots & c_2^{n-1}(t, r) \\
\vdots & \vdots & \ddots & \vdots \\
1 & c_n(t, r) & \cdots & c_n^{n-1}(t, r)
\end{bmatrix}.
\]

It is well known that the determinant of a Vandermonde matrix can be calculated as

\[
\det \bar{C}(c_1, \ldots, c_n) = \Pi_{1\leq i<j\leq n}(c_i(t, r) - c_j(t, r)),
\]

and hence the determinant of \( C \) is

\[
\det C = (c_1 \cdot c_2 \cdot \cdots \cdot c_n)^k \psi(c_1, \ldots, c_n),
\]

where\(^5\)

\[
\psi(c_1, \ldots, c_n) = \Pi_{1\leq i<j\leq n}(c_i(t, r) - c_j(t, r)).
\]

\(^5\)See e.g. Hammond and Sydsæter [17] for a definition of a Vandermonde matrix.
Thus, given the above assumptions, the determinant of $C$ is nonzero for all $t$ and $r$. Furthermore, we define the matrix $C_j(t, r, c_1, \ldots c_{j-1}, c_{j+1}, \ldots, c_n; k)$ as the matrix $C$ with the $j$:th column substituted by the vector $\left[ \Gamma_k(t, t, r) \; \Gamma_{k+1}(t, t, r) \; \cdots \; \Gamma_{k+n-1}(t, t, r) \right]'$. Expanding the determinant of $C_j$, we have

$$\det C_j = \sum_{i=0}^{n-1} (-1)^{i+j+1} \Gamma_{k+i}(t, t, r) \det C_{(i+1)j},$$

where $C_{(i+1)j}$ arises from deleting row $i + 1$ and column $j$ from $C$. Again, by the structure of $C_{(i+1)j}$, it is easily seen that the determinant of $C_j$ is of the form

$$\det C_j = (c_1 \cdot \ldots c_{j-1} \cdot c_{j+1} \cdot \ldots \cdot c_n)^k \sum_{i=0}^{n-1} \psi_{ij}(c_1, \ldots, c_n) \Gamma_{k+i}(t, t, r),$$

where $\psi_{ij}(c_1, \ldots, c_n)$ is some function independent of $k$. Now, since $C$ is nonsingular, we can solve for arbitrary $\lambda_j$ from (40), and thus obtain

$$\lambda_j(t, r) = \frac{\det C_j}{\det C} = \frac{(c_1 \cdot \ldots c_{j-1} \cdot c_{j+1} \cdot \ldots \cdot c_n)^k \sum_{i=0}^{n-1} \psi_{ij}(c_1, \ldots, c_n) \Gamma_{k+i}(t, t, r)}{(c_1 \cdot c_2 \cdot \ldots \cdot c_n)^k \psi(c_1, \ldots, c_n)} = \frac{\sum_{i=0}^{n-1} \psi_{ij}(c_1, \ldots, c_n) \Gamma_{k+i}(t, r)}{c_j^k \psi(c_1, \ldots, c_n)},$$

or

$$c_j^k(t, r) \psi(c_1, \ldots, c_n) \lambda_j(t, r) = \sum_{i=0}^{n-1} \psi_{ij}(c_1, \ldots, c_n) \Gamma_{k+i}(t, t, r).$$

(41)

Now let $k_l, l = 1, 2, \ldots N$ be distinct positive integers greater than 2, and let $\mu_l(t), l = 1, 2, \ldots N$ be functions not all identically zero. Take $k = k_1$ in (42), multiply by $\mu_l(t)$ and sum over all $l$ and change the order of summation to obtain

$$\sum_{l=1}^{N} \mu_l(t) c_j^{k_l}(t, r) \psi(c_1, \ldots, c_n) \lambda_j(t, r) = \sum_{i=0}^{n-1} \psi_{ij}(c_1, \ldots, c_n) \sum_{l=1}^{N} \mu_l(t) \Gamma_{k_1+i}(t, t, r).$$

(42)
Our objective is now to show that it is possible to choose $N$ and the functions $\mu_l(t), l = 1, 2, \ldots, N$ so that

$$\sum_{i=1}^{N} \mu_i(t) \Gamma_{k_{i+1}}(t, t, r) = 0, \quad i = 0, 1, \ldots, n - 1.$$ 

Since $\Gamma_{k_{i+1}}(t, t, r) = a_{k_{i+1}}(t)r + b_{k_{i+1}}(t)$ we have

$$\sum_{i=1}^{N} \mu_i(t) a_{k_{i+1}}(t) + b_{k_{i+1}}(t).$$

Now the right hand side of (43) is identically zero for all values of $r$ if for each $i$

$$\sum_{i=1}^{N} \mu_i(t) a_{k_{i+1}}(t) = 0$$

$$\sum_{i=1}^{N} \mu_i(t) b_{k_{i+1}}(t) = 0,$$

giving $2n$ equations. In matrix form we have

$$\begin{bmatrix}
a_{k_1}(t) & a_{k_2}(t) & \cdots & a_{k_N}(t) \\
b_{k_1}(t) & b_{k_2}(t) & \cdots & b_{k_N}(t) \\
\vdots & \vdots & \ddots & \vdots \\
a_{k_{1+n-1}}(t) & a_{k_{2+n-1}}(t) & \cdots & a_{k_{N+n-1}}(t) \\
b_{k_{1+n-1}}(t) & b_{k_{2+n-1}}(t) & \cdots & b_{k_{N+n-1}}(t)
\end{bmatrix}
\begin{bmatrix}
\mu_1(t) \\
\mu_2(t) \\
\vdots \\
\mu_N(t)
\end{bmatrix} =
\begin{bmatrix}
0 \\
0 \\
\vdots \\
0
\end{bmatrix},$$

and the dimension of the matrix in (44) is thus $2n \times N$. We then know from linear algebra that for fixed $t$ and $N > 2n$ there exists a nontrivial (nonzero) solution to the system (44). Consequently, for any fixed $N > 2n$ there exist $\mu_l(t), l = 1, 2, \ldots, N$ not all identically zero, such that

$$\sum_{i=1}^{N} \mu_i(t) c_j^{k_i}(t, r) \psi(c_1, \ldots, c_n) \lambda_j(t, r) = 0.$$
Since $\lambda_j(t, r) > 0$ and $\psi(c_1, ..., c_n) \neq 0$ we have in fact

$$\sum_{i=1}^{N} \mu_i(t)c_j^{k_i}(t, r) = 0. \quad (45)$$

Differentiating (45) with respect to $r$ gives

$$\frac{\partial c_j(t, r)}{\partial r} \sum_{i=1}^{N} \mu_i(t)k_ic_j^{k_i-1}(t, r) = 0. \quad (46)$$

Assuming that $\frac{\partial c_j(t, r)}{\partial r} \neq 0$ we can divide (46) by $\frac{\partial c_j(t, r)}{\partial r}$, and then differentiate once more with respect to $r$. Repeating the procedure of dividing by $\frac{\partial c_j(t, r)}{\partial r}$ and then differentiating with respect to $r$ sufficiently many times, we arrive at the contradiction that $\frac{\partial c_j(t, r)}{\partial r} = 0$, which then shows that $\lambda_j(t, r) = \gamma_j(t)$ for some time dependent function $\gamma_j(t)$. Since $c_j$ is independent of $r$ and $\Gamma_k$ is affine in $r$, it then follows from (41) that $\lambda_j(t, r)$ is of the form (29). We can now work our way backwards, and from (37) we see that $\sum_{i=1}^{m} b_i(t, r)$ is of the form (27). The proof is complete by noting that from (36) it follows that $a(t, r)$ is of the form (26).}

Theorem 1 is thus an extension of a previously known result by Duffie and Kan [14]. This essay considers a short rate driven by a multidimensional Wiener process and a multidimensional counting process, and Theorem 1 shows that we have the previously known conditions on the drift and Wiener volatilities of the short rate for the existence of an affine terms structure. In the presence of a multidimensional counting process, we have now also determined the additional conditions on the jumps and the intensities of the counting processes that are necessary and sufficient for the existence of an affine term structure, namely that the jumps are independent of the short rate, and that the intensities are affine in the short rate.

5 Short-Rate Realizations

This section begins by presenting some definitions.

**Definition 1** We say that a given forward rate model has a **short-rate realization** if the short rate induced by the forward rates is a Markov process for all choices of the initial forward rate curve.

Suppose now that we are given a general Markovian short-rate process, and carry out the following hypothetical program:

1. solve the term structure equation to obtain discount bond prices
2. derive volatilities of the forward rates from the discount bond prices
3. initiate a new forward rate model with the volatilities as derived from 2 (above)

4. derive the short rate from the new forward rate model in 3 (above) and an arbitrary initial forward rate curve.

The question is now: What do we obtain by having carried out this program? It is not obvious that we should obtain the Markovian short-rate model that we started with. While this is perhaps what one would expect, the result, as will be shown below, is somewhat surprising. In fact, only in a few special cases do we obtain our original Markovian short-rate process. We therefore make the following definition:

**Definition 2** We say that a given Markovian short-rate model has a natural forward rate formulation if the short rate derived in 4 (above) is a Markov process.

Further, the following definition is made:

**Definition 3** A short-rate model with dynamics of the form (4), where $a(t, r), b_i(t, r), c_i(t, r)$ and $\lambda_i(t, r)$ are given by (26)–(29), is called an affine short-rate model, and a forward rate model that has an affine short-rate realization is called an affine forward rate model.

To lay the ground for the main result in this section, it is convenient to start with an important partial result. Given that a short-rate formulation exists, the following proposition characterizes the affine term structure in that the term structure is affine if and only if the Wiener volatilities of the forward rates are of a certain multiplicative form. However, the proposition does not explicitly determine which volatility structure of the forward rates will give rise to an affine term structure.

**Proposition 2** Suppose that the dynamics of the forward rates and the short rate are given by (1) and (4) respectively, and that discount bond prices are given by (5). Then, the term structure is affine if and only if $\sigma_i(t, T, r)$ is of the form

$$\sigma_i(t, T, r) = \varphi(t, T) \sigma_i(t, t, r), \quad i = 1, 2, ..., m,$$

where $\varphi(t, T)$ is independent of $r$. Furthermore, if the term structure is affine, we also have

$$\eta_j(t, T, r) = \varphi(t, T) c_j(t, r), \quad j = 1, 2, ..., n.$$

**Proof.** Suppose first that (47) holds. Then, from (14) and (17), we have

$$H_{rT}(t, T, r) = \frac{\sigma_i(t, T, r)}{\sigma_i(t, t, r)} = \varphi(t, T).$$
Integrating (48) with respect to \( r \) gives

\[
H_T(t, T, r) = \varphi(t, T)r + \theta(t, T),
\]

where \( \theta(t, T) \) is an arbitrary function independent of \( r \). Integrating (49) with respect to \( T \) and using \( H(t, t, r) = 0 \) for all \( t \) shows that the term structure is affine. To prove the converse, suppose that the term structure is affine. Then \( H_{rT}(t, T, r) \) is a time dependent function, say \( H_{rT}(t, T, r) = \varphi(t, T) \). Then, again from (14) and (17), it follows that \( \sigma_i(t, T, r) \) is of the form (47). Furthermore, if \( \sigma_i(t, T, r) \) is of the form (47) (i.e., the term structure is affine), then it follows from (15) and (49) that \( \eta_j(t, T, r) = \varphi(t, T)c_j(t, r) \), for \( j = 1, 2, \ldots, n \). \( \blacksquare \)

The following theorem is an extension to the jump-diffusion case of a previous result by Jeffrey [23], and determines which forward rate models can be realized by a short-rate model.

**Theorem 2** Suppose that the dynamics of the forward rates are given by (1). Then, the forward rate model has a short-rate realization of the form (4) if and only if it is affine.

**Proof.** The proof is slightly different but essentially a copy of the proof in Jeffrey [23]. From (14), we have that

\[
H_T(t, T, r) = H_T(t, T, 0) + \int_0^r \frac{\sigma_i(t, T, y)}{\sigma_i(t, t, y)} dy.
\]

Furthermore, differentiating (50) with respect to \( t \), we have that

\[
H_{TT}(t, T, r) = H_{TT}(t, T, 0) + \frac{\partial}{\partial t} \int_0^r \frac{\sigma_i(t, T, y)}{\sigma_i(t, t, y)} dy,
\]

and in particular

\[
H_{TT}(t, t, r) = H_{TT}(t, t, 0) + \frac{\partial}{\partial t} \int_0^r \frac{\sigma_i(t, T, y)}{\sigma_i(t, t, y)} dy \bigg|_{T=t}.
\]

Using (20) and (52), the drift of the short rate becomes

\[
a(t, r) = \alpha(t, t) - H_{TT}(t, t, 0) - \frac{\partial}{\partial t} \int_0^r \frac{\sigma_i(t, T, y)}{\sigma_i(t, t, y)} dy \bigg|_{T=t}.
\]

From (13), we have that

\[
H_{TT}(t, T) + a(t, r) \frac{\sigma_i(t, T)}{\sigma_i(t, t)} + \frac{1}{2} \left\{ \frac{\partial}{\partial T} \frac{\sigma_i(t, T)}{\sigma_i(t, t)} \right\} \sum_{i=1}^m \sigma_i^2(t, t) = \alpha(t, T),
\]

(54)
and integrating (54) with respect to \( t \) and using
\[
H_T(t, T) = f(t, T) \quad \text{and} \quad H_T(T, T) = r
\]
gives
\[
f(t, T) = \int_t^T a(u, r) \frac{\sigma_i(u, T)}{\sigma_i(u, u)} du + \frac{1}{2} \int_t^T \left\{ \frac{\partial}{\partial r} \frac{\sigma_i(u, T)}{\sigma_i(u, u)} \right\} \sum_{i=1}^m \sigma_i^2(u, u) du - \int_t^T \alpha(u, T) du + r, \tag{55}
\]
where we recall that
\[
\alpha(t, T) = \sum_{i=1}^m \sigma_i(t, T) \int_t^T \sigma_i(t, u) du - \sum_{j=1}^n \lambda_j(t, r) \eta_j(t, T) \exp \left( - \int_t^T \eta_j(t, u) du \right).
\]
Taking \( t = 0 \) in (55), we get
\[
f(0, T) = \int_0^T a(u, r) \frac{\sigma_i(u, T)}{\sigma_i(u, u)} du + \frac{1}{2} \int_0^T \left\{ \frac{\partial}{\partial r} \frac{\sigma_i(u, T)}{\sigma_i(u, u)} \right\} \sum_{i=1}^m \sigma_i^2(u, u) du - \int_0^T \alpha(u, T) du + r, \tag{56}
\]
and hence the drift of the short rate \( a(t, r) \) can be determined in terms of the volatility structure of the forward rates, the intensities of the counting processes, and the initial forward rate curve.

To be able to fit any initial forward rate curve, from (53) we see that it is necessary that
\[
H_{tT}(t, T, 0) = f(t, T) \quad \text{can be chosen arbitrarily.}
\]
From (51), (53) and (54) it follows that
\[
H_{tT}(t, T, 0) + \frac{\partial}{\partial t} \int_0^T \sigma_i(t, t, y) dy + \frac{1}{2} \left\{ \frac{\partial}{\partial r} \sigma_i(t, t, y) \right\} \sum_{i=1}^m \sigma_i^2(t, t, y)
\]
\[
= \alpha(t, T) + \left( H_{tT}(t, t, 0) + \frac{\partial}{\partial t} \int_0^T \sigma_i(t, T, y) dy \right) \bigg|_{T=t} - \alpha(t, t) \frac{\sigma_i(t, T, r)}{\sigma_i(t, t, r)}. \tag{57}
\]
Now let \( H_{tT}(t, t, 0) \) be an arbitrary function such that (57) holds, and suppose that \( H_{tT}^*(t, t, 0) \) is one particular function such that (57) holds. Then,
\[
H_{tT}(t, T, 0) - H_{tT}^*(t, T, 0) = (H_{tT}(t, t, 0) - H_{tT}^*(t, t, 0)) \frac{\sigma_i(t, T, r)}{\sigma_i(t, t, r)}. \tag{58}
\]
Differentiating (58) with respect to \( r \), we find that
\[
0 = (H_{tT}(t, t, 0) - H_{tT}^*(t, t, 0)) \frac{\partial}{\partial r} \left\{ \frac{\sigma_i(t, T, r)}{\sigma_i(t, t, r)} \right\}. \tag{59}
\]
If \( \frac{\sigma_i(t, T, r)}{\sigma_i(t, t, r)} \) is dependent on \( r \), then from (59) \( H_{\it tT}(t, t, 0) = H_{\it tT}(t, t, 0) \), and from (53) and (56) it follows that \( f^*(0, T) = f(0, T) \), i.e., the theoretical term structure can only fit one initial forward rate curve. From (59), it also follows that \( H_{\it tT}(t, t, 0) \) can be chosen freely if and only if \( \frac{\sigma_i(t, T, r)}{\sigma_i(t, t, r)} \) is independent of \( r \), and a necessary and sufficient condition for the initial forward rate curve to be arbitrary is thus that \( \frac{\sigma_i(t, T, r)}{\sigma_i(t, t, r)} \) is independent of \( r \). Hence, a short-rate realization can exist if and only if \( \frac{\sigma_i(t, T, r)}{\sigma_i(t, t, r)} \) is independent of \( r \). Now, if \( \frac{\sigma_i(t, T, r)}{\sigma_i(t, t, r)} \) is independent of \( r \), \( \sigma_i(t, T, r) \) is of the form \( \sigma_i(t, T, r) = \varphi(t, T)\sigma_i(t, t, r) \), and from Proposition 1 this is a necessary and sufficient condition for the term structure to be affine. Technicalities aside, from Theorem 1 the term structure is affine if and only if the short rate is affine, and thus, by definition, the forward rate model is affine. This completes the proof. \( \blacksquare \)

Thus, a given forward rate model has a short-rate realization if and only if it is affine. Also, we have seen that a short-rate realization exists if and only if \( H_{\it tT}(t, t, 0) \) can be chosen arbitrarily. This means that \( \alpha^{(0)}(t) \) is given by the solution to a certain integral equation, given in the following corollary.

**Corollary 5** Suppose that the dynamics of the forward rates are given by (1), and that the short-rate realization is given by (4) with \( a(t, r), b_i(t, r), c_i(t, r) \) and \( \lambda_i(t, r) \) as in (26)–(29). Then \( \alpha^{(0)}(t) \) is given as the solution to the following integral equation:

\[
\int_0^t \alpha^{(0)}(s)B_T(s, t)ds + \int_0^t \sum_{j=1}^n \delta_j^{(0)}(s)\gamma_j(s)B_T(s, t)e^{-\gamma_j(s)B(s, t)}ds = \int_0^t \beta^{(0)}(s)B(s, t)B_T(s, t)ds + f^*(0, t) - B_T(0, t)r_0,
\]

where \( f^*(0, t) \) denotes the initially observed forward rate curve.

**Proof.** We let \( P^*(0, T), T \geq 0 \), denote the initially observed yield curve, and we note that it is equivalent to fit either initial discount bond prices or the initial forward rate curve. Since we have an affine term structure, we have a perfect initial fit if

\[
P^*(0, T) = \exp \left( A(0, T) - B(0, T)r_0 \right).
\]

Taking the logarithm of (61), differentiating with respect to \( T \), and using the definition of the initial forward rates we obtain

\[
f^*(0, T) + A_T(0, T) - B_T(0, T)r_0 = 0.
\]

We know from above that to be able to fit any initial yield curve, it is necessary that \( H_{\it tT}(t, t, 0) \), and thus \( A_T(t, t) \), can be chosen arbitrarily. As a consequence, by differentiating (33) with respect to \( T \) and evaluating at \( (t, t) \), it follows that it is necessary that \( \alpha^{(0)}(t) \) can be chosen
We have thus determined the class of forward rate models that have a short-rate realization for the case when the volatilities of the forward rates depend on time, time to maturity and the short rate, and where the intensities of the counting processes depend on time and the short rate. Returning to the hypothetical program in this section, we now know that when executing the last step (step 4), we will obtain a Markov process for the short rate for all choices of an initial yield curve if and only if the volatility structure derived from step 2 is of the form $\sigma_i(t, T, r) = \varphi(t, T)\sigma_i(t, t, r)$. Then, from (14) and (17) it follows that such a volatility structure necessarily was derived from an affine term structure, and Theorem 1 shows that the short-rate model we began with in the first place necessarily was affine. Thus, only the affine short-rate models have a natural forward rate formulation. In other words, a short-rate model has a natural forward rate formulation if and only if the corresponding forward rate model has a short-rate realization.

### 6 Summary and Conclusions

This essay studies forward rate models driven by a multidimensional Wiener process and a multidimensional counting process, and it is assumed that the volatilities of the forward rates depend on time, time to maturity and the short rate, and that the intensities of the counting processes depend on time and the short rate.

First, the essay set about to determine when a short-rate model gives rise to an affine term structure. Necessary and sufficient conditions for the existence of an affine term structure were given in terms of the drift and volatilities of the short rate, and of the intensities driving the counting processes. The term structure was shown to be affine if and only if the short rate is affine. Next, the existence of a short-rate realization of a given forward rate model was investigated. Necessary and sufficient conditions for the existence of a short-rate realization were given in terms of the volatilities of the forward rates. A given forward rate model was shown to have a short-rate realization if and only if the forward rate model is affine.

In summary, the forward rate models that have a short-rate realization were determined. Perhaps somewhat surprisingly, these forward rate models were all revealed to be affine.
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ABSTRACT
In this essay we consider a rather general benchmark short-rate factor model of the term structure of interest rates, and show that the model can be extended so that the implied theoretical term structure exactly fits the initially observed yield curve. The model is general in the sense that many existing models can be seen as special cases. We also show that the fitted theoretical term structure can be obtained in terms of discount bond prices in a special case of the benchmark model. Furthermore, we show that prices in the extended model of simple contingent claims (not path dependent), such as European options, can be obtained by considering the same contingent claim in a special case of the benchmark model.
1 Introduction

Due to the wider use of interest rate derivatives over the last 25 years or so, there has been a flow of models for valuing these instruments correctly. The early classic models, such as the single-factor models by Vasicek [12] and Cox, Ingersoll and Ross [3], have the advantage of pricing many interest rate derivatives analytically. Two and three-factor models followed. Examples include the two-factor models by Longstaff and Schwartz [11] and Fong and Vasicek [5], and the three-factor model by Balduzzi et al. (BDFS) [1]. Models with an increased number of factors can generate more flexible and realistic term structure shapes, and therefore probably better price derivative instruments based on the yield curve. However, these models all share the drawback of not being able to fit the initially observed yield curve exactly.

Ho and Lee [7] pioneered a new approach and proposed a model where the initial yield curve is an input to the model and the term structure generated by the model then automatically fits the initial yield curve. Soon after Hull and White followed with their Extended Vasicek model [8], and a new kind of model, a forward rate model, was then designed by Heath, Jarrow and Morton [6]. Since then, Hull and White [9] have presented a two-factor model that fits the initial yield curve exactly, and Hyll [10] has extended the BDFS three-factor model [1] for the same purpose.²

In this essay we consider a general benchmark short-rate factor model of the term structure of interest rates, and propose a method for extending the model so that the theoretical term structure is consistent with the initially observed yield curve, i.e., so that the theoretical term structure can be fitted exactly to an arbitrary initially observed yield curve. The benchmark model is rather general, and we stress that we do not confine ourselves to the popular class of models giving rise to an affine term structure.³

We also study the pricing of a general contingent claim (i.e., not path dependent) in the extended model, and show that the price of the contingent claim in the extended model can be expressed in terms of the price of the same contingent claim in a special case of the benchmark model.

Very little seems to be written on the inversion of the yield curve in general. Apart from the models above mentioned, which are all separate cases of models fitting the initial yield curve, Brigo and Mercurio [2] present a method to extend time-homogenous short-rate models to models that fit an arbitrary initial yield curve exactly. Their method involves a deterministic shift of the short rate, and preserves the analytical tractability of the original model. Our method of inverting the yield curve is the classic one in that we extend the benchmark model by introducing a (particular) time dependent function in the drift of the short rate à la Hull

²Hyll [10] shows that discount bond prices in BDFS model [1] can be obtained using a series expansion, and also extends the BDFS model so that the theoretical term structure can be fitted exactly to an arbitrary initially observed yield curve.

³See Duffie and Kan [4].
and White to obtain a perfect initial fit. Like the method of Brigo and Mercurio, our method leads to a deterministic shift of the short rate, but we also cover multi-factor models.

The rest of this essay is organized as follows: In section 2 we state the benchmark model of the term structure and show that it can be fitted exactly to an arbitrary initially observed yield curve. In section 3 we obtain a general pricing formula for a simple contingent claim, and show that the price in the extended model can be determined in terms of the price of the same contingent claim in a special case of the benchmark model. Several fully worked examples are then included in section 4. We show in section 5 that our inversion technique is also suited for different but similar settings, and consider a special case when the short rate is the sum of several stochastic factors. A fully worked example is also given. Section 6 summarizes and concludes.

2 Fitting the Initial Yield Curve Exactly

We take as our starting point a general benchmark short-rate factor model $\mathcal{M}$ of the term structure of interest rates, where the short rate $r$ and the additional $n$-dimensional factor vector $Y$ under a martingale measure $Q$ satisfy the stochastic differential equations

\begin{align}
    dr_s &= (b - ar_s - c(s, Y_s)) \, ds + \gamma(s, Y_s) \, dW_s, \quad s > t \\
    r_t &= r
\end{align}

and

\begin{align}
    dY_s &= \mu(s, Y_s) \, ds + \sigma(s, Y_s) \, dW_s, \quad s > t \\
    Y_t &= y.
\end{align}

In the dynamics of the short rate in (1), $a$ and $b$ are constants, $c : \mathbb{R}^{n+1} \to \mathbb{R}$ is a deterministic function, $\gamma : \mathbb{R}^{n+1} \to \mathbb{R}^{n+1}$ is a deterministic function and $W$ is a standard Wiener process of dimension $n + 1$. Furthermore, in (2), $\mu : \mathbb{R}^{n+1} \to \mathbb{R}^n$ and $\sigma : \mathbb{R}^{n+1} \to \mathbb{R}^n \times \mathbb{R}^{n+1}$ are deterministic functions. Of particular interest is a special case of $\mathcal{M}$ when $b = 0$. This special model is denoted by $\mathcal{M}^0$, and the corresponding short rate is denoted by $r^0$ and satisfies the stochastic differential equation

\begin{align}
    dr^0_s &= - (ar^0_s + c(s, Y_s)) \, ds + \gamma(s, Y_s) \, dW_s, \quad s > t \\
    r^0_t &= r.
\end{align}
and $Y$ is given by (2). In the model $\mathcal{M}^0$, we denote by $P^0(t, T)$ the price at time $t \geq 0$ of a discount bond with unit payment at time $T \geq t$, i.e., $P^0(t, T) = F^0(t, T, r_t, Y_t)$, where

$$F^0(t, T, r, y) = E^Q_t [ \exp \left( - \int_t^T r_s \, ds \right) ],$$

and where the short hand notation used is $E^Q_t [: | r_t = r, Y_t = y]$. As usual, we define the instantaneous forward rates by $f^0(t, T) = -\frac{\partial}{\partial T} \log P^0(t, T)$ for $0 \leq t \leq T$.

We now propose a new model, denoted by $\mathcal{M}^\varphi$, which is an extension of $\mathcal{M}$ in that it allows for a time dependent function in the drift of the short rate. More precisely, we assume that the short rate $r^\varphi$ in the extended model $\mathcal{M}^\varphi$ under $Q$ satisfies the stochastic differential equation

$$dr^\varphi = (\varphi(s) - ar^\varphi_s - c(s, Y_s)) \, ds + \gamma(s, Y_s) \, dW_s, \quad s > t$$

and that $Y$ is given by (2). We denote by $P^\varphi(t, T)$ the price at time $t \geq 0$ of a discount bond with unit payment at $T \geq t$ in the model $\mathcal{M}^\varphi$, i.e., $P^\varphi(t, T) = F^\varphi(t, T, r^\varphi_t, Y_t)$, where

$$F^\varphi(t, T, r, Y) = E^Q_t [ \exp \left( - \int_t^T r^\varphi_s \, ds \right) ],$$

and consequently, we denote the instantaneous forward rates by $f^\varphi(t, T) = -\frac{\partial}{\partial T} \log P^\varphi(t, T)$ for $0 \leq t \leq T$. We denote the initially observed yield curve by $P^*(0, t)$, $t \geq 0$, and $f^*(0, t) = -\frac{\partial}{\partial T} \log P^*(0, t)$ is the corresponding observed forward rate curve. We assume that $f^*(0, t)$ is differentiable with respect to $t$ so that $f^*_T(0, t) := \frac{\partial}{\partial t} f^*(0, t)$ exists for all $t \geq 0$. Given a fixed $r_0$ and $y_0$, our objective is now to choose $\varphi$ in (4) such that the model $\mathcal{M}^\varphi$ initially (at $t = 0$) can be fitted to an arbitrary observed yield curve exactly. We then have the following proposition:

**Proposition 1** The theoretical term structure implied by the model $\mathcal{M}^\varphi$ can be fitted exactly to an arbitrary initially observed yield curve. A perfect initial fit is obtained by choosing

$$\varphi(t) = f^*_T(0, t) - f^0_T(0, t) + a \left( f^*(0, t) - f^0(0, t) \right).$$

Discount bond prices are then given by

$$P^\varphi(t, T) = P^*(0, T) \frac{P^0(0, t)}{P^*(0, t)} P^0(t, T) \exp \left( (f^*(0, t) - f^0(0, t)) B(t, T) \right),$$

where

$$B(t, T) = \frac{1 - \exp (-a(T - t))}{a}. $$
Proof. A key observation is that from the dynamics of \( r^0 \) and \( r^\varphi \) is follows that

\[
\tau_s^0 = e^{-a(s-t)}r - \int_t^s e^{-a(s-u)}c(u,Y_u)du + \int_t^s e^{-a(s-u)}\gamma(u,Y_u)dW_u
\]

and

\[
r_s^\varphi = e^{-a(s-t)}r + \int_t^s e^{-a(s-u)}\varphi(u)du - \int_t^s e^{-a(s-u)}c(u,Y_u)du + \int_t^s e^{-a(s-u)}\gamma(u,Y_u)dW_u,
\]

and hence

\[
r_s^\varphi = r_s^0 + \chi(t,s),
\]

where

\[
\chi(t,s) = \int_t^s e^{-a(s-u)}\varphi(u)du.
\]

As a consequence, discount bond prices \( P^\varphi(t,T) \) in the model \( M^\varphi \) can be determined in terms of discount bond prices \( P^0(t,T) \) from \( M^0 \). We have

\[
P^\varphi(t,T,r,y) = E_{t,r,y}^Q \left[ \exp \left( - \int_t^T r_s^\varphi ds \right) \right] = E_{t,r,y}^Q \left[ \exp \left( - \int_t^T (r_s^0 + \chi(t,s)) ds \right) \right]
\]

\[
= \exp \left( - \int_t^T \chi(t,s)ds \right) E_{t,r,y}^Q \left[ \exp \left( - \int_t^T r_s^0 ds \right) \right]
\]

\[
= \exp \left( - \int_t^T \chi(t,s)ds \right) P^0(t,T,r,y),
\]

and thus

\[
P^\varphi(0,T,r_0,y_0) = \exp \left( - \int_0^T \chi(0,s)ds \right) P^0(0,T,r_0,y_0).
\]
Now take the logarithm of (9), differentiate with respect to $T$ and use the definitions of the forward rates. Then

$$f^0(0, T) = \chi(0, T) + f^0(0, T).$$

We now want to choose $\varphi$ such that $f^0(0, T) = f^*(0, T)$ for all $T \geq 0$; we then have

$$f^*(0, T) - f^0(0, T) = \int_0^T e^{-a(T-u)}\varphi(u)du,$$  \hspace{1cm} (10)

where we have used (7). Differentiating (10) with respect to $T$, we have

$$f^*_T(0, T) - f^0_T(0, T) = \varphi(T) - a \int_0^T e^{-a(T-u)}(\varphi(u) - b)du,$$

and using (10) we get

$$\varphi(T) = f^*_T(0, T) - f^0_T(0, T) + a (f^*(0, T) - f^0(0, T)).$$ \hspace{1cm} (11)

Then, using (7) and (11), we obtain

$$- \int_t^T \chi(t, s)ds = - \int_t^T \int_t^s e^{-a(s-u)}\varphi(u)duds$$

$$= \log \frac{P^*(0, T)P^0(0, t)}{P^*(0, t)P^0(0, T)} + (f^*(0, t) - f^0(0, t)) B(t, T).$$ \hspace{1cm} (12)

Equations (8) and (12) now prove (5). \hfill \blacksquare

### 3 A General Pricing Formula

In this section, we consider a contingent claim $Z$ with maturity $T$ and payoff function $\Phi(r_T, Y_T)$. The contract is simple in the sense that it only depends on the terminal values of the factors, i.e., $r_T$ and $Y_T$, and not on the paths of the factors. We denote the price of $Z$ at time $t$, $0 \leq t \leq T$, in the model $\mathcal{M}^\varphi$ by $F^\varphi(t, r, y)$, and the corresponding price in $\mathcal{M}^0$ is denoted by $F^0(t, r, y)$. We then have the following proposition:

**Proposition 2** Let $Z$ be a contingent claim with payoff function $\Phi(r_T, Y_T)$. The price of $Z$ in the model $\mathcal{M}^\varphi$ for an arbitrary function $\varphi(t)$ is given by

$$F^\varphi(t, r, y) = e^{\int_t^T \psi(s, T)ds} F^0(t, r + \psi(t, T), y),$$
where

\[
\psi(t, T) = \int_t^T \frac{\partial B(u, t)}{\partial t} \varphi(u) du
\]

\[
\int_t^T \psi(s, T) ds = -\int_t^T B(u, t) \varphi(u) du
\]

\[
B(t, T) = \frac{1 - \exp(-a(T - t))}{a}
\]

Specifically, if the function \( \varphi(t) \) in the model \( M^\varphi \) is given by Proposition 1 in the previous section, we have

\[
F^\varphi(t, r, y) = \frac{P^*(0, T)}{P^*(0, t)} \frac{P^0(0, t)}{P^0(0, T)} F^0(t, r + \psi(t, T), y) e^{B(T, t)(f^0(0, T) - f^*(0, T))},
\]

where

\[
\psi(t, T) = f^0(0, t) - f^*(0, t) - e^{a(T - t)} (f^0(0, T) - f^*(0, T)).
\]

Proof. For a fixed choice of \( t, r, y \) and \( \varphi \), define the processes \( r^\varphi_s \) and \( Y_s \) by

\[
dr^\varphi_s = (\varphi(s) - ar^\varphi_s - b(s, Y_s)) ds + \gamma(s, Y_s) dW_s, \quad s > t
\]

\[
r^\varphi_t = r,
\]

and

\[
dY_s = \mu(s, Y_s) ds + \sigma(s, Y_s) dW_s, \quad s > t
\]

\[
Y_t = y.
\]

Now define the process \( r^0_s \) by

\[
dr^0_s = -(ar^0_s + b(s, Y_s)) ds + \gamma(s, Y_s) dW_s, \quad s > t
\]

\[
r^0_t = r + \int_t^T e^{-a(t-u)} \varphi(u) du.
\]

With these definitions of \( r^\varphi_s \) and \( r^0_s \), calculations similar to those in the proof of Proposition 1 give that \( r^\varphi_T = r^0_T \) and that

\[
r^\varphi_s = r^0_s - \psi(s, T),
\]
2. On the Inversion of the Yield Curve

where

$$\psi(s, T) = \int_s^T e^{-a(s-u)} \phi(u) du. \quad (14)$$

We then have

$$F^\phi(t, r, y) = E^Q \left[ e^{-\int_t^T r^\phi_s ds} \Phi(r^\phi_T, y_T) \mid r^\phi_t = r, y_t = y \right]$$

$$= E^Q \left[ e^{-\int_t^T (r^\phi_t - \psi(s, T)) ds} \Phi(r^\phi_T, y_T) \mid r^\phi_t = r, y_t = y \right]$$

$$= e^{\int_t^T \psi(s, T) ds} F^Q(t, r + \psi(t, T), y).$$

With \( \psi(s, T) \) as in (14), we have that

$$\int_t^T \psi(s, T) ds = \int_t^T \int_s^T e^{-a(s-u)} \phi(u) du ds$$

$$= - \int_t^T B(u, t) \phi(u) du, \quad (15)$$

and with \( \phi(t) \) given by Proposition 1, we obtain

$$\int_t^T \psi(s, T) ds = \log \frac{P^*(0, T) P^0(0, t)}{P^*(0, t) P^0(0, T)} + B(T, t) \left( f^0(0, T) - f^*(0, T) \right).$$

Differentiating (15) with respect to \( t \), we also have

$$\psi(t, T) = \int_t^T \frac{\partial B(u, t)}{\partial t} \phi(u) du,$$

which with \( \phi(t) \) given by Proposition 1 gives

$$\psi(t, T) = f^0(0, t) - f^*(0, t) - e^{a(T-t)} \left( f^0(0, T) - f^*(0, T) \right). \quad \blacksquare$$

Remark 1 We note that if the function \( \phi(t) \) in the model \( M^\phi \) is given by Proposition 1, and the payoff function is \( \Phi(r_T, Y_T) = 1 \), i.e., we are considering a discount bond, then the general pricing formula in (13) reduces to (5) in Proposition 1.
4 Examples

We saw above that a model \( \mathcal{M}^\varphi \) for a particular choice of \( \varphi(t) \) can be fitted exactly to an arbitrary initially observed yield curve. If \( \mathcal{M}^\varphi \) gives rise to an affine term structure, then performing the inversion of the yield curve (i.e., determining \( \varphi(t) \) and calculating the new discount bond prices) is often straightforward, but calculations are often lengthy and the final result somewhat messy. In these circumstances, Proposition 1 proves useful and drastically simplifies the inversion procedure.

In this section we present some examples that illustrate the usefulness of Proposition 1. The first example below is the well-known Hull and White extension [8] of the Vasicek model. The second example is the Hull and White two-factor model [9], where we shall see the importance of the use of Proposition 1. The third example is an extension by Hyll [10] of the Balduzzi et al. three-factor model [1].

4.1 The Hull and White Extension of the Vasicek Model

To illustrate the usefulness of Proposition 1, we let the benchmark model \( \mathcal{M} \) be the Vasicek model, i.e., we let

\[
\begin{align*}
    dr_s &= (b - ar_s) ds + \sigma dW_s, \quad s > t \\
    r_t &= r,
\end{align*}
\]

and hence \( \mathcal{M}^0 \) is given by

\[
\begin{align*}
    dr^0_s &= -ar^0_s ds + \sigma dW_s, \quad s > t \\
    r_t &= r.
\end{align*}
\]

Discount bond prices and forward rates in \( \mathcal{M}^0 \) are given by

\[
\begin{align*}
P^0(t,T,r) &= \exp \left( A(t,T) - B(t,T)r \right) \quad \text{(16)} \\
f^0(t,T,r) &= -\frac{1}{2} \sigma^2 B^2(t,T) + e^{-\alpha(T-t)}r, \quad \text{(17)}
\end{align*}
\]

where

\[
\begin{align*}
    A(t,T) &= -\frac{\sigma^2}{2\alpha^2} (B(t,T) - (T - t)) - \frac{\sigma^2}{4\alpha} B^2(t,T) \\
    B(t,T) &= \frac{1 - e^{-\alpha(T-t)}}{\alpha}.
\end{align*}
\]
2. On the Inversion of the Yield Curve

Now let $\mathcal{M}^\varphi$ be the Hull and White extension of the Vasicek model, i.e.,

$$
\begin{align*}
\dot{r}_s^\varphi &= (\varphi(s) - ar^\varphi_s) \, dt + \sigma \, dW_s, \\
\gamma^\varphi_s &= r.
\end{align*}
$$

Proposition 1 then gives that the term structure in the Hull and White extension of the Vasicek model fits the initial yield curve exactly if

$$
\varphi(t) = f^*_T(0, t) - f^0_T(0, t) + a \left( f^*(0, t) - f^0(0, t) \right),
$$

and that discount bond prices are given by

$$
P^\varphi(t, T) = \frac{P^*(0, T)}{P^0(0, T)} \frac{P^0(t, T)}{P^*(t, T)} \exp \left( \left( f^*(0, t) - f^0(0, t) \right) B(t, T) \right),
$$

where $P^0$ and $f^0$ are defined in (16)–(17). After some simplifications, we arrive at the well-known expression

$$
P^\varphi(t, T) = \frac{P^*(0, T)}{P^0(0, T)} e^{-\frac{1}{4a^2} \sigma^2 \left( e^{2at} - 1 \right) \left( e^{-at} - e^{-at} \right)^2 - B(t, T)(r - f^*(0, t)).}
$$

4.2 The Hull and White Two-Factor Model

Now consider the following Gaussian benchmark model $\mathcal{M}$:

$$
\begin{align*}
\dot{r}_s &= (b + u_s - ar_s) ds + \sigma dW_s, \\
r_t &= r,
\end{align*}
$$

where $u$ is a stochastic disturbance term satisfying

$$
\begin{align*}
\dot{u}_s &= -bu_s ds + \gamma dZ_s, \\
\gamma^u_t &= u.
\end{align*}
$$

The Wiener processes are assumed to satisfy $dW_t \, dZ_t = \rho dt$. The corresponding model $\mathcal{M}^0$ is given by

$$
\begin{align*}
\dot{r}_s^0 &= (u_s - ar^0_s) ds + \sigma dW_s, \\
r_t^0 &= r,
\end{align*}
$$
and \( u \) is given by (18). Discount bond prices and forward rates in the model \( \mathcal{M}^0 \) are given by

\[
P^0(t, T, r, u) = \exp \left( A(t, T) - B(t, T)r - C(t, T)u \right)
\]  
(19)

\[
f^0(t, T, r, u) = A_t(t, T) - B_t(t, T)r - C_t(t, T)u,
\]  
(20)

where

\[
A(t, T) = -\frac{1}{2a^2} \left( \sigma^2 + \frac{\gamma^2}{b^2} + \frac{2\rho \gamma \sigma}{b} \right) (B(t, T) - (T - t)) - \frac{1}{a + b} \left( \frac{\gamma^2}{2b^2} + \frac{\rho \gamma \sigma}{b} \right) C(t, T)
\]

\[
- \frac{\gamma^2}{4b} C^2(t, T) - \frac{1}{4a} \left( \sigma^2 + \frac{\gamma^2}{b} + \frac{1}{a + b} + \frac{2\rho \gamma \sigma}{a + b} \right) B^2(t, T)
\]

\[
B(t, T) = \frac{1 - e^{-a(T-t)}}{a}
\]

\[
C(t, T) = \frac{a (1 - e^{-b(T-t)}) - b (1 - e^{-a(T-t)})}{ab(a-b)}.
\]

The Hull and White two-factor model may now be seen as an extension of the model \( \mathcal{M} \), and hence we let the short rate satisfy the stochastic differential equation

\[
dr^\varphi_s = (\varphi(s) + u_s - ar^\varphi_s) ds + \sigma dW_s, \quad s > t
\]

\[
r^\varphi_t = r_t,
\]

and \( u \) is given by (18). From Proposition 1, we have that the term structure in the Hull and White two-factor model fits the initial yield curve exactly if

\[
\varphi(t) = f^\varphi_T(0, t) - f^0_T(0, t) + a (f^* (0, t) - f^0 (0, t)),
\]

and discount bond prices are then given by

\[
P^{\varphi}(t, T) = \frac{P^*(0, T)}{P^0(0, t)} \frac{P^0(0, t)}{P^0(0, T)} P^0(t, T) \exp \left( (f^* (0, t) - f^0 (0, t)) B(t, T) \right),
\]  
(21)

where \( P^0 \) and \( f^0 \) are given in (19)–(20). Compared to the original expression of discount bond prices (see [9], pp. 44–45), the expression in (21) is much more manageable and easier to implement. It is also more informative, and the ease with which the inversion procedure is carried out in this example shows the strength and usefulness of Proposition 1.
4.3 The Extension of the Balduzzi et al. Three-Factor Model

As a last example, we let the benchmark model \( M \) be the model by Balduzzi et al. (BDFS) [1], i.e., for \( s > t \) we have

\[
\begin{align*}
    dr_s &= (\theta_s - \kappa r_s - \lambda V_s) \, ds + \sqrt{V_s} \, dW_s^1 \\
    d\theta_s &= (\beta - \alpha \theta_s) \, ds + \gamma dW_s^2 \\
    dV_s &= (b - aV_s) \, ds + \sigma \sqrt{V_s} \, dW_s^3,
\end{align*}
\]

where \( r_t = r, \theta_t = \theta \) and \( V_t = V \). Furthermore, \( \kappa, \lambda, \alpha, \gamma, a, b \) and \( \sigma \) are constants, and the standard Wiener processes \( W^1, W^2 \) and \( W^3 \) satisfy \( dW^1 dW^2 = dW^2 dW^3 = 0 \) and \( dW^1 dW^3 = \rho dt \). Now the extension \( \mathcal{M}^0 \) by Hyll [10] reads (\( s > t \))

\[
\begin{align*}
    dr^\varphi_s &= (\varphi(s) + \theta_s - \kappa r_s^\varphi - \lambda V_s) \, ds + \sqrt{V_s} \, dW_s^1 \\
    d\theta_s &= -\alpha \theta_s ds + \gamma dW_s^2 \\
    dV_s &= (b - aV_s) \, ds + \sigma \sqrt{V_s} \, dW_s^3,
\end{align*}
\]

where \( r_t^\varphi = r, \theta_t = \theta \) and \( V_t = V \), and we define \( \mathcal{M}^0 \) by

\[
\begin{align*}
    dr_0^s &= (\theta_s - \kappa r_s^0 - \lambda V_s) \, ds + \sqrt{V_s} \, dW_s^1, \quad s > t \\
    r_0^t &= r,
\end{align*}
\]

and \( \theta \) and \( V \) are as in \( \mathcal{M}^\varphi \). Discount bond prices and forward rates in the model \( \mathcal{M}^0 \) are given by

\[
\begin{align*}
    P^0(t, T, r, \theta, V) &= \exp \left( A(t, T) - B(t, T)r - C(t, T)\theta - D(t, T)V \right) \tag{22} \\
    f^0(t, T, r, \theta, V) &= A_t(t, T) - B_t(t, T)r - C_t(t, T)\theta - D_t(t, T)V, \tag{23}
\end{align*}
\]

where

\[
\begin{align*}
    B(t, T) &= \frac{1 - \exp(-\kappa(T - t))}{\kappa} \\
    C(t, T) &= \frac{\alpha(1 - \exp(-\kappa(T - t))) - \kappa(1 - \exp(-\alpha(T - t)))}{\alpha \kappa (\alpha - \kappa)}.
\end{align*}
\]

The complete expressions for \( A(t, T) \) and \( D(t, T) \) are given in terms of a series expansion in Hyll [10]. Proposition 1 now gives that the term structure in the extended BDFS model fits the initial yield curve exactly if

\[
\varphi(t) = f_T^r(0, t) - f_T^0(0, t) + a \left( f^*(0, t) - f^0(0, t) \right),
\]
and discount bond prices are given by

\[ P^\varphi(t,T) = \frac{P^*(0,T)}{P^*(0,t)} \frac{P^0(0,t)}{P^0(0,T)} P^0(t,T) \exp \left( (f^*(0,t) - f^0(0,t)) B(t,T) \right), \]

where \( P^0 \) and \( f^0 \) are given in (22)-(23).

5 A Different Setting

The above procedure of inverting the yield curve can also be applied to different but similar settings. Indeed, loosely speaking, all that is required is that the drift of one of the factors, say \( X \), is affine in \( X \), and that the volatilities of \( X \) do not depend on \( X \). Furthermore, we require that the dynamics of \( Y \) do not depend on \( X \).

One frequent setting is to model the short rate as a sum of stochastic variables. Suppose, therefore, that in the benchmark model \( \mathcal{M} \) the short rate is given by \( r = X + \sum_{i=1}^{n} Y_i \), where \( X \) and \( Y \) under a martingale measure \( Q \) satisfy the stochastic differential equations

\[
\begin{align*}
    dX_s &= (b - aX_s - c(s,Y_s)) \, ds + \gamma(s,Y_s) \, dW_s, \quad s > t \\
    X_t &= x,
\end{align*}
\]

and

\[
\begin{align*}
    dY_s &= \mu(s,Y_s) \, ds + \sigma(s,Y_s) \, dW_s, \quad s > t \\
    Y_t &= y. \tag{24}
\end{align*}
\]

The model \( \mathcal{M}^0 \) is obtained by letting \( b = 0 \) in \( \mathcal{M} \), i.e., \( r^0 = X^0 + \sum_{i=1}^{n} Y_i \), where \( X \) satisfies the stochastic differential equation

\[
\begin{align*}
    dX^0_s &= -(aX^0_s + c(s,Y_s)) \, ds + \gamma(s,Y_s) \, dW_s, \quad s > t \\
    X^0_t &= x,
\end{align*}
\]

and \( Y \) is given by (24). The extension \( \mathcal{M}^\varphi \) is given by \( r^\varphi = X^\varphi + \sum_{i=1}^{n} Y_i \), where \( X^\varphi \) satisfies the stochastic differential equation

\[
\begin{align*}
    dX^\varphi_s &= (\varphi(s) - aX^\varphi_s - c(s,Y_s)) \, ds + \gamma(s,Y_s) \, dW_s, \quad s > t \\
    X^\varphi_t &= x,
\end{align*}
\]
and \( Y \) is given by (24). Now let \( P^\varphi(t, T), f^\varphi(t, T), P^0(t, T) \) and \( f^0(t, T) \) denote discount bond prices and forward rates in \( M^\varphi \) and \( M^0 \) respectively, and let \( P^*(0, t) \) and \( f^*(0, t) \) be the initially observed yield curve and forward rate curve. We then have the following proposition:

**Proposition 3** The theoretical term structure implied by the model \( M^\varphi \) can be fitted exactly to an arbitrary initially observed yield curve. A perfect initial fit is obtained by choosing

\[
\varphi(t) = f^*_T(0, t) - f^0_T(0, t) + a \left( f^*(0, t) - f^0(0, t) \right).
\]

Discount bond prices are then given by

\[
P^\varphi(t, T) = \frac{P^*(0, T) P^0(0, t)}{P^*(0, t) P^0(0, T)} P^0(t, T) \exp \left( \left( f^*(0, t) - f^0(0, t) \right) B(t, T) \right),
\]

where

\[
B(t, T) = \frac{1 - \exp \left( -a(T - t) \right)}{a}.
\]

**Proof.** Exactly the same as for Proposition 1. ■

As an example, we consider the model \( M \) where the short rate is the sum of two stochastic variables, i.e., we let \( r = X + Y \), where \( X \) and \( Y \) under a martingale measure \( Q \) satisfy the stochastic differential equations

\[
\begin{align*}
dX_s &= (b - aX_s^\varphi - cY_s) \, ds + \sigma dW^1_s, \quad s > t \\
X_t &= x
\end{align*}
\]

and

\[
\begin{align*}
dY_s &= (\beta - \alpha Y_s) \, ds + \gamma dW^2_s, \quad s > t \\
Y_t &= y,
\end{align*}
\]

where \( a, b, c, \sigma, \alpha, \beta, \) and \( \gamma \) are constants and the standard Wiener processes \( W^1 \) and \( W^2 \) satisfy \( dW^1 dW^2 = \rho dt \). The extension \( M^\varphi \) is \( r^\varphi = X^\varphi + Y \), where \( X^\varphi \) satisfies

\[
\begin{align*}
dX^\varphi_s &= (\varphi(s) - aX^\varphi_s - bY_s) \, ds + \sigma dW^1_s, \quad s > t \\
X^\varphi_t &= x,
\end{align*}
\]
and $Y$ is given by (25). Furthermore, the model $\mathcal{M}^0$ is obtained by setting $b = 0$ in $\mathcal{M}$, i.e., $r^0 = X^0 + Y$, where $X^0$ satisfies
\[
\begin{align*}
dX^0_t &= -(aX^0_t + bY_t) \, dt + \sigma dW^1_t, \\
x^0_t &= x,
\end{align*}
\]
and $Y$ is given by (25). Discount bond prices and forward rates in $\mathcal{M}^0$ are given by
\[
\begin{align*}
P^0(t, T, x, y) &= \exp(A(t, T) - B(t, T)x - C(t, T)y) \\
f^0(t, T, x, y) &= \beta C(t, T) - \frac{1}{2} \sigma^2 B^2(t, T) - \frac{1}{2} \gamma^2 C^2(t, T) - \gamma \sigma \rho B(t, T) C(t, T) \\
&\quad + e^{-\alpha(T-t)} x + (1 - \alpha C(t, T) - \beta B(t, T)) y,
\end{align*}
\]
where
\[
\begin{align*}
A(t, T) &= \left( \frac{\sigma^2}{2a^2} + \frac{\gamma^2(a - b)^2}{2a^2 a^2} + \frac{\gamma \sigma \rho (a - b)}{\alpha a^2} - \frac{\beta (a - b)}{a} \right) (T - t) \\
&\quad + \left( \frac{\gamma^2 b ((a - b)(a + \alpha) + \alpha a)}{2a^2 a^2 (a + \alpha)} + \frac{\gamma \sigma \rho (b(a + \alpha) - a\alpha)}{a^2 \alpha (a + \alpha)} - \frac{\beta \alpha}{\alpha} \right) B(t, T) \\
&\quad + \left( \frac{\gamma^2 (b - a - \alpha)}{2a^2 (a + \alpha)} + \frac{\beta}{\alpha} - \frac{\gamma \sigma \rho}{a(a + \alpha)} \right) C(t, T) \\
&\quad + \left( \frac{b \gamma \sigma \rho}{2a(a + \alpha)} - \frac{\sigma^2}{4a} - \frac{\gamma^2 b^2}{4a a (a + \alpha)} \right) B^2(t, T) \\
&\quad + \frac{x}{a + \alpha} \left( \frac{\gamma^2}{2a} - \frac{\sigma \rho}{a} \right) B(t, T) C(t, T) - \frac{\gamma}{4a} C^2(t, T),
\end{align*}
\]
\[
\begin{align*}
B(t, T) &= 1 - e^{-\alpha(T-t)} \\
C(t, T) &= \frac{b}{a - \alpha} B(t, T) + \left( 1 - \frac{b}{a - \alpha} \right) \frac{1 - e^{-\alpha(T-t)}}{\alpha}.
\end{align*}
\]
Proposition 3 then gives that discount bond prices in the model $\mathcal{M}^\rho$ fit the initial yield curve if
\[
\varphi(t) = f^*_T(0, t) - f^0_T(0, t) + a \left( f^*_T(0, t) - f^0_T(0, t) \right),
\]
and that discount bond prices are given by
\[
\begin{align*}
P^\rho(t, T) &= \frac{P^*(0, T)}{P^*(0, t)} \frac{P^0(0, t)}{P^0(0, T)} \frac{P^0(t, T)}{P^0(t, T)} \exp \left( (f^*_T(0, t) - f^0_T(0, t)) B(t, T) \right),
\end{align*}
\]
where $P^0$ and $f^0$ are given in (26)–(27).
Thus we see that the inversion procedure can be used in several types of settings, and it is straightforward to obtain a general pricing formula similar to that of Proposition 2 in section 3.

6 Summary and Conclusions

In this essay we identify a class of short-rate factor models of the term structure of interest rates and show that the theoretical term structure generated by these models can be fitted exactly to an arbitrary initially observed yield curve. We have also seen that the fitted term structure can be obtained in terms of discount bond prices in a special case of the benchmark model, which greatly simplifies the inversion procedure. Furthermore, prices in the extended model of simple contingent claims (i.e., not path dependent), such as European options, can be obtained by considering the same contingent claim in a special case of the benchmark model.

Although the class of invertible short-rate factor models of the term structure considered here is rather large, several models have not been it included, among them the classic model by Cox, Ingersoll and Ross [3]. With the inversion technique used in this essay, i.e., by introducing a time dependent function in the drift of the short rate, analytical expressions remain to be found for the fitted term structure in these models.
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ABSTRACT
This essay considers a two-factor model of the term structure of interest rates where the short rate and the (scaled) mean reversion level of the short rate are the factors. The short rate follows a square root process, where the stochastic (scaled) mean reversion level of the short rate also follows a square root process, and hence the model can be seen as an extension of the Cox, Ingersoll and Ross model. Using a method of series expansion, a solution to discount bond prices is provided along with several examples of yield curves and forward rate curves. The model is also compared with a corresponding model in a Gaussian framework, and no substantial differences are found between the two models regarding the flexibility and shapes of the yield curves and forward rate curves they generate.
1 Introduction

A typical model in continuous time of the term structure of interest rates consists of a number of explanatory factors describing the evolution of the yield curve and a system of stochastic differential equations satisfied by these factors under a martingale measure $\mathcal{Q}$. The early models by Vasicek [14] and Cox, Ingersoll and Ross [6] identify the short rate as the only explanatory factor, and each model specifies a distinct stochastic differential equation satisfied by the short rate. For obvious reasons, these models are referred to as "pure short-rate models". Prices of discount bonds, and hence yields of different maturities, can then be obtained by solving a related partial differential equation, sometimes referred to as the term structure equation. The pure short-rate models seem to explain the movements of the short end of the yield curve rather well, but the rather simple shapes of the generated term structures have, over the years, led various authors to suggest several multi-factor models as possibly better alternatives. Models identifying the reversion level and volatility of the short rate as the second factor are the most common two-factor models. These models are often natural extensions of already existing one-factor models, and these extensions are easily motivated from an economic point of view. Other types of two-factor models are those where the long rate and the spread between the long rate and the short rate are the explanatory factors.

The ease with which one solves the term structure equation in the multi-factor case depends on the choice of explanatory factors and the nature of the system of stochastic differential equations satisfied by these factors. A closed form solution is of course desirable, and therefore one is usually confined to what is known as affine term structure models. A term structure is called affine if the solution to the term structure equation is (exponential-) affine in the factors. Duffie and Kan [7] showed that the term structure is in fact affine if and only if the stochastic differential equations (SDEs) governing the factors satisfy certain conditions. Unfortunately, even if the term structure is affine, it might not be attainable in closed form. Thus, in principle, when proposing a multi-factor model of the term structure of interest rates, the factors and the system of SDEs satisfied by the factors need to be specified not only so that the term structure is affine, but also in such a way that the solution to the term structure equation can be obtained in closed form. As a consequence of this tractability perspective on term structure models, authors seem to favor models in which at least some factors satisfy (a system of) Ornstein-Uhlenbeck processes, i.e., SDEs with Gaussian (normally distributed) noise. Numerical solutions, discrete tree models, Monte-Carlo simulations or approximation techniques are required if a closed form solution to the term structure equation is unattainable. The computational difficulties arising in an affine term structure model consist in determining the solution to a system of ordinary differential equations (ODEs), where time (or time to maturity, depending on the notation chosen) is the variable. Loosely speaking, depending on how we specify the SDEs for the factors, the system of ODEs to be solved may be linear in the simplest cases, but non-linear
in more severe cases. There are no standard methods available for solving non-linear ODE systems exactly, and therefore some kind of numerical method is required.

This essay presents a model of the term structure of interest rates where, although the term structure is affine, a closed form solution to the term structure equation is not available. Instead, the technique that is used is the one first employed by Selby and Strickland (SS) [13]. It involves expressing a solution to an ordinary differential equation in the form of a series expansion; with this technique SS greatly simplified the implementation of the Fong and Vasicek model (FV) [8]. Hyll [11] uses the same technique to obtain a solution to discount bond prices in the Balduzzi et al. model [1].

In the two-factor model presented below, the short rate and the scaled mean reversion level of the short rate are chosen as the explanatory factors. For the sake of simplicity, the scaled mean reversion level will henceforth be referred to as the mean reversion level. Target rates are used as a monetary policy tool by most central banks, and it is therefore appealing from an economic point of view with a stochastic mean reversion level of the short rate. There is nothing new in using the short rate and its mean reversion level as explanatory factors. This has been done before, but within a Gaussian framework. In what follows, the short rate is assumed to follow a CIR process, or a square root process, where the reversion level of the short rate is stochastic and satisfies a square root process. Thus, negative values for both the factors are precluded, which adds credibility to the model. The cost is the computational difficulties arising when solving the system of ODEs needed for discount bond prices. However, these difficulties are overcome by using series expansions.

The suggested model can be seen as an extension of the Cox, Ingersoll and Ross model [6], but also as a special case of the more general model designed by Chen [4], which in its full version does not fall into the usual category of affine term structure models. Prices of discount bonds in the Chen model are expressed in a rather complicated manner. Even in the special case when the Chen model reduces to the model presented in this essay, expressions for discount bonds are not particularly user-friendly. The alternative solution offered in this essay is an improvement when it comes to implementing the model.

The rest of the essay is organized as follows: Section 2 presents the two-factor model, and the term structure is derived and solved for by using a series expansion in section 3. Examples of yield curves and forward rate curves are given in sections 4 and 5, and in section 6 the flexibility of the yield and forward rate curves are compared to those generated by a corresponding Gaussian model. Section 7 summarizes and concludes.

---

1 See e.g. Balduzzi et al. [2].
2 Model

It is assumed that the short rate \( r_t \) and the mean reversion level \( \theta_t \) of the short rate under a martingale measure \( Q \) satisfy the following stochastic differential equations:

\[
\begin{align*}
    dr_t &= (\theta_t - \kappa r_t) dt + \sigma \sqrt{r_t} dW^1_t \\
    d\theta_t &= (\beta - \alpha \theta_t) dt + \eta \sqrt{\theta_t} dW^2_t,
\end{align*}
\]

where \( \kappa, \sigma, \alpha, \beta \) and \( \eta \) are positive constants and \( W^1_t \) and \( W^2_t \) are uncorrelated standard Wiener processes. In (1)–(2), both factors follow what is usually referred to as square root processes, with \( \theta_t \) being the mean reversion level of the short rate. The above model can therefore be thought of as an extension of the Cox, Ingersoll and Ross model. Note that the independence of the Wiener processes is desirable from a tractability point of view if an affine term structure is to be expected, since otherwise, the necessary and sufficient conditions for the existence of an affine term structure would be violated.\(^2\) Although the Wiener processes are independent, the processes \( r_t \) and \( \theta_t \) are still correlated due to their coupled dynamics. From an economic point of view, it would naturally be desirable if the noises driving \( r_t \) and \( \theta_t \) were correlated, but then we would most certainly have to rely on numerical methods to solve the corresponding term structure equation.

3 The Term Structure and Properties of Discount Bond Prices

This section considers the term structure of interest rates for the model in (1)–(2), and we denote by \( P(t, T) \) the price at time \( t \geq 0 \) of a default-free discount bond with unit payment at \( T \geq t \). Using standard financial theory, we have that discount bond prices are given by

\[
P(t, T) = F(t, r_t, \theta_t; T),
\]

where the pricing function \( F(t, r, \theta; T) \) satisfies the so-called term structure equation

\[
F_t + (\theta - \kappa r)F_r + \frac{1}{2} \sigma^2 r F_{rr} + (\beta - \alpha \theta)F_\theta + \frac{1}{2} \eta^2 \theta F_{\theta \theta} = r F
\]

\[
F(t, r, \theta; T) = 1.
\]

In an affine term structure model, the pricing function is given by

\[
F(t, r, \theta; T) = \exp \left( A(t, T) - B(t, T)r - C(t, T)\theta \right),
\]

where \( A(t, T) \), \( B(t, T) \), and \( C(t, T) \) are time dependent functions satisfying the terminal conditions

\[
A(T, T) = B(T, T) = C(T, T) = 0. \tag{6}
\]

Substituting (5) into (3) and rearranging, we obtain

\[
A_t - \beta C + \left( -B_t + \kappa B + \frac{1}{2} \sigma^2 B^2 - 1 \right) r + \left( -C_t - B + \alpha C + \frac{1}{2} \eta^2 C^2 \right) \theta = 0. \tag{7}
\]

Since (7) must hold for all values of \( r \) and \( \theta \), we have in fact a system of ordinary differential equations:

\[
A_t(t, T) - \beta C(t, T) = 0 \tag{8}
\]

\[
B_t(t, T) - \kappa B(t, T) - \frac{1}{2} \sigma^2 B^2(t, T) + 1 = 0 \tag{9}
\]

\[
C_t(t, T) - \alpha C(t, T) - \frac{1}{2} \eta^2 C^2(t, T) + B(t, T) = 0, \tag{10}
\]

with terminal conditions as in (6). We then have the following proposition:

**Proposition 1.** Suppose that the short rate \( r_t \) and the mean reversion level \( \theta_t \) of the short rate under a martingale measure \( Q \) satisfy (1) and (2). Then discount bond prices are given by

\[
P(t, T) = \exp \left( A(t, T) - B(t, T) r_t - C(t, T) \theta_t \right), \tag{11}
\]

where

\[
A(t, T) = \frac{2\beta}{\eta^2} \log \frac{e^{\gamma(T-t)} Q(1)}{Q\left(e^{-\gamma(T-t)}\right)} \tag{12}
\]

\[
B(t, T) = \frac{e^{\gamma(T-t)} - 1}{(\gamma + \kappa) \left(e^{\gamma(T-t)} - 1\right) + 2\gamma} \tag{13}
\]

\[
C(t, T) = \frac{2\gamma}{\eta^2} \left( \epsilon + \frac{e^{-\gamma(T-t)} Q'(e^{-\gamma(T-t)})}{Q(e^{-\gamma(T-t)})} \right), \tag{14}
\]

with

\[
\gamma = \sqrt{\kappa^2 + 2\sigma^2}
\]

\[
\epsilon = \frac{\alpha}{2\gamma} - \frac{1}{2\gamma} \sqrt{\alpha^2 + \frac{4\eta^2}{\gamma + \kappa}}.
\]
The function $Q(x)$ is defined by

$$Q(x) = K_1 U(x, q_1) + K_2 U(x, q_2),$$

where

$$\frac{K_2}{K_1} = -\frac{Q'(1, q_1) + \epsilon Q(1, q_1)}{Q'(1, q_2) + \epsilon Q(1, q_2)}$$

and

$$U(x, q_i) = \sum_{k=0}^{\infty} c_k^{(i)} x^{k+q_i},$$

with $q_1 = 0$ and $q_2 = 1 - \bar{\alpha}_0$. The coefficients $c_k^{(i)}$ ($i = 1, 2$ and $k = 1, 2, ...$) of $U(x, q_i)$ are given by

$$c_k^{(i)} = -\frac{\sum_{j=0}^{k-1} \tilde{\beta}_k - j c_j^{(i)}}{p(q_i + k)},$$

where

$$c_0^{(1)} = 1$$
$$c_0^{(2)} = 1$$
$$\tilde{\beta}_k = -\frac{\eta^2}{\gamma \sigma^2} (-\delta)^k, k = 1, 2, ...$$
$$\bar{\alpha}_0 = 1 + 2\epsilon - \frac{\alpha}{\gamma}$$
$$\delta = \frac{\gamma - \kappa}{\gamma + \kappa}$$
$$p(q) = q (q - 1 + \bar{\alpha}_0).$$

Proof. See Appendix A and B. \[\square\]

From (13) we see that $B(t, T)$ is a strictly positive function for $0 \leq t < T$, and differentiating $B(t, T)$ with respect to $T$, we find that $B_T(t, T)$ is positive for $0 \leq t \leq T$. Thus $B(t, T)$ is a strictly increasing function, and hence from (11) it follows that discount bond prices are decreasing and convex in $r$. To see that bond prices are also decreasing and convex in $\theta$, we rewrite (10) as

$$C_T(t, T) + \alpha C(t, T) + \frac{1}{2} \eta^2 C^2(t, T) = B(t, T),$$

(16)
where \( C_t(t, T) = -C_T(t, T) \) has been used since \( C(t, T) \) is a time homogenous function. Remembering the boundary conditions for \( B(t, T) \) and \( C(t, T) \), it follows that \( C_T(t, t) = 0 \). Differentiating (16) with respect to \( T \), we obtain

\[
C_{TT}(t, T) + \alpha C_T(t, T) + \eta^2 C(t, T) C_T(t, T) = B_T(t, T),
\]

and hence it follows that \( C_{TT}(t, t) = B_T(t, t) = 1 \), where (9) has been used and that \( B_t(t, T) = -B_T(t, T) \) since \( B(t, T) \) is a time homogenous function. Thus \( C(t, t) = C_T(t, t) = 0 \) and \( C_{TT}(t, t) = 1 \). Now since \( C_{TT}(t, t) = 1, C_T(t, T) \) must initially be increasing, and therefore positive, and hence \( C(t, T) \) is initially increasing and positive. To see that \( C(t, T) \) is non-decreasing for all \( T \), assume there exists \( T^* > t \) such that \( C(t, T) \) is increasing for \( t \leq T < T^* \), and that \( C_T(t, T^*) = 0 \). It then follows from (17) that \( C_{TT}(t, T^*) = B_T(t, T^*) > 0 \), and hence \( C(t, T) \) increases again for \( T > T^* \). This argument shows that \( C(t, T) \geq 0 \) and \( C_T(t, T) \geq 0 \) for \( 0 \leq t \leq T \).

Differentiating (11) with respect to \( T \), and using (8) and the fact that \( A(t, T) \) is a time homogenous function gives

\[
P_T(t, T) = - (\beta C(t, T) + B_T(t, T)r + C_T(t, T)\theta) P(t, T),
\]

and since \( \beta > 0 \), it follows that bond prices are decreasing in \( T \).

Since bond prices are decreasing in both \( r \) and \( \theta \), \( P(t, T) \) has the desirable property that it tends to zero as \( r \to \infty \) or \( \theta \to \infty \) for \( 0 \leq t < T \). Furthermore, it can be shown that \( P(t, T) \) tends to zero as \( T \) tends to infinity.

### 4 Term Structure Shapes

The yields are defined as \( Y(t, T) = \frac{-\log P(t, T)}{T-t} \), and the yields in the above model thus take the form

\[
Y(t, T) = -\frac{A(t, T) - B(t, T)r - C(t, T)\theta}{T-t}.
\]

We note that

\[
\frac{\partial Y(t, T)}{\partial r} = \bar{B}(t, T) > 0, \quad t \leq T \quad (19)
\]

\[
\frac{\partial Y(t, T)}{\partial \theta} = \bar{C}(t, T) \geq 0, \quad t \leq T.
\]

(20)
where

\[
\begin{align*}
\bar{B}(t, T) &= \frac{B(t, T)}{T-t} \\
\bar{C}(t, T) &= \frac{C(t, T)}{T-t}.
\end{align*}
\]

Thus the yield of any maturity increases if either \( r \) or \( \theta \) increases. Taking the proper limits of (18), it is straightforward to verify that

\[
Y^\infty = \lim_{T \to \infty} Y(t, T)
\]

\[
= \beta \left( -\frac{\alpha}{\eta^2} + \sqrt{\frac{\alpha^2}{\eta^4} + \frac{4}{(\gamma + \kappa)\eta^2}} \right),
\]

i.e., the long-run yield is independent of the factors and positive. Straightforward differentiation of \( Y^\infty \) with respect to the different parameters gives the following:

\[
\begin{align*}
\frac{\partial Y^\infty}{\partial \kappa} &= -\frac{1}{\gamma(\gamma + \kappa)} \frac{2\beta^2}{\alpha \beta + \eta^2 Y^\infty} < 0 \\
\frac{\partial Y^\infty}{\partial \sigma} &= -\frac{1}{\gamma(\gamma + \kappa)^2} \frac{4\beta^2 \sigma}{\alpha \beta + \eta^2 Y^\infty} < 0 \\
\frac{\partial Y^\infty}{\partial \alpha} &= -\frac{\beta Y^\infty}{\eta^2 Y^\infty + \alpha \beta} < 0 \\
\frac{\partial Y^\infty}{\partial \beta} &= \frac{Y^\infty}{\beta} > 0 \\
\frac{\partial Y^\infty}{\partial \eta} &= -\frac{2\alpha \beta}{\eta (\eta^2 Y^\infty + \alpha \beta)} \left( \frac{\beta}{\alpha \gamma + \kappa} - Y^\infty \right) < 0,
\end{align*}
\]

and thus the long-run yield will decrease (increase) if \( \kappa, \sigma, \alpha \) or \( \eta \) increases (\( \beta \) increases).

In this and the following section, several figures showing yield curves and forward rate curves are presented. The parameters used for these figures are \( \kappa = 0.25, \sigma = 0.15, \alpha = 0.76, \beta = 0.023 \) and \( \eta = 0.035 \) giving a long-run yield of 10.35%. Some of these parameter values (\( \kappa, \alpha, \beta \)) have been taken from BDFS [1], while others (\( \sigma \) and \( \eta \)) have been chosen, since the aim here is to generate examples of what yield curves and forward rate curves might look like in this model.³

³The parameters \( \alpha \) and \( \kappa \) represent the reversion speed of the two factors, and their interpretation and values are the same as in the BDFS model [1]. The parameter \( \beta \) is defined somewhat differently here compared to the BDFS model, but its value has been obtained from the corresponding parameters in the BDFS model. The parameters \( \sigma \) and \( \eta \) do not have any natural corresponding interpretation in the BDFS model, but their values have been chosen here so that the (instantaneous) volatilities of the factors are about the same for the two models for typical values of the factors.
When generating examples of different yield curves and forward rate curves, we have to truncate the infinite summation in the solutions for \( A(t, T) \) and \( C(t, T) \) at some point. As it turns out, the summation converges very quickly, i.e., only a few terms need to be included in the summation to ensure convergence. There are two main reasons for this. First, the magnitude of the coefficients decays rapidly due to the recursive relation in (15). Second, the series expansion is evaluated at \( x = e^{-\gamma(T-t)} \), which is strictly less than one for \( 0 \leq t < T \). Thus, higher order terms become less and less significant. Performed tests for different parameter values suggest that the summation may in fact be truncated after as few as five terms, but due to the complex form of the yields, a general error estimation has not been obtained.

We now turn to examining the term structure. In Figure 1 and Figure 2, the short rate has been varied for two different values of \( \theta \). In Figure 3, the value of \( \theta \) has been varied, and this effect is shown for three different values of \( r \).

In Figures 1–3 we see that the model can generate yield curves of many interesting shapes. Apart from the "usual" increasing, decreasing and slightly humped yield curves generated by the pure short-rate models, we also have examples of initially decreasing and thereafter concavely increasing yield curves, and initially increasing and thereafter convexly decreasing yield curves. With the parameter values as above, the following main conclusions can be drawn from Figures 1–3:

- a change in \( r \) has a large effect on short-term yields, and then the effect decays rapidly although a change in \( r \) has a small effect on long-term yields up to at least 30 years
- a change in \( \theta \) has practically no effect on very short-term yields, then the effect grows slowly and reaches a maximum for intermediate yields (around 5 years), after which the effect decays slowly although a change in \( \theta \) has a small effect on long-term yields up to at least 30 years
- a small (large) \( \theta \) initially causes the yield curve to be decreasing (increasing).

**Remark 1** The initial slope of the yield curve can be shown to be equal to half the drift of the short rate, i.e., \( Y_T(t, t) = \frac{\theta - \nu r}{2} \). A sufficiently large (small) \( \theta \) will then cause the yield curve to be initially increasing (decreasing). Conversely, if \( r \) is sufficiently large (small), the yield curve will initially be decreasing (increasing).

From (19)–(20) it follows that the functions \( \bar{B}(t, T) \) and \( \bar{C}(t, T) \) determine the effect that a change in \( r \) and \( \theta \) respectively will have on the yields for different maturities. This is shown in Figure 4.
FIGURE 1. Yield Curves for Decreasing $r$ (top-down)
Yield curves for $r = 16\%$ (top), $r = 14\%$, $r = 12\%$, $r = 10\%$, $r = 8\%$, $r = 6\%$ and $r = 4\%$ (down). For all yield curves, $\theta = 0.5\%$. The dashed line represents the long-run yield of 10.35\%.

FIGURE 2. Yield Curves for Decreasing $r$ (top-down)
Yield curves for $r = 16\%$ (top), $r = 14\%$, $r = 12\%$, $r = 10\%$, $r = 8\%$, $r = 6\%$ and $r = 4\%$ (down). For all yield curves, $\theta = 3.5\%$. The dashed line represents the long-run yield of 10.35\%.
FIGURE 3. Yield Curves for Decreasing $\theta$ (top-down)
Yield curves for $r = 14\%$ (top), $r = 10\%$ (center) and $r = 6\%$ (down). For each value of $r$, $\theta = 3.5\%$ (top), $\theta = 2.5\%$, $\theta = 1.5\%$ and $\theta = 0.5\%$ (down). The dashed line represents the long-run yield of $10.35\%$.

FIGURE 4. Changes in the Yield Curve with Respect to the Factors
The functions $B(t, T)$ (solid) and $C(t, T)$ (dash-dotted) for different maturities.
5 Forward Rates

The forward rates are defined as \( f(t, T) = -\frac{\partial}{\partial T} \log P(t, T) \), and using the discount bond prices in (5), and that we have a time homogenous model, we obtain

\[
f(t, T) = A_t(t, T) - B_t(t, T)r - C_t(t, T)\theta.
\]

It is straightforward to verify that the long-run forward rate \( f^\infty \) is the same as the long-run yield \( Y^\infty \), i.e.,

\[
f^\infty = \lim_{T \to \infty} f(t, T) = \beta \left( -\frac{\alpha}{\eta^2} + \sqrt{\frac{\alpha^2}{\eta^4} + \frac{4}{(\gamma + \kappa)\eta^2}} \right).
\]

Furthermore, we have from above that

\[
f_r(t, T) = -B_t(t, T) < 0 \quad f_\theta(t, T) = -C_t(t, T) \leq 0.
\]

Using (8)-(10), we obtain

\[
f(t, T) = \beta C(t, T) + \left( 1 - \kappa B(t, T) - \frac{1}{2} \sigma^2 B^2(t, T) \right) r
+ \left( B(t, T) - \alpha C(t, T) - \frac{1}{2} \eta^2 C^2(t, T) \right) \theta.
\]

Using the same parameter values as in the previous section, different forward rate curves are plotted in Figures 5-7. In Figures 5-6 the short rate \( r \) is varied for two different values of \( \theta \), and in Figure 7 the value of \( \theta \) is varied for three different values of \( r \). We see examples of forward rate curves of many different and interesting shapes, similar to those of the yield curves in Figures 1-3.

Remark 2 The initial slope of the forward rate curve can be shown to be equal to the drift of the short rate, i.e., \( f_T(t, t) = \theta - ar \). A sufficiently large (small) \( \theta \) will then cause the forward rate curve to be initially increasing (decreasing). Conversely, if \( r \) is sufficiently large (small), the forward rate curve will initially be decreasing (increasing).
FIGURE 5. Forward Rate Curves for Decreasing $r$ (top-down)
Forward rate curves for $r = 16\%$ (top), $r = 14\%$, $r = 12\%$, $r = 10\%$, $r = 8\%$, $r = 6\%$ and $r = 4\%$ (down).
For all forward rate curves, $\theta = 0.5\%$. The dashed line represents the long-run forward rate of 10.35%.

FIGURE 6. Forward Rate Curves for Decreasing $r$ (top-down)
Forward rate curves for $r = 16\%$ (top), $r = 14\%$, $r = 12\%$, $r = 10\%$, $r = 8\%$, $r = 6\%$ and $r = 4\%$ (down).
For all forward rate curves, $\theta = 3.5\%$. The dashed line represents the long-run forward rate of 10.35%.
3. An Efficient Series Expansion Approach to a Two-Factor Model

FIGURE 7. Forward Rate Curves for Decreasing $\theta$ (top-down)
Forward rate curves for $r = 14\%$ (top), $r = 10\%$ (center) and $r = 6\%$ (down). For each value of $r$, $\theta = 3.5\%$ (top), $\theta = 2.5\%$, $\theta = 1.5\%$ and $\theta = 0.5\%$ (down). The dashed line represents the long-run forward rate of 10.35%.

6 A Corresponding Two-Factor Gaussian Model

In this section, a corresponding Gaussian two-factor model is studied and compared with the model above.\footnote{See e.g. Balduzzi et al. [2] for a Gaussian model of this type.} In this essay the Gaussian model is presented as

\begin{align*}
    dr_t &= (\theta_t - \kappa r_t)dt + \sigma dW_t^{(1)}, \\
    d\theta_t &= (\beta - \alpha \theta_t)dt + \eta dW_t^{(2)},
\end{align*}

where $\kappa, \sigma, \alpha, \beta$ and $\eta$ are positive constants and $dW_t^{(1)} dW_t^{(2)} = \rho dt$. Thus, both factors still display mean-reverting features, the essential differences from the model above are that both factors are now driven by Gaussian noise, and that the Wiener processes are correlated. Discount bond prices are given by

$$P(t, T) = \exp(A(t, T) - B(t, T)r_t - C(t, T)\theta_t),$$
where

\[
\begin{align*}
A(t, T) & = \left( \frac{\beta}{\alpha \kappa} - \frac{1}{2\kappa^2} \left( \sigma^2 + \frac{\eta^2}{\alpha^2} + \frac{2\rho\eta\sigma}{\alpha} \right) \right) (B(t, T) - (T-t)) \\
& \quad + \left( \frac{\beta}{\alpha} - \frac{1}{\alpha + \kappa} \left( \frac{\eta^2}{2\alpha^2} + \frac{\rho\eta\sigma}{\alpha} \right) \right) C(t, T) - \frac{\eta^2}{4\alpha} C^2(t, T) \\
& \quad - \frac{1}{4\kappa} \left( \sigma^2 + \frac{\eta}{\alpha + \kappa} \left( \frac{\eta}{b} + 2\rho\sigma \right) \right) B^2(t, T) - \frac{1}{\alpha + \kappa} \left( \frac{\eta^2}{2\alpha} + \rho\eta\sigma \right) B(t, T) C(t, T) \\
B(t, T) & = \frac{1 - e^{-\kappa(T-t)}}{\kappa} \\
C(t, T) & = \frac{\kappa(1 - e^{-\alpha(T-t)}) - \alpha(1 - e^{-\kappa(T-t)})}{\alpha \kappa (\kappa - \alpha)}.
\end{align*}
\]

The long-run yield and long-run forward rate can be shown to be given by

\[
Y^\infty = f^\infty = \frac{\beta}{\alpha \kappa} - \frac{1}{2\kappa^2} \left( \sigma^2 + \frac{\eta^2}{\alpha^2} + \frac{2\rho\eta\sigma}{\alpha} \right),
\]

which is not necessarily positive. The various partial derivatives are easily computed as

\[
\begin{align*}
\frac{\partial Y^\infty}{\partial \kappa} & = -\frac{\beta}{\kappa^2 \alpha} + \frac{\sigma^2 \alpha^2 + \eta^2 + 2\rho\sigma\eta}{\kappa^3 \alpha^2} \\
\frac{\partial Y^\infty}{\partial \sigma} & = -\frac{\sigma \alpha + \rho \eta}{\alpha \kappa^2} \\
\frac{\partial Y^\infty}{\partial \alpha} & = -\frac{\alpha \beta \kappa - \eta^2 - \alpha \rho \sigma \eta}{\kappa^2 \alpha^3} \\
\frac{\partial Y^\infty}{\partial \beta} & = \frac{1}{\alpha \kappa} > 0 \\
\frac{\partial Y^\infty}{\partial \eta} & = -\frac{\eta + \rho \sigma \alpha}{\kappa^2 \alpha^2},
\end{align*}
\]

where only \( \frac{\partial Y^\infty}{\partial \beta} \) in (21) has a clear cut (positive) sign. Since positive long-run yields or long-run forward rates are not guaranteed, varying the parameters will sooner or later give negative yields. The question is, however, if it really matters that the model does not preclude negative values of yields and forward rates. It is, of course, very difficult to give a short, convincing answer. Instead, some yield curves and forward rate curves in the Gaussian model are presented.

The parameters used are basically the same as in the previous model except for the volatility parameters. These have been chosen in comparison with other parameters in BDFS \[1\], and have been slightly altered to give roughly the same long-run yield as in the previous model. It should once again be stressed that the objective is to see what kind of yield curves and forward
rate curves can be generated, and if the Gaussian model in this section can match the flexibility displayed by the previous model. In the figures below, \( \kappa = 0.25, \sigma = 0.046, \alpha = 0.76, \beta = 0.023, \eta = 0.005 \) and \( \rho = -0.12 \) giving a long-run yield and long-run forward rate of 10.33%.

Starting with the yield curve, the short rate is varied for two different values of \( \theta \). This is shown in Figures 8–9. In Figure 10 the factor \( \theta \) is varied for three different values of \( \tau \). The same procedure is repeated for the forward rates. In Figures 11–12 short rate is varied for two different values of \( \theta \). For three different values of the short rate the factor \( \theta \) is varied in Figure 13.

An examination of the yield curves and forward rate curves generated by the Gaussian model in this section reveals that the Gaussian model seems to be capable of generating yield curves and forward rate curves strikingly similar to those generated by the previous model. Thus the two different models appear to be equivalent with regard to generating yield curves and forward rate curves.

7 Summary and Conclusions

In this essay, a solution is derived to discount bond prices in a two-factor model of the term structure of interest rates where the short rate and the (scaled) mean reversion level of the short rate are the factors. The solution involves a series expansion, a technique first used by Selby and Strickland [13] to simplify the implementation of the Fong and Vasicek model [8]. Several examples are given of yield curves and forward rate curves that display a greater flexibility than the corresponding curves generated by pure short-rate models.
FIGURE 9. Yield Curves for Decreasing $r$ (top-down)
Yield curves for $r = 16\%$ (top), $r = 14\%$, $r = 12\%$, $r = 10\%$, $r = 8\%$, $r = 6\%$ and $r = 4\%$ (down). For all yield curves, $\theta = 3.5\%$. The dashed line represents the long-run yield of 10.33%.

FIGURE 10. Yield Curves for Decreasing $\theta$ (top-down)
Yield curves for $r = 14\%$ (top), $r = 10\%$ (center) and $r = 6\%$ (down). For each value of $r$, $\theta = 3.5\%$ (top), $\theta = 2.5\%$, $\theta = 1.5\%$, and $\theta = 0.5\%$ (down). The dashed line represents the long-run yield of 10.33%.
FIGURE 11. Forward Rate Curves for Decreasing $r$ (top-down)
Forward rate curves for $r = 16\%$ (top), $r = 14\%$, $r = 12\%$, $r = 10\%$, $r = 8\%$, $r = 6\%$ and $r = 4\%$ (down). For all forward rate curves, $\theta = 0.5\%$. The dashed line represents the long-run forward rate of 10.33%.

FIGURE 12. Forward Rate Curves for Decreasing $r$ (top-down)
Forward rate curves for $r = 16\%$ (top), $r = 14\%$, $r = 12\%$, $r = 10\%$, $r = 8\%$, $r = 6\%$ and $r = 4\%$ (down). For all forward rate curves, $\theta = 3.5\%$. The dashed line represents the long-run forward rate of 10.33%.
FIGURE 13. Forward Rate Curves for Decreasing $\theta$ (top-down)
Forward rate curves for $r = 14\%$ (top), $r = 10\%$ (center) and $r = 6\%$ (down). For each value of $r$, $\theta = 3.5\%$ (top), $\theta = 2.5\%$, $\theta = 1.5\%$ and $\theta = 0.5\%$ (down). The dashed line represents the long-run forward rate of 10.33\%.

The model's flexibility in generating yield curves and forward rate curves of different shapes is compared with a similar Gaussian model, and no substantial difference is found between the models in this regard. One possible explanation is that in the first model presented in section 2, the volatilities of each of the factors were dependent on the level of the respective factor, while the Wiener processes were uncorrelated. In the Gaussian model, the volatility is constant for both factors, but to compensate for this, the Gaussian model allows for correlation between the Wiener processes, and thus introduces another parameter that adds flexibility to the model.

What remains to be determined in the model in section 2 are prices of other derivatives, e.g., the call option on a discount bond. Given the complexity of the PDE, it seems reasonable that other derivative prices should be calculated using Monte Carlo simulation.
Appendix A
Method of Frobenius

The following section describes a procedure known as the method of Frobenius used to obtain a solution to a certain type of linear differential equations. Coddington [5] is followed, and a brief summary of the method is presented. The aim here is to explain how the solution can be found; not to give a formal proof.

Suppose that we have a second order linear differential equation with a regular singular point at \( x_0 = 0 \), i.e.,

\[
L(Q)(x) = x^2 Q''(x) + \tilde{a}(x) x Q'(x) + \tilde{b}(x) Q(x) = 0, \tag{22}
\]

where \( \tilde{a}(x) \) and \( \tilde{b}(x) \) are analytic at \( x_0 = 0 \). Since \( \tilde{a}(x) \) and \( \tilde{b}(x) \) are analytic at \( x_0 = 0 \), they can be expressed in power series expansions

\[
\tilde{a}(x) = \sum_{k=0}^{\infty} \tilde{a}_k x^k
\]

\[
\tilde{b}(x) = \sum_{k=0}^{\infty} \tilde{\beta}_k x^k,
\]

which are convergent on an interval \( |x| < R \) for some \( R > 0 \). To find a solution to (22), try an Ansatz of the form

\[
Q(x) = \sum_{k=0}^{\infty} c_k x^{k+q}, \tag{23}
\]

where \( c_0 \neq 0 \) and \( q \) is a constant to be determined. Then,

\[
Q'(x) = \sum_{k=0}^{\infty} (k + q) c_k x^{k+q-1}
\]

\[
Q''(x) = \sum_{k=0}^{\infty} (k + q)(k + q - 1) c_k x^{k+q-2},
\]

and hence

\[
\tilde{b}(x) Q(x) = x^q \sum_{k=0}^{\infty} \tilde{\beta}_k x^k \sum_{k=0}^{\infty} c_k x^k
\]

\[
= x^q \sum_{k=0}^{\infty} \sum_{j=0}^{k} c_j \tilde{\beta}_{k-j} x^k,
\]
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\[ x\tilde{a}(x)Q'(x) = x^q \sum_{k=0}^{\infty} \tilde{c}_k x^k \sum_{k=0}^{\infty} c_k (k+q)x^k \]

\[ = x^q \sum_{k=0}^{\infty} (j+q)c_j \tilde{a}_{k-j} x^k, \]

and

\[ x^2 Q''(x) = x^q \sum_{k=0}^{\infty} (k+q)(k+q-1)c_k x^k. \]

Thus,

\[ L(Q)(x) = x^q \sum_{k=0}^{\infty} \left\{ (k+q)(k+q-1)c_k + \sum_{j=0}^{k} (j+q)\tilde{a}_{k-j} + \tilde{\beta}_{k-j} \right\} x^k \]

\[ = 0. \quad (24) \]

Relation (24) must hold for all values of \( x \), and hence each coefficient must be identically zero. Since \( c_0 \neq 0 \), we have for \( k = 0 \)

\[ p(q) = q(q-1) + q\tilde{c}_0 + \tilde{\beta}_0 = 0, \]

where \( p(q) \) is called the indicial polynomial for (22), and the only admissible values of \( q \) are the roots of \( p(q) \). Furthermore, for \( k = 1, 2, ... \),

\[ p(q+k)c_k + \sum_{j=0}^{k-1} (j+q)\tilde{a}_{k-j} + \tilde{\beta}_{k-j} c_j = 0, \]

or

\[ c_k = -\frac{\sum_{j=0}^{k-1} (j+q)\tilde{a}_{k-j} + \tilde{\beta}_{k-j} c_j}{p(q+k)}, \quad (25) \]

where \( c_k \) is well defined except at the two roots of \( p(q+k) \). Now define

\[ U(x, q) = c_0 x^q + x^q \sum_{k=1}^{\infty} c_k(q)x^k. \quad (26) \]

If the series in (26) converges for \( 0 < x < R \), then clearly

\[ L(U)(x, q) = c_0 p(q)x^q, \]
and hence if the $Q(x)$ given by (23) is a solution of (22), then $q$ must be a root of the indicial polynomial $p$, and the coefficients $c_k$ ($k \geq 1$) are determined uniquely in terms of $q$ and $c_0$ by (25), provided $p(q + k) \neq 0, k = 1, 2,...$. Conversely, if $q$ is a root of $p$, and if the coefficients $c_k$ can be determined, i.e., $p(q + k) \neq 0, k = 1, 2,...$, then the function $Q$ given by $Q(x) = U(x, q)$ is a solution of (22) for any choice of $c_0$, provided the series in (26) converges.

In general, the nature of the solution of (22) depends on the roots of $p$. The only case of interest here is when the roots of $p$ are real and distinct, and we shall assume from now on that this is the case. Suppose, therefore, that the roots of $p$ are $q_1$ and $q_2$, such that $q_1 \neq q_2 + k$ for $k = 0, 1, 2,...$. Then $p(q_1) = 0$, and no $k$ can exist such that $p(q_1 + k) = 0$. Hence the coefficients in (25) exist for all $k = 1, 2,...$, and letting $c_0 = 1$, we see that the function $Q_1$ given by

$$Q_1 = U(x, q_1) = x^{q_1} \sum_{k=0}^{\infty} c_k(q_1)x^k$$

is a solution of (22), since it can be shown to converge for $|x| < R$. Using the same arguments, the function $Q_2$ given by

$$Q_2 = U(x, q_2) = x^{q_2} \sum_{k=0}^{\infty} c_k(q_2)x^k$$

is also a solution of (22).

It can be shown that the solutions $Q_1$ and $Q_2$ are independent, and hence the most general solution of (22) on the interval $0 < |x| < R$ is given by a linear combination of the form

$$Q(x) = K_1 U(x, q_1) + K_2 U(x, q_2), \quad (27)$$

where $K_1$ and $K_2$ are suitable constants, and where the coefficients $c_k^{(i)}$ ($i = 1, 2$ and $k = 1, 2,...$) of $U(x, q_i)$ are given by

$$c_k^{(i)} = -\sum_{j=0}^{k-1} \left\{ (j + q_i)\tilde{a}_{k-j} + \tilde{b}_{k-j} \right\} c_j^{(i)} \frac{\alpha^{(i)}}{p(q_i + k)},$$

where $c_0^{(1)} = c_0^{(2)} = 1$.

Remark 3 Note that if the roots to $p(q)$ are nonnegative, then $Q(x)$ in (27) is well defined at $x = 0$. 
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The Function B(t,T)
The ordinary differential equation and terminal condition for $B(t,T)$ is

$$B_t(t,T) - \kappa B(t,T) - \frac{1}{2} \sigma^2 B^2(t,T) + 1 = 0$$

$$B(T,T) = 0.$$

The well-known solution is

$$B(t,T) = \frac{2}{\gamma + \kappa} \frac{e^{\gamma(T-t)} - 1}{(\gamma + \kappa) (e^{\gamma(T-t)} - 1) + 2\gamma},$$

where $\gamma = \sqrt{\kappa^2 + 2\sigma^2}$. It is straightforward to verify that $\lim_{T \to \infty} B(t,T) = \frac{2}{\gamma + \kappa}$. Defining $\delta = \frac{\gamma - \kappa}{\gamma + \kappa}$, $B(t,T)$ can be rewritten as

$$B(t,T) = \frac{2}{\gamma + \kappa} \frac{1 - e^{-\gamma(T-t)}}{1 + \delta e^{-\gamma(T-t)}},$$

and since $\delta e^{-\gamma(T-t)} < 1$, it follows that $B(t,T)$ can in fact be expressed in terms of a (convergent) series expansion:

$$B(t,T) = \frac{2}{\gamma + \kappa} + \frac{2\gamma}{\sigma^2} \sum_{j=1}^{\infty} (-\delta)^j e^{-\gamma j(T-t)}. \tag{28}$$

The alternative expression (28) for $B(t,T)$ will come in useful below when determining the function $C(t,T)$.

The Function C(t,T)
The ordinary differential equation and terminal condition for $C(t,T)$ is

$$C_t(t,T) - \alpha C(t,T) - \frac{1}{2} \eta^2 C^2(t,T) + B(t,T) = 0$$

$$C(T,T) = 0.$$
This is a Ricatti equation, and the standard substitution to obtain $C(t, T)$ is

$$C(t, T) = \frac{2}{\eta^2} \frac{w(t, T)}{w(t, T)}.$$  (30)

Then,

$$C_t(t, T) = -\frac{2}{\eta^2} \left( \frac{w(t, T)w_{tt}(t, T) - w^2_t(t, T)}{w^2(t, T)} \right),$$  (31)

and substituting (30) and (31) into (29) and rearranging, we obtain

$$w_{tt}(t, T) - \alpha w_t(t, T) - \frac{\eta^2}{2} B(t, T) w(t, T) = 0.$$  (32)

Now we make a change of variables according to

$$w(t, T) = x^\varepsilon Q(x),$$  (33)

where $x = e^{-\gamma(T-t)}$, and $\varepsilon$ is a constant to be determined. We note that $\frac{dx}{dt} = \gamma x$ and hence

$$w_t(t, T) = \gamma \varepsilon x^\varepsilon Q(x) + \gamma x^{\varepsilon+1} Q'(x),$$  (34)

and

$$w_{tt}(t, T) = \gamma^2 \varepsilon^2 x^{\varepsilon} Q(x) + \gamma^2 (1 + 2\varepsilon) x^{\varepsilon+1} Q'(x) + \gamma^2 x^{\varepsilon+2} Q''(x).$$  (35)

Substituting (33), (34) and (35) into (32), and using the representation (28) with $x = e^{-\gamma(T-t)}$, we obtain after simplifications

$$x^2 Q''(x) + \left( 1 + 2\varepsilon - \frac{\alpha}{\gamma} \right) x Q'(x) + \left( \varepsilon^2 - \frac{\alpha}{\gamma} - \frac{\eta^2}{\gamma^2(\gamma + \kappa)} - \frac{\eta^2}{\gamma^2} \sum_{j=1}^{\infty} \delta^j x^j \right) Q(x) = 0.$$  (36)

Now we choose $\varepsilon$ to make the constant term in the coefficient of $Q(x)$ in (36) equal to zero. This is the case if

$$\varepsilon^2 - \frac{\alpha}{\gamma} \varepsilon - \frac{\eta^2}{\gamma^2(\gamma + \kappa)} = 0,$$
or

\[ \varepsilon = \frac{\alpha}{2\gamma} \pm \sqrt{\left( \frac{\alpha}{2\gamma} \right)^2 + \frac{\eta^2}{\gamma^2(\gamma + \kappa)}}, \]  

(37)

and we note that \( \varepsilon \) is real. With \( \varepsilon \) as in (37), the differential equation (36) takes the form

\[ x^2Q''(x) + \left( 1 + 2\varepsilon - \frac{\alpha}{\gamma} \right) xQ'(x) - \frac{\eta^2}{\gamma \sigma^2} \sum_{j=1}^{\infty} (-\delta)^j x^j Q(x) = 0. \]  

(38)

Now define

\[ \tilde{a}(x) = \sum_{k=0}^{\infty} \tilde{a}_k x^k \]

where

\[ \tilde{a}_0 = 1 + 2\varepsilon - \frac{\alpha}{\gamma} \]

\[ \tilde{a}_k = 0, \ k = 1, 2, \ldots, \]

and

\[ \tilde{b}(x) = \sum_{k=0}^{\infty} \tilde{b}_k x^k \]

where

\[ \tilde{\beta}_0 = 0 \]

\[ \tilde{\beta}_k = -\frac{\eta^2}{\gamma \sigma^2} (-\delta)^k, \ k = 1, 2, \ldots, \]

with \( \delta = \frac{2-\varepsilon}{\gamma + \kappa} \). Note that \( \tilde{a}(x) \) and \( \tilde{b}(x) \) converge for \( 0 \leq x \leq 1 \). Then the ODE for \( Q(x) \) becomes

\[ x^2Q''(x) + \tilde{a}(x)xQ'(x) + \tilde{b}(x)Q(x) = 0, \]  

(39)

and from Appendix A we know that the solution to (39) is given by

\[ Q(x) = K_1 U(x, q_1) + K_2 U(x, q_2), \]  

(40)
where $K_1$ and $K_2$ are suitable constants and $U(x, q_i)$ ($i = 1, 2$) is defined in Appendix A. To determine the terminal condition for $Q(x)$, we have

$$C(t, T) = -\frac{2}{\eta^2} \frac{w_t(t, T)}{w(t, T)} = -\frac{2\gamma}{\eta^2} \left( \varepsilon + \frac{xQ'(x)}{Q(x)} \right),$$

where we have used (33), and $\varepsilon$ is given by (37). The condition $C(T, T) = 0$ (remember that $x = e^{-\gamma(T-t)}$) gives

$$\frac{Q'(1)}{Q(1)} + \varepsilon = 0. \tag{41}$$

We remember that $Q(x)$ satisfies a second order differential equation, but we have at our disposal only one condition (equation (41)) to determine the constants $K_1$ and $K_2$. However, this condition will suffice since we are not interested in the function $Q(x)$ itself, but rather the quotient $Q'(x)/Q(x)$. It is therefore necessary only to determine the quotient $K_2/K_1$. Using (40) and (41), we then have that

$$\frac{K_1U'(1, q_1) + K_2U'(1, q_2)}{K_1U(1, q_1) + K_2U(1, q_2)} + \varepsilon = 0,$$

or

$$K^* = -\frac{U'(1, q_1) + \varepsilon U(1, q_1)}{U'(1, q_2) + \varepsilon U(1, q_2)},$$

where $K^* = K_2/K_1$. Hence the function $C(t, T)$ is given by

$$C(t, T) = -\frac{2\gamma}{\eta^2} \left( \varepsilon + \frac{e^{-\gamma(T-t)}Q'(e^{-\gamma(T-t)})}{Q(e^{-\gamma(T-t)})} \right),$$

where

$$Q(x) = K_1U(x, q_1) + K_2U(x, q_2)$$

and

$$K^* = \frac{K_2}{K_1} = -\frac{U'(1, q_1) + \varepsilon U(1, q_1)}{U'(1, q_2) + \varepsilon U(1, q_2)}.$$

Before finding the limit for $C(t, T)$, we recall that $\varepsilon$ is given by $\varepsilon^\pm = \frac{1}{2} \chi \pm \frac{1}{2} \varphi$, where $\chi = \frac{\alpha}{\gamma}$ and $\varphi = \sqrt{\chi^2 + \frac{4\eta^2}{\gamma^2(\gamma + \kappa)}} > 0$. By construction, $C(t, T)$ does not depend on which $\varepsilon$
we choose. However, for numerical reasons, we choose \( \varepsilon = \varepsilon^- = \frac{1}{2} \chi - \frac{1}{2} \varphi \), since we then have \( q_2 = 1 - \tilde{\alpha}_0 = \varphi > 0 \), and then \( Q(x) \) is well defined for \( x = 0 \). We now examine the limit for \( C(t, T) \):

\[
\lim_{T \to \infty} C(t, T) = -\frac{2\gamma}{\eta^2} \lim_{x \to 0} \left( \varepsilon + \frac{xQ'(x)}{Q(x)} \right) = -\frac{2\gamma \varepsilon}{\eta^2} - \frac{2\gamma}{\eta^2} \lim_{x \to 0} \frac{xQ'(x)}{Q(x)}.
\]

Therefore, the relevant limit to investigate is

\[
\lim_{x \to 0} \frac{xQ'(x)}{Q(x)} = \lim_{x \to 0} \frac{K_1 \sum_{n=0}^{\infty} c_n^{(1)} x^n + K_2 \sum_{n=0}^{\infty} c_n^{(2)} (n + q_2) x^{n+q_2}}{K_1 \sum_{n=0}^{\infty} c_n^{(1)} x^n + K_2 \sum_{n=0}^{\infty} c_n^{(2)} x^{n+q_2}}.
\]

Now with \( \varepsilon = \varepsilon^- \), where

\[
\varepsilon^- = \frac{1}{2} \chi - \frac{1}{2} \varphi
\]

and \( q_2 = \varphi > 0 \), we thus have

\[
\lim_{x \to 0} \frac{xQ'(x)}{Q(x)} = \frac{0}{c_0^{(1)}} = 0,
\]

since we have assumed that \( c_0^{(1)} = 1 \). Thus

\[
\lim_{T \to \infty} C(t, T) = -\frac{2\gamma \varepsilon^-}{\eta^2} = \frac{2\gamma}{\eta^2} \left( \frac{1}{2} \chi - \frac{1}{2} \varphi \right) = \frac{\gamma}{\eta^2} (\varphi - \chi) = \frac{\alpha}{\eta^2} \left( \sqrt{1 + \frac{4\eta^2}{\alpha^2(\gamma + \kappa)}} - 1 \right).
\]

**The Function \( A(t, T) \)**

The ordinary differential equation and terminal condition for \( A(t, T) \) is

\[
A_t(t, T) = \beta C(t, T)
\]

\[
A(T, T) = 0.
\]
Integrate and use the terminal condition:

\[ A(t, T) = -\beta \int_t^T C(s, T)ds. \]

We recall that \( C(t, T) = -\frac{2}{\eta^2} \frac{w_s(t, T)}{w(t, T)} \), where \( w(t, T) = x^\varepsilon Q(x) \) and \( x = e^{-\gamma(T-t)} \). Then we have

\[
A(t, T) = -\beta \int_t^T C(s, T)ds \\
= \frac{2\beta}{\eta^2} \int_t^T \frac{w_s(s, T)}{w(s, T)} ds \\
= \frac{2\beta}{\eta^2} \left[ \log w(s, T) \right]_t^T \\
= \frac{2\beta}{\eta^2} \log \frac{w(T, T)}{w(t, T)} \\
= \frac{2\beta}{\eta^2} \log \frac{Q(1)}{e^{-\gamma(T-t)}Q(e^{-\gamma(T-t)})} \\
= \frac{2\beta}{\eta^2} \log \frac{e^{\gamma(T-t)}Q(1)}{Q(e^{-\gamma(T-t)})}.
\]

In summary, we obtain

\[
A(t, T) = \frac{2\beta}{\eta^2} \log \frac{e^{\gamma(T-t)}Q(1)}{Q(e^{-\gamma(T-t)})}.
\]

To find the limit for \( A(t, T) \) as \( T \) tends to infinity, we begin by investigating the limit for \( \frac{e^{\gamma(T-t)}Q(1)}{Q(e^{-\gamma(T-t)})} \), or for \( \frac{x^{-\varepsilon}Q(1)}{Q(x)} \) as \( x \) tends to zero. As above, with \( \varepsilon = \varepsilon^- \), we have \( q_2 = \varphi > 0 \) and

\[
\lim_{x \to 0} \frac{x^{-\varepsilon^-}Q(1)}{Q(x)} = \frac{Q(1)}{K_1} \lim_{x \to 0} \frac{K_1^{(1)} \sum_{n=0}^\infty c_n^{(1)} x^n + K_2^{(2)} \sum_{n=0}^{\infty} c_n^{(2)} x^{n+q_2}}{x^{-\varepsilon^-}} \\
= \frac{Q(1)}{K_1} \lim_{x \to 0} \frac{K_1^{(1)} \sum_{n=0}^\infty c_n^{(1)} x^n + K_2^{(2)} \sum_{n=0}^{\infty} c_n^{(2)} x^{n+\varphi}}{x^{-\varepsilon^-}} \\
= \frac{Q(1)}{K_1} \lim_{x \to 0} x^{-\varepsilon^-} \\
= 0,
\]
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since from (42) $\varepsilon^- = \frac{\alpha}{2\gamma} - \sqrt{\left(\frac{\alpha}{2\gamma}\right)^2 + \frac{\eta^2}{\gamma^2(\gamma+\kappa)}} < 0$. Thus, $\lim_{x\to 0} \frac{x^{-\varepsilon}Q(1)}{Q(x)} = 0$, and hence

$$\lim_{T\to \infty} A(t,T) = \frac{2\beta}{\eta^2} \lim_{T\to \infty} \log \frac{e^{\gamma e(T-t)}Q(1)}{Q(e^{-\gamma(T-t)})} = \frac{2\beta}{\eta^2} \lim_{x\to 0} \log \frac{x^{-\varepsilon}Q(1)}{Q(x)} = \frac{2\beta}{\eta^2} \log \lim_{x\to 0} \frac{x^{-\varepsilon}Q(1)}{Q(x)} = -\infty.$$ 

This ensures that discount bond prices converge to zero as $T$ tends to infinity.
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An Efficient Series Expansion Approach to The Balduzzi, Das, Foresi and Sundaram Model of the Term Structure of Interest Rates

ABSTRACT
This essay revisits the three-factor model of the term structure of interest rates proposed by Balduzzi, Das, Foresi and Sundaram (BDFS) where the short rate, the mean and the variance of the short rate are the factors. Using a method of series expansion, the solution to discount bond prices is provided. Moreover, the model is also extended so that the theoretical term structure can be fitted exactly to an arbitrary initially observed yield curve. It is also shown that the term structure in the BDFS model allows for a change of factors, in that the original factors may be substituted for three arbitrarily chosen benchmark forward rates.
1 Introduction

From a practitioner's point of view, much is to be gained from a closed form solution to the term structure of interest rates, or any other financial derivative for that matter. Alternatives are numerical solutions to partial differential equations, discrete tree models, approximation techniques or Monte Carlo simulations, all of which are usually time-consuming and sometimes difficult to implement. As an example of the importance of an easily accessible closed form solution, we can choose to compare the Fong and Vasicek (FV) [6] and the Longstaff and Schwartz (LS) [9] models of the term structure of interest rates. Both models are two-factor models where the short rate and the volatility of the short rate are the factors. Selby and Strickland (SS) [10] argue that one of the reasons why the LS model is more widely used than the FV model is that discount bond prices in the former are obtained in closed form, while implementing discount bond prices in the latter requires more sophisticated mathematical machinery. SS show that discount bond prices can in fact be obtained in the FV model in a more direct and user-friendly manner by using the concept of a series expansion. The difference between FV and SS is in their approach to obtaining the solution to an ordinary differential equation. The solutions obtained in the two different approaches are, of course, the same, but SS express their solution as a series expansion involving only real numbers (as opposed to complex numbers), which is desirable from a computational point of view.

This essay revisits the three-factor model proposed by Balduzzi et al. (BDFS) [1], where the short rate, the mean and volatility of the short rate are the three factors. BDFS argue that the most natural extensions of one-factor models are those including the volatility of the short rate and the mean rate as additional factors. The reason for this is the recent evidence that volatility displays time-varying behavior, and that target rates are used as a key tool of monetary policy. The factors are assumed to follow stochastic differential equations that give rise to an affine term structure. Nevertheless, the system of ordinary differential equations that needs to be solved within the model requires a nonstandard solution method, such as expressing the solution to an ordinary differential equation in the form of a series expansion.

The main contributions of this essay are as follows:

- using a method of series expansion, prices of discount bonds are provided
- it is shown that the model allows for a change of factors (given a technical condition), i.e., the original three factors may be substituted for three (arbitrarily chosen) benchmark forward rates
- the model is extended so that the theoretical term structure can be fitted exactly to an arbitrary initially observed yield curve (Since the FV model is a special case of the BDFS model, the same result is in fact shown also for that model).
The rest of the essay is organized as follows: Section 2 presents a slightly different version of the BDFS model, and the term structure is derived and solved by using a series expansion in section 3. Examples of yield curves and forward rate curves are given in sections 4 and 5, section 6 shows how the price of a discount bond can be obtained in terms of three benchmark forward rates. The model is extended in section 7, and it is shown that the theoretical term structure can be fitted exactly to an arbitrary initially observed yield curve. Section 8 summarizes and concludes.

2 Model

It is assumed that the dynamics of \(r_t, V_t\) and \(\theta_t\) under a martingale measure \(Q\) are given by

\[
\begin{align*}
    dr_t &= \left( \theta_t - \kappa r_t - \lambda V_t \right) dt + \sqrt{V_t} dW_t^1 \\
    d\theta_t &= \left( \beta - \alpha \theta_t \right) dt + \gamma dW_t^2 \\
    dV_t &= \left( b - a V_t \right) dt + \sigma \sqrt{V_t} dW_t^3,
\end{align*}
\]

(1) (2) (3)

where \(\kappa, \lambda, \beta, \alpha, \gamma, b, a\) and \(\sigma\) are constants and \(W_t^1, W_t^2\) and \(W_t^3\) are Wiener processes satisfying \(dW_t^1 dW_t^2 = dW_t^2 dW_t^3 = 0\) and \(dW_t^1 dW_t^3 = \rho dt\). In (1)-(3), \(r_t\) is the short rate, \(V_t\) is the volatility of the short rate and \(\theta_t\) is a factor affecting the mean reversion level of the short rate. Note that \(\theta_t\) is not the mean reversion level under \(Q\), since we also have in the drift of the short rate a contribution from \(V_t\). Since \(\theta_t\) and \(V_t\) have mean reversion levels \(\frac{b}{\alpha}\) and \(\frac{b}{a}\) respectively, the mean reversion level for the short rate is \(\frac{b}{\alpha} - \lambda \frac{b}{a\alpha}\). The stochastic process followed by \(\theta_t\) is usually referred to as an Ornstein-Uhlenbeck process, whereas \(V_t\) follows a CIR process, or a "square root process". For fixed \(V_t\) and \(\theta_t\), the short rate \(r_t\) follows an Ornstein-Uhlenbeck process.

Fong and Vasicek extended the Vasicek model to allow for stochastic volatility, and the above model is thus an extension of the FV model in that it has a stochastic mean reversion level. Given the above dynamics of the factors, we can only expect an affine term structure if we allow correlation between \(W_t^1\) and \(W_t^3\). Any correlation between \(W_t^1\) and \(W_t^2\) or \(W_t^2\) and \(W_t^3\) will violate the necessary and sufficient conditions for the existence of an affine term structure.\(^1\)

It is not argued that these are the most feasible relations between the Wiener processes from an economic point of view, but they are necessary from a tractability perspective.

The main difference between our setup and that of BDFS is that they model the dynamics of their factors under an objective probability measure, where their \(\theta_t\) is the true mean reversion level of the short rate. Assumptions about market prices of risk are then made to maintain the

\(\text{\textsuperscript{1}}\)See Duffie and Kan [5].
structure of the stochastic differential equations under a risk-adjusted measure. Our specification under $Q$ is essentially equivalent to the risk neutral formulation of BDFS.

3 The Term Structure and Properties of Discount Bond Prices

This section considers the term structure of interest rates for the model in (1)-(3), and we denote by $P(t, T)$ the price at time $t \geq 0$ of a default-free discount bond with unit payment at $T \geq t$. Using standard financial theory, we have $P(t, T) = F(t, r_t, \theta_t, V_t; T)$, where the pricing function $F(t, r, \theta, V; T)$ satisfies the so-called term structure equation

$$F_t + (\theta - \kappa r - \lambda V)F_r + \frac{1}{2} VF_{rr} + (\beta - \alpha \theta)F_\theta + \frac{1}{2} \sigma^2 F_{\theta \theta}$$

$$+ (b - a V)F_V + \frac{1}{2} \sigma^2 VF_{VV} + \rho \sigma V F_{rV} = rF,$$  

with boundary condition given by $F(T, r, \theta, V; T) = 1$. Since the dynamics of the three factors satisfy the necessary and sufficient conditions for the existence of an affine term structure, the pricing function is given by

$$F(t, r, \theta, V; T) = \exp \left(A(t, T) - B(t, T)r - C(t, T)\theta - D(t, T)V\right),$$

where $A(t, T), B(t, T), C(t, T)$ and $D(t, T)$ are time dependent functions satisfying the terminal conditions

$$A(T, T) = B(T, T) = C(T, T) = D(T, T) = 0.$$  

Substituting (5) into (4) we obtain

$$A_t - \beta C + \frac{1}{2} \gamma^2 C^2 - bD + (-B_t + \kappa B - 1)r + (-C_t - B + \alpha C)\theta$$

$$+ \left(-D_t + \lambda B + \frac{1}{2} B^2 + aD + \frac{1}{2} \sigma^2 D^2 + \rho \sigma BD\right)V$$

$$= 0.$$
Since this relation must hold for all values of \( r, \theta \) and \( V \) we have in fact a system of four ordinary differential equations:

\[
\begin{align*}
A_t(t, T) &= \beta C(t, T) + bD(t, T) - \frac{1}{2} \gamma^2 C^2(t, T) \\
B_t(t, T) &= \kappa B(t, T) - 1 \\
C_t(t, T) &= \alpha C(t, T) - B(t, T) \\
D_t(t, T) &= (a + \rho \sigma B(t, T)) D(t, T) + \frac{1}{2} \sigma^2 D^2(t, T) + \lambda B(t, T) + \frac{1}{2} B^2(t, T),
\end{align*}
\]

with terminal conditions as in (6). It is not evident that the solution to (4) is well behaved and possesses reasonable economic features for all values of the parameters of the factors \( r_t, \theta_t, \) and \( V_t \). To ensure that discount bond prices are real and tend to zero as time to maturity tends to infinity, it is assumed that

\[
\left( \frac{a \kappa + \rho \sigma}{2 \kappa^2} \right)^2 \geq \frac{\sigma^2}{2 \kappa^3} \left( \lambda + \frac{1}{2 \kappa} \right),
\]

and that

\[
\frac{\beta}{\alpha \kappa} - \frac{\gamma^2}{2 \alpha^2 \kappa^2} > \frac{2b}{\sigma^2 \varepsilon \kappa},
\]

where

\[
\varepsilon = \frac{a \kappa + \rho \sigma}{2 \kappa^2} - \sqrt{\left( \frac{a \kappa + \rho \sigma}{2 \kappa^2} \right)^2 - \frac{\sigma^2}{2 \kappa^3} \left( \lambda + \frac{1}{2 \kappa} \right)}.
\]

We then have the following proposition:

**Proposition 1** Suppose that \( r_t, \theta_t \) and \( V_t \) under a martingale measure \( Q \) satisfy (1)–(3). Then discount bond prices are given by

\[
P(t, T) = \exp \left( A(t, T) - B(t, T)r_t - C(t, T)\theta_t - D(t, T)V_t \right),
\]
where

\[
A(t, T) = \left( \frac{\beta}{\alpha \kappa} - \frac{\gamma^2}{2\sigma^2 \kappa^2} \right) (B(t, T) - (T - t)) + \left( \frac{\beta}{\alpha} - \frac{\gamma^2}{2\sigma^2 (\alpha + \kappa)} \right) C(t, T)
\]

\[
- \frac{1}{4\alpha \gamma^2} \left( C^2(t, T) + \frac{1}{\kappa (\alpha + \kappa)} B^2(t, T) + \frac{2}{\alpha + \kappa} B(t, T) C(t, T) \right)
\]

\[
+ \frac{2b}{\sigma^2} \log \frac{e^{\kappa(T-t)}/Q(1)}{Q(e^{-\kappa(T-t)})}
\]

\[\text{(13)}\]

\[
B(t, T) = \frac{1 - e^{-\kappa(T-t)}}{\kappa}
\]

\[\text{(14)}\]

\[
C(t, T) = \frac{\alpha (1 - e^{-\kappa(T-t)}) - \kappa (1 - e^{-\alpha(T-t)})}{\alpha \kappa (\alpha - \kappa)}
\]

\[\text{(15)}\]

\[
D(t, T) = -\frac{2\kappa}{\sigma^2} \left( \varepsilon + \frac{e^{-\kappa(T-t)} Q'(e^{-\kappa(T-t)})}{Q(e^{-\kappa(T-t)})} \right),
\]

\[\text{(16)}\]

and

\[
\varepsilon = \frac{a \kappa + \rho \sigma}{2\kappa^2} \sqrt{\left( \frac{a \kappa + \rho \sigma}{2\kappa^2} \right)^2 - \frac{\sigma^2}{2\kappa^3} \left( \lambda + \frac{1}{2\kappa} \right)}.
\]

\[\text{(17)}\]

The function \(Q(x)\) is defined by

\[
Q(x) = K_1 U(x, q_1) + K_2 U(x, q_2),
\]

\[\text{(18)}\]

where

\[
\frac{K_1}{K_2} = \frac{U'(1, q_1) + \varepsilon U(1, q_1)}{U'(1, q_2) + \varepsilon U(1, q_2)}
\]

and

\[
U(x, q_i) = \sum_{k=0}^{\infty} c_k^{(i)} x^{k+q_i}
\]

with \(q_1 = 0\) and \(q_2 = 1 - \alpha_0\). The coefficients \(c_k^{(i)}\) \((i = 1, 2 \text{ and } k = 1, 2, \ldots)\) of \(U(x, q_i)\) are given by

\[
c_1^{(i)} = -\frac{\left( q_1 \alpha_1 + \beta_1 \right) c_0}{p(q_i + 1)}
\]

\[\text{(19)}\]

\[
c_k^{(i)} = -\frac{\left( (k - 1 + q_i) \alpha_1 + \beta_1 \right) c_{k-1} + \beta_2 c_{k-2}}{p(q_i + k)}
\]

\[\text{(20)}\]
3 The Term Structure and Properties of Discount Bond Prices

\[ p(q) = q(q - 1) + q\tilde{a}_0, \]

where

\[ \tilde{a}_0 = 1 + 2\varepsilon - \frac{a\kappa + \rho \sigma}{\kappa^2}, \]
\[ \tilde{a}_1 = \frac{\rho \sigma}{\kappa^2}, \]
\[ \tilde{\beta}_1 = \frac{\varepsilon \rho \sigma}{\kappa^2} - \frac{\sigma^2 (1 + \lambda \kappa)}{2\kappa^4}, \]
\[ \tilde{\beta}_2 = \frac{\sigma^2}{4\kappa^4}, \]

and \( c_0^{(1)} = c_0^{(2)} = 1. \)

**Proof.** See Appendix A and B.

**Remark 1** The series expansion, i.e., the function \( Q(x) \), thus appears in the functions \( A(t, T) \) and \( D(t, T) \), which are then obtained in “quasi-analytical” forms. BDFS solve for their corresponding \( A(t, T) \) and \( D(t, T) \) using numerical procedures.

**Remark 2** The condition in (11) thus ensures that \( \varepsilon \) is real (see (17)) and hence \( D(t, T) \) is real as defined in (16). In turn, \( A(t, T) \) is real by (13). Furthermore, the condition in (12) guarantees that discount bond prices tend to zero as \( T \) tends to infinity, and that long-run yields and forward rates are positive.

Discount bonds can be shown to be decreasing and convex in \( \tau \) and \( \theta \), i.e., (for \( 0 \leq t < T \)) \( B(t, T) > 0 \) and \( C(t, T) > 0 \). This implies that discount bond prices have the realistic feature that \( P(t, T) \) tends to zero as \( \tau \to \infty \) and \( \theta \to \infty \). The complicated structure of \( D(t, T) \) makes it somewhat difficult to analytically determine whether \( D(t, T) \) is strictly positive or negative, or if the sign of \( D(t, T) \) is indeterminate. Preformed tests suggest that \( D(t, T) \) is in fact negative (except for very short maturities), and although not proven, this is in line with the simpler stochastic volatility model proposed by FV, where the “volatility exposure” (generally) is positive.\(^3\) Thus, performed tests hint at \( D(t, T) < 0 \). This, in turn, implies that discount bond prices may not stay bounded as \( V \to \infty \). One possible explanation for this is that as \( V \to \infty \), the short rate might take large negative values with positive probability, and thus introduce arbitrage opportunities. The above characteristics are different from those obtained in the LS model where the signs of the partial derivatives of the bond price with respect to \( \tau \) and \( V \) are indeterminate.

\(^2\)See equation (57) in Appendix B, and also equations (22) and (28).
\(^3\)See Fong et al. [7].
It is also worth pointing out that the derivatives $B_t(t, T)$ and $C_t(t, T)$ are negative, but, due to the reasons mentioned above, it is difficult to determine the sign of $D_t(t, T)$. These functions play a key role in an examination of yields and forward rates.

4 Term Structure Shapes

The yields are defined as $Y(t, T) = -\log \frac{P(t, T)}{T-t}$, and the yields in the model presented above thus take the form

$$Y(t, T) = -\frac{A(t, T) - B(t, T)r - C(t, T)\theta - D(t, T)V}{T-t}.$$  \hspace{1cm} (21)

Taking the proper limits of (21), it is straightforward to verify that

$$\lim_{T \to \infty} Y(t, T) = \frac{\beta}{\alpha \kappa} - \frac{\gamma^2}{2\alpha^2\kappa^2} - \frac{2b\kappa\epsilon}{\sigma^2},$$ \hspace{1cm} (22)

i.e., the long-run yield is independent of the factors and positive due to our assumption in (12). We also note that

$$Y_r(t, T) = \frac{B(t, T)}{T-t} > 0$$

$$Y_\theta(t, T) = \frac{C(t, T)}{T-t} > 0,$$

and that

$$Y_V(t, T) = \frac{D(t, T)}{T-t},$$

where we have reason to believe that $Y_V(t, T)$ generally is negative.

This section and the following section present several figures showing yield curves and forward rate curves. The parameters used in these figures are those obtained by BDFS, namely $\kappa = 0.25, \lambda = -0.10, \alpha = 0.76, \beta = 0.023, \gamma = 0.005, a = 0.29, b = 0.0002, \sigma = 0.003$ and $\rho = -0.12$. The long-run yield is 11.43%. It is not claimed that these values are better than any other values, or that they capture the nature of the short rate and the other factors better than any other values, but they are used to generate examples of what yield curves and forward rate curves might look like in this model.

Examining the term structure of interest rates, the first task is to motivate the title of this essay, i.e., to motivate that the above series expansion is indeed efficient in some sense. The solutions for $A(t, T)$ and $D(t, T)$ both include the infinite series expansion denoted by $Q(x)$ and defined in (18), and when implementing the model this infinite series expansion must be
truncated after, say, \( N \) terms. Loosely speaking, the series expansion is efficient if the yield curve, generated by (21), converges rapidly. There are at least two reasons to expect that the series expansion is in fact efficient. First, the magnitude of the coefficients decays rapidly due to the recursive relation in (19)-(20). As an example, with the parameters given above, the first six coefficients in each series are:

\[
\begin{align*}
c_0^{(1)} &= 1, \\
c_1^{(1)} &= -7.3 \times 10^{-3}, \\
c_2^{(1)} &= -3.7 \times 10^{-4}, \\
c_3^{(1)} &= -8.1 \times 10^{-8}, \\
c_4^{(1)} &= 1.9 \times 10^{-8}, \\
c_5^{(1)} &= 2.6 \times 10^{-11} \text{ and } c_0^{(2)} = 1, \\
c_1^{(2)} &= 3.6 \times 10^{-3}, \\
c_2^{(2)} &= -8.4 \times 10^{-5}, \\
c_3^{(2)} &= -3.0 \times 10^{-7}, \\
c_4^{(2)} &= 2.0 \times 10^{-9}, \\
c_5^{(2)} &= 7.5 \times 10^{-12}. \end{align*}
\]

The coefficients are recursively multiplied by small numbers, and, also, \( c_k^{(i)} \sim \frac{1}{k^2} \). Second, the series expansion is evaluated at \( x = e^{-\kappa(T-t)} \), which is strictly less than one for \( 0 \leq t < T \). Thus, higher order terms become less and less significant.

In Figure 1, an example of different yield curves has been plotted for \( N = 1, 2, 3, \ldots \). We note that (for these parameter values) the summation may be truncated at \( N = 2 \), which then motivates the efficiency of the series expansion.

We now turn to examining the term structure. In Figure 2 the short rate has been altered. In Figure 3 the value of \( \theta \) has been altered; we see this effect for three different values of the short rate. Finally, in Figure 4, the volatility \( V \) of the short rate has been altered, and we see this effect for three different values of the short rate. In Figures 2-4, we see that the model can generate yield curves of many interesting shapes. Apart from the “usual” increasing, decreasing and humped yield curves, we also have examples of increasing-decreasing-increasing yield curves, and of increasing yield curves with inflection points. For the parameters chosen above, the following main conclusions can be drawn from Figures 2-4:

- a change in \( r \) has a large effect on short-term yields, and then the effect decays rapidly although a change in \( r \) has a small effect on long-term yields up to at least 30 years.
a change in $\theta$ has practically no effect on very short-term yields, then the effect grows slowly and reaches a maximum for intermediate rates (around 5 years), after which the effect decays slowly although a change in $\theta$ has a small effect on long-term rates up to at least 30 years.

- the effect of a change in $V$ is practically zero for very short-term yields, and is biggest for intermediate rates (around 10 years), after which it decays slowly, displaying a significant effect on long-term maturities up to at least 30 years.

The effects that result from changes in the factors can be understood better through a careful analysis of the expression of the yields in (21). For fixed $T$ the yield $Y(t,T)$ is a function of the three factors $r, \theta$ and $V$, and by making a first order Taylor expansion of the real valued function $Y(t,T,r,\theta,V)$, we obtain

$$dY(t,T,r,\theta,V) = \bar{B}(t,T)dr + \bar{C}(t,T)d\theta + \bar{D}(t,T)dV,$$

where

$$\bar{B}(t,T) = \frac{B(t,T)}{T-t}$$
$$\bar{C}(t,T) = \frac{C(t,T)}{T-t}$$
$$\bar{D}(t,T) = \frac{D(t,T)}{T-t}.$$
FIGURE 3. Yield Curves for Decreasing $\theta$ (top-down)
Yield curves for $r = 14\%$ (top), $r = 10\%$ (center) and $r = 6\%$ (down). For each value of $r$, $\theta = 3\%$ (top), $\theta = 2.5\%$, $\theta = 2\%$, $\theta = 1.5\%$ and $\theta = 1\%$ (down). For all yield curves, $V = 0.08\%$. The dashed line represents the long-run yield of 11.43\%.

FIGURE 4. Yield Curves for Increasing $V$ (top-down)
Yield curves for $r = 14\%$ (top), $r = 10\%$ (center) and $r = 6\%$ (down). For each value of $r$, $V = 0.42\%$ (top), $V = 0.84\%$, $V = 1.26\%$, $V = 1.68\%$, $V = 2.10\%$ and $V = 2.52\%$ (down). For all yield curves, $\theta = 2\%$. The dashed line represents the long-run yield of 11.43\%.
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![Diagram showing changes in the yield curve with respect to the factors B(t, T) (solid), C(t, T) (dash-dotted) and D(t, T) (dashed) for different maturities.](image)

**FIGURE 5. Changes in the Yield Curve with Respect to the Factors**

The functions $B(t, T)$ (solid), $C(t, T)$ (dash-dotted) and $D(t, T)$ (dashed) for different maturities.

The functions $B, C$ and $D$ thus determine the effect that a change in $r, \theta$ or $V$ will have on the yields for different maturities. These functions are shown in Figure 5 (for the same parameter values as above). A common way to describe the yield curve is in terms of the three components level, steepness and curvature of the yield curve. For yield curves where $r$ is close to the long-run yield, $r$ can easily be interpreted as the level of the yield curve. Assuming that $r$ has the same value as the long-run yield, yield curves have been plotted for varying $\theta$ (Figure 6) and $V$ (Figure 7). Figure 6 then suggests that $\theta$ can be interpreted as the steepness, i.e., it determines the initial slope of the yield curve. From Figure 7, it follows that $V$ can be interpreted as the curvature, i.e., it determines the curvature of the yield curve for intermediate rates.

5 Forward Rates

The forward rates are defined as $f(t, T) = -\frac{\partial}{\partial T} \log P(t, T)$, and with discount bond prices as in (5), and using that we have a time homogenous model, we obtain

$$f(t, T) = A_t(t, T) - B_t(t, T)r - C_t(t, T)\theta - D_t(t, T)V. \tag{27}$$

It is straightforward to verify that

$$\lim_{T \to \infty} f(t, T) = \frac{\beta}{\alpha \kappa} - \frac{\gamma^2}{2 \alpha^2 \kappa^2} - \frac{2 b \kappa \xi}{\sigma^2}, \tag{28}$$
FIGURE 6. Yield Curves for Decreasing $\theta$ (top-down)
Yield curves for $\theta = 4.5\%$ (top), $\theta = 4\%$, $\theta = 3.5\%$, $\theta = 3\%$, $\theta = 2.5\%$, $\theta = 2\%$, $\theta = 1.5\%$ and $\theta = 1\%$ (down). For all yield curves, $r = 11.43\%$ and $V = 0.08\%$. The dashed line represents the long-run yield of 11.43\%.

FIGURE 7. Yield Curves for Increasing $V$ (top-down)
Yield curves for $V = 0.42\%$ (top), $V = 0.84\%$, $V = 1.26\%$, $V = 1.68\%$, $V = 2.10\%$ and $V = 2.52\%$ (down). For all yield curves, $r = 11.43\%$ and $\theta = 2\%$. The dashed line represents the long-run yield of 11.43\%.
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FIGURE 8. Forward Rate Curves for Decreasing \( r \) (top-down)
Forward rate curves for \( r = 16\% \) (top), \( r = 14\% \), \( r = 12\% \), \( r = 10\% \), \( r = 8\% \), \( r = 6\% \) and \( r = 4\% \) (down).
For all forward rate curves, \( \theta = 2\% \) and \( V = 0.08\% \). The dashed line represents the long-run forward rate of 11.43%.

i.e., the forward rates converge to the same level as the yields as \( T \to \infty \). Furthermore, we have that

\[
\begin{align*}
  f_r(t, T) &= -B_t(t, T) < 0 \\
  f_\theta(t, T) &= -C_t(t, T) < 0,
\end{align*}
\]

and \( f_V(t, T) = -D_t(t, T) \), but the sign of this partial derivative cannot be decided. Using (7)–(10) we obtain

\[
f(t, T) = \beta C(t, T) + bD(t, T) - \frac{1}{2} \gamma^2 C^2(t, T) \\
- (\kappa B(t, T) - 1)r - (\alpha C(t, T) - B(t, T))\theta \\
- \left( (a + \rho \sigma B(t, T)) D(t, T) + \frac{1}{2} \sigma^2 D^2(t, T) + \lambda B(t, T) + \frac{1}{2} B^2(t, T) \right) V.
\]

Using the same parameter values as in the previous section, different forward rate curves have been plotted in Figure 8–10. In Figure 8 the short rate has been altered. In Figure 9 the value of \( \theta \) has been altered, and this effect is shown for three different values of the short rate. Finally, in Figure 10, the volatility \( V \) of the short rate has been altered, and this effect is shown for three different values of the short rate. We see examples of forward rate curves of many different shapes, similar to those of the yield curves in Figures 2–4.
FIGURE 9. Forward Rate Curves for Decreasing $\theta$ (top-down)
Forward rate curves for $r = 14\%$ (top), $r = 10\%$ (center) and $r = 6\%$ (down). For each value of $r$, $\theta = 3\%$ (top), $\theta = 2.5\%$, $\theta = 2\%$, $\theta = 1.5\%$ and $\theta = 1\%$ (down). For all forward rate curves, $V = 0.08\%$. The dashed line represents the long-run forward rate of 11.43%.

FIGURE 10. Forward Rate Curves for Increasing $V$ (top-down)
Forward rate curves for $r = 14\%$ (top), $r = 10\%$ (center) and $r = 6\%$ (down). For each value of $r$, $V = 0.42\%$ (top), $V = 0.84\%$, $V = 1.26\%$, $V = 1.68\%$, $V = 2.10\%$ and $V = 2.52\%$ (down). For all forward rate curves, $\theta = 2\%$. The dashed line represents the long-run forward rate of 11.43%.
6 Bond Prices as Functions of Benchmark Forward Rates

This section demonstrates that it is possible to express discount bond prices in the model above in terms of benchmark forward rates. Let \( f(t, S_i), i = 1, 2, 3 \) denote benchmark forward rates with maturity at \( S_i \). Then, from (27) we have for \( i = 1, 2, 3 \) that

\[
\begin{align*}
  f(t, S_i) &= -A_T(t, S_i) + B_T(t, S_i)r + C_T(t, S_i)\theta + D_T(t, S_i)V \\
  \text{or, in matrix notation:} \\
  \begin{bmatrix}
    B_T(t, S_1) & C_T(t, S_1) & D_T(t, S_1) \\
    B_T(t, S_2) & C_T(t, S_2) & D_T(t, S_2) \\
    B_T(t, S_3) & C_T(t, S_3) & D_T(t, S_3)
  \end{bmatrix}
  \begin{bmatrix}
    r \\
    \theta \\
    V
  \end{bmatrix}
  &= 
  \begin{bmatrix}
    A_T(t, S_1) + f(t, S_1) \\
    A_T(t, S_2) + f(t, S_2) \\
    A_T(t, S_3) + f(t, S_3)
  \end{bmatrix}.
\end{align*}
\]

Provided the matrix in (30) is invertible, the factors \( r, \theta \) and \( V \) may be expressed as linear combinations of the benchmark forward rates defined above:

\[
X = \Lambda_X^{(1)} f(t, S_1) + \Lambda_X^{(2)} f(t, S_2) + \Lambda_X^{(3)} f(t, S_3),
\]

where \( X = r, \theta \) or \( V \) and \( \Lambda_X^{(i)} = \Lambda_X^{(i)}(t, S_1, S_2, S_3) \) \((i = 1, 2, 3)\) is some function. If these expressions are substituted into (5), discount bond prices can be written as

\[
P(t, T) = \exp \left( A(t, T) - \Omega^{(1)} f(t, S_1) - \Omega^{(2)} f(t, S_2) - \Omega^{(3)} f(t, S_3) \right),
\]

where \( \Omega^{(i)} = \Omega^{(i)}(t, T, S_1, S_2, S_3) \) and

\[
\Omega^{(i)} = B(t, T)\Lambda_f^{(1)} + C(t, T)\Lambda_\theta^{(1)} + D(t, T)\Lambda_V^{(1)}, \quad i = 1, 2, 3.
\]

Provided that the matrix in (30) is invertible, it is thus possible to replace our original factors \( r, \theta \) and \( V \) by three benchmark forward rates with arbitrary maturities. Due to the linear relation between forward rates and the factors in (29), this is to be expected. See Björk and Svensson [3] for more general findings regarding finite dimensional realizations of nonlinear forward rate models in terms of benchmark forward rates. In principal, the above program can also be carried out for benchmark yields, i.e., discount bond prices can be expressed in terms of three benchmark yields. See Duffie and Kan [5] for a discussion of this kind of variable transformation.
7 Inverting the Yield Curve

The above model can be extended so that the term structure can be fitted exactly to an arbitrary initially observed yield curve. This is sometimes referred to as inverting the yield curve. The standard procedure is to introduce a deterministic (time dependent) function \( \varphi(t) \) in the drift of the short rate, and a result from Björk and Hyll allows the fitted term structure to be expressed in terms of discount bond prices in a special case of the model above.

It is now assumed that the dynamics of the factors \( r_t^\beta, \theta_t \) and \( V_t \) under a martingale measure \( Q \) are given by

\[
\begin{align*}
\text{d}r_t^\beta & = (\varphi(t) + \theta_t - \kappa r_t^\beta - \lambda V_t) \text{d}t + \sqrt{V_t} \text{d}W_t^1, \\
\text{d}\theta_t & = -\alpha \theta_t \text{d}t + \gamma \text{d}W_t^2, \\
\text{d}V_t & = (b - aV_t) \text{d}t + \sigma \sqrt{V_t} \text{d}W_t^3,
\end{align*}
\]

where again \( \kappa, \lambda, \alpha, \gamma, b, a \) and \( \sigma \) are constants and \( W_t^1, W_t^2 \) and \( W_t^3 \) are Wiener processes satisfying \( \text{d}W_t^1 \text{d}W_t^2 = \text{d}W_t^2 \text{d}W_t^3 = 0 \) and \( \text{d}W_t^1 \text{d}W_t^3 = \rho \text{d}t \). We now interpret \( \theta_t \) as a stochastic disturbance term affecting the drift of the short rate satisfying \( \theta_0 = 0 \). As before, \( V_t \) is the variance of the short rate. We note that we still have an affine term structure, and let \( P^\beta(t, T) \) denote the price at time \( t \) of a discount bond with unit payment at \( T \).

Let \( P^0(t, T) \) denote the price at time \( t \) of a discount bond in the special case when \( \beta = 0 \) in the model in section 2-3, and let the corresponding forward rates are denoted by \( f^0(t, T) \). Furthermore, for all \( t \geq 0 \), \( P^*(0, t) \) and \( f^*(0, t) \) are the initially observed yield curve and the corresponding forward rate curve. We then have the following proposition:

**Proposition 2** The theoretical term structure implied by the model in this section can be fitted exactly to an arbitrary initially observed yield curve. A perfect initial fit is obtained by choosing

\[
\varphi(t) = f^*_T(0, t) - f^0_T(0, t) + \kappa f^*(0, t) - \kappa f^0(0, t),
\]

and discount bonds are then given by

\[
P^\beta(t, T) = \frac{P^*(0, T)}{P^0(0, T)} \frac{P^0(0, t)}{P^0(0, T)} P^0(t, T) \exp \left( \left( f^*(0, t) - f^0(0, t) \right) B(t, T) \right).
\]

**Proof.** Denote by \( r_s^\beta \) the short rate in the special case of the model in section 2 when \( \beta = 0 \). Note that (see [2] for details) \( r_s^\beta = r_s^0 + \chi(t, s), \ s \geq t, \) where \( \chi(t, s) = \int_t^s e^{-\kappa(s-u)} \varphi(u) \text{d}u \).

\[
^4\text{For a more general pricing formula, see Björk and Hyll [2].}
\]
Discount bond prices are given by

\[ P^\varphi(t, T) = E_{t, r, \theta, V}^Q \left[ e^{-\int_t^T r_s^\varphi \, ds} \right], \]

and thus

\[ P^\varphi(t, T) = e^{-\int_t^T \chi(t, u) \, du} E_{t, r, \theta, V}^Q \left[ e^{-\int_t^T r_s^0 \, ds} \right], \tag{32} \]

where the short hand notation used is \( E_{t, r, \theta, V}^Q [\cdot] = E_Q [\cdot \mid r_t = r, \theta_t = \theta, V_t = V] \). Hence the expectation in (32) can be interpreted as a discount bond price in the special case when \( \beta = 0 \) in the model in section 2, and we thus have

\[ P^\varphi(t, T) = e^{-\int_t^T \chi(t, u) \, du} P^0(t, T). \tag{33} \]

For \( t = 0 \) we get

\[ P^\varphi(0, T) = e^{-\int_0^T \chi(0, u) \, du} P^0(0, T). \tag{34} \]

Now take the logarithm of (34), differentiate with respect to \( T \) and use the definitions of the forward rates to obtain

\[ f^\varphi(0, T) = \chi(0, T) + f^0(0, T). \tag{35} \]

We now want to choose \( \varphi \) such that \( f^\varphi(0, T) = f^*(0, T) \) for all \( T \). We then have

\[ f^*(0, T) - f^0(0, T) = \int_0^T e^{-\kappa(T-u)} \varphi(u) du. \tag{36} \]

Differentiating (36) with respect to \( T \), we get after some simplifications

\[ \varphi(t) = f_t^*(0, t) - f_t^0(0, t) + \kappa f_t^*(0, t) - \kappa f_t^0(0, t). \tag{37} \]

Finally, we obtain

\[ - \int_t^T \chi(t, s) ds = - \int_t^T \int_t^s e^{-\kappa(s-u)} \varphi(u) du ds \]

\[ = \log \frac{P^*(0, T)}{P^*(0, t)} \frac{P^0(0, t)}{P^0(0, T)} + (f^*(0, t) - f^0(0, t)) B(t, T), \tag{38} \]

which, with (33), proves (31). \( \Box \)
8 Summary and Conclusions

This essay presents a solution to discount bond prices in the three-factor model suggested by Balduzzi et al. [1] by using a series expansion. This technique was first used by Selby and Strickland [10] to simplify the implementation of the Fong and Vasicek model [6]. The BDFS model is also extended so that the theoretical term structure can be fitted exactly to an arbitrary initially observed yield curve.

Furthermore, it is shown that the BDFS model can be modified so that discount bond prices can be obtained in terms of three (arbitrarily chosen) benchmark forward rates.

Several examples are shown of term structures and forward rate curves that display great flexibility and a variety of realistic features.

What remains to be determined are prices of other derivatives, e.g., the call option on a discount bond. Given the complexity of the PDE, it seems reasonable that other derivative prices should be calculated using Monte Carlo simulation.
Appendix A
Method of Frobenius

The following section describes a procedure known as the method of Frobenius used to obtain a solution to a certain type of linear differential equations. Coddington [4] is followed, and a brief summary of the method is presented. The aim here is to explain how the solution can be found; not to give a formal proof.

Suppose that we have a second order linear differential equation with a regular singular point at $x_0 = 0$, i.e.,

$$L(Q)(x) = x^2 Q''(x) + \bar{a}(x) x Q'(x) + \bar{b}(x) Q(x) = 0,$$

where $\bar{a}(x)$ and $\bar{b}(x)$ are analytic at $x_0 = 0$. Since $\bar{a}(x)$ and $\bar{b}(x)$ are analytic at $x_0 = 0$, they can be expressed in power series expansions

$$\bar{a}(x) = \sum_{k=0}^{\infty} \alpha_k x^k,$$
$$\bar{b}(x) = \sum_{k=0}^{\infty} \beta_k x^k,$$

which are convergent on an interval $|x| < R$ for some $R > 0$. To find a solution to (39), try an Anzats of the form

$$Q(x) = \sum_{k=0}^{\infty} c_k x^{k+q},$$

where $c_0 \neq 0$ and $q$ is a constant to be determined. Then

$$Q'(x) = \sum_{k=0}^{\infty} (k + q)c_k x^{k+q-1},$$
$$Q''(x) = \sum_{k=0}^{\infty} (k + q)(k + q - 1)c_k x^{k+q-2},$$

and hence

$$\bar{b}(x)Q(x) = x^q \sum_{k=0}^{\infty} \beta_k x^k \sum_{k=0}^{\infty} c_k x^k$$
$$= x^q \sum_{k=0}^{\infty} \sum_{j=0}^{k} c_j \beta_{k-j} x^k,$$
Thus

\[ L(Q)(x) = x^q \sum_{k=0}^{\infty} \left\{ (k + q)(k + q - 1)c_k + \sum_{j=0}^{k} \left( (j + q)\tilde{\alpha}_{k-j} + \beta_{k-j} \right) c_j \right\} x^k \]

\[ = 0. \quad (41) \]

Relation (41) must hold for all values of \( x \), and hence each coefficient must be identically zero. Since \( c_0 \neq 0 \), we have for \( k = 0 \)

\[ p(q) = q(q - 1) + q\tilde{\alpha}_0 + \tilde{\beta}_0 = 0, \]

where \( p(q) \) is called the *indicial polynomial* for (39), and the only admissible values of \( q \) are the roots of \( p(q) \). Furthermore, for \( k = 1, 2, \ldots \),

\[ p(q + k)c_k + \sum_{j=0}^{k-1} \left\{ (j + q)\tilde{\alpha}_{k-j} + \beta_{k-j} \right\} c_j = 0, \]

or

\[ c_k = \frac{\sum_{j=0}^{k-1} \left\{ (j + q)\tilde{\alpha}_{k-j} + \beta_{k-j} \right\} c_j}{p(q + k)}, \quad (42) \]

where \( c_k \) is well defined except at the two roots of \( p(q + k) \). Now define

\[ U(x, q) = c_0 x^q + x^q \sum_{k=1}^{\infty} c_k(q)x^k. \quad (43) \]

If the series in (43) converges for \( 0 < x < R \), then clearly

\[ L(U)(x, q) = c_0 p(q)x^q, \]
and hence if the $Q(x)$ given by (40) is a solution of (39), then $q$ must be a root of the indicial polynomial $p$, and the coefficients $c_k$ ($k \geq 1$) are determined uniquely in terms of $q$ and $c_0$ by (42), provided $p(q + k) \neq 0, k = 1, 2, \ldots$. Conversely, if $q$ is a root of $p$, and if the coefficients $c_k$ can be determined, i.e., $p(q + k) \neq 0, k = 1, 2, \ldots$, then the function $Q$ given by $Q(x) = U(x, q)$ is a solution of (39) for any choice of $c_0$, provided the series in (43) converges.

In general, the nature of the solution of (39) depends on the roots of $p$. The only case of interest here is when the roots of $p$ are real and distinct, and we shall assume from now on that this is the case. Suppose, therefore, that the roots of $p$ are $q_1$ and $q_2$, such that $q_1 \neq q_2 + k$ for $k = 0, 1, 2, \ldots$. Then $p(q_1) = 0$, and no $k$ can exist such that $p(q_1 + k) = 0$. Hence the coefficients in (42) exist for all $k = 1, 2, \ldots$, and letting $c_0 = 1$ we see that the function $Q_1$ given by

$$Q_1 = U(x, q_1) = x^{q_1} \sum_{k=0}^{\infty} c_k(q_1)x^k$$

is a solution of (39), since it can be shown that it converges for $|x| < R$. Using the same arguments, the function $Q_2$ given by

$$Q_2 = U(x, q_2) = x^{q_2} \sum_{k=0}^{\infty} c_k(q_2)x^k$$

is also a solution of (39).

It can be shown that the solutions $Q_1$ and $Q_2$ are independent, and hence the most general solution of (39) on the interval $0 < |x| < R$ is given by a linear combination of the form

$$Q(x) = K_1 U(x, q_1) + K_2 U(x, q_2),$$

where $K_1$ and $K_2$ are suitable constants, and where the coefficients $c_k^{(i)}$ ($i = 1, 2$ and $k = 1, 2, \ldots$) of $U(x, q_i)$ are given by

$$c_k^{(i)} = -\frac{\sum_{j=0}^{k-1} \left\{ (j + q_i)\tilde{\alpha}_{k-j} + \tilde{\beta}_{k-j} \right\} c_j^{(i)}}{p(q_i + k)},$$

where $c_0^{(1)} = c_0^{(2)} = 1$.

**Remark 3** Note that if the roots to $p(q)$ are nonnegative, then $Q(x)$ defined in (44) is well defined at $x = 0$. 
Appendix B
The Functions $A(t,T)$, $B(t,T)$, $C(t,T)$ and $D(t,T)$

The Functions $B(t,T)$ and $C(t,T)$

The ordinary differential equation and terminal condition for $B(t,T)$ is

$$B_t(t, T) = \kappa B(t, T) - 1$$
$$B(T, T) = 0.$$

The solution is

$$B(t, T) = \frac{1 - \exp(-\kappa(T-t))}{\kappa},$$

and it is easily verified that $B(t, T) \geq 0$, $B_t(t, T) \leq 0$ and that $\lim_{T \to \infty} B(t, T) = \frac{1}{\kappa}$.

The ordinary differential equation and terminal condition for $C(t,T)$ is

$$C_t(t, T) = \alpha C(t, T) - B(t, T)$$
$$C(T, T) = 0.$$

Multiplying with the integrating factor $e^{-\alpha t}$, we have

$$\frac{\partial}{\partial t} \left( e^{-\alpha t} C(t, T) \right) = -e^{-\alpha t} B(t, T).$$

Integrating from $t$ to $T$, we obtain

$$C(t, T) = \frac{\alpha \left( 1 - e^{-\kappa(T-t)} \right) - \kappa \left( 1 - e^{-\alpha(T-t)} \right)}{\alpha \kappa (\alpha - \kappa)}.$$

Now

$$C_T(t, T) = \frac{e^{-\kappa(T-t)} - e^{-\alpha(T-t)}}{\alpha - \kappa} \geq 0,$$

and hence $C(t, T) \geq 0$. Furthermore, $\lim_{T \to \infty} C(t, T) = \frac{1}{\alpha \kappa}$. 
The Function $D(t,T)$

The ordinary differential equation and terminal condition for $D(t,T)$ is

\[
D_t(t,T) = (a + \rho \sigma B(t,T)) D(t,T) + \frac{1}{2} \sigma^2 D^2(t,T) + \lambda B(t,T) + \frac{1}{2} B^2(t,T) \quad (45)
\]
\[
D(T,T) = 0.
\]

This is a Ricatti equation, and the standard substitution is

\[
D(t,T) = \frac{2 w_t(t,T)}{\sigma^2 w(t,T)}.
\]

Then

\[
D_t = -\frac{2}{\sigma^2} \left( \frac{w w_{tt} - w_t^2}{w^2} \right),
\]

and substituting (46) and (47) into (45), we obtain

\[
w_{tt} - (a + \rho \sigma B) w_t + \frac{\sigma^2}{2} \left( \lambda B + \frac{1}{2} B^2 \right) w = 0.
\]

Now we make a change of variables according to

\[
w(t,T) = x^\varepsilon Q(x),
\]

where $x = e^{-\kappa(T-t)}$ and $\varepsilon$ is some constant to be determined. We note that $\frac{dx}{dt} = \kappa x$ and hence

\[
w_t = \varepsilon \kappa x^\varepsilon Q(x) + \kappa x^{\varepsilon+1} Q'(x),
\]

and

\[
w_{tt} = \varepsilon^2 \kappa^2 x^\varepsilon Q(x) + \kappa^2 (2\varepsilon + 1) x^{\varepsilon+1} Q'(x) + \kappa^2 x^{\varepsilon+2} Q''(x).
\]

Substituting (49), (50) and (51) into (48) and simplifying, we obtain

\[
\kappa^2 x^\varepsilon Q''(x) + (\kappa^2 (1 + 2\varepsilon) - a\kappa - \rho \sigma + \rho \sigma x) x Q'(x)
\]
\[
+ \left( \varepsilon^2 \kappa^2 - \varepsilon (a\kappa + \rho \sigma) + \frac{\sigma^2}{2\kappa} \left( \lambda + \frac{1}{2\kappa} \right) + \left( \varepsilon \rho \sigma - \frac{\lambda \sigma^2}{2\kappa} - \frac{\sigma^2}{2\kappa^2} \right) x + \frac{\sigma^2}{4\kappa^2} x^2 \right) Q(x)
\]
\[
= 0.
\]
Now we choose $\varepsilon$ to make the constant term in the coefficient of $Q(x)$ equal to zero. This is the case if

$$\varepsilon^2 \kappa^2 - \varepsilon (a\kappa + \rho \sigma) + \frac{\sigma^2}{2\kappa} \left( \lambda + \frac{1}{2\kappa} \right) = 0,$$

or

$$\varepsilon = \frac{a\kappa + \rho \sigma}{2\kappa^2} \pm \sqrt{\left( \frac{a\kappa + \rho \sigma}{2\kappa^2} \right)^2 - \frac{\sigma^2}{2\kappa^3} \left( \lambda + \frac{1}{2\kappa} \right)},$$  \hspace{1cm} (53)

and it is assumed that $\left( \frac{a\kappa + \rho \sigma}{2\kappa^2} \right)^2 - \frac{\sigma^2}{2\kappa^3} \left( \lambda + \frac{1}{2\kappa} \right) \geq 0$ so that $\varepsilon$ is real. With $\varepsilon$ as in (53), the differential equation (52) takes the form

$$x^2 Q''(x) + \left( 1 + 2\varepsilon - \frac{a\kappa + \rho \sigma}{\kappa^2} + \frac{\rho \sigma}{\kappa^2} x \right) x Q'(x) + \left( \frac{\varepsilon \rho \sigma}{\kappa^2} - \frac{\sigma^2 (1 + \lambda \kappa)}{2\kappa^4} \right) x + \frac{\sigma^2}{4\kappa^4} x^2 \right) Q(x) = 0.$$

Now define

$$\tilde{a}(x) = \sum_{k=0}^{\infty} \tilde{a}_k x^k,$$

where

$$\tilde{a}_0 = 1 + 2\varepsilon - \frac{a\kappa + \rho \sigma}{\kappa^2}$$
$$\tilde{a}_1 = \frac{\rho \sigma}{\kappa^2}$$
$$\tilde{a}_k = 0, \quad k = 2, 3, ...,$$

and

$$\tilde{b}(x) = \sum_{k=0}^{\infty} \tilde{b}_k x^k,$$

where

$$\tilde{b}_0 = 0$$
$$\tilde{b}_1 = \frac{\varepsilon \rho \sigma}{\kappa^2} - \frac{\sigma^2 (1 + \lambda \kappa)}{2\kappa^4}$$
$$\tilde{b}_2 = \frac{\sigma^2}{4\kappa^4}$$
$$\tilde{b}_k = 0, \quad k = 3, 4, ....$$
Note that $\tilde{a}(x)$ and $\tilde{b}(x)$ are convergent for $0 \leq x \leq 1$. Then the ODE for $Q(x)$ becomes

$$x^2Q''(x) + \tilde{a}(x)xQ'(x) + \tilde{b}(x)Q(x) = 0,$$

and from Appendix A we know that the solution to (54) is given by

$$Q(x) = K_1 U(x, q_1) + K_2 U(x, q_2)$$

where $K_1$ and $K_2$ are suitable constants and where $U(x, q_i)$ ($i = 1, 2$) is defined in Appendix A. To determine the terminal condition for $Q(x)$, we use that

$$D(t, T) = 2 w(t, T)$$

$$= \frac{2\kappa \varepsilon Q(x) + xQ'(x)}{\sigma^2}$$

$$= \frac{2\kappa \left( \varepsilon + \frac{xQ'(x)}{Q(x)} \right)}{\sigma^2}.$$ 

Since $D(T, T) = 0$, we get (remember that $x = e^{-\kappa(T-t)}$)

$$\frac{Q'(1)}{Q(1)} + \varepsilon = 0.$$

Using (55) and (56), we have that

$$\frac{K_1 U'(1, q_1) + K_2 U'(1, q_2)}{K_1 U(1, q_1) + K_2 U(1, q_2)} + \varepsilon = 0,$$

or

$$K^* = \frac{K_2}{K_1}$$

$$= -\frac{U'(1, q_1) + \varepsilon U(1, q_1)}{U'(1, q_2) + \varepsilon U(1, q_2)}.$$ 

Hence the function $D(t, T)$ is given by

$$D(t, T) = -\frac{2\kappa}{\sigma^2} \left( \varepsilon + \frac{e^{-\kappa(T-t)}Q'(e^{-\kappa(T-t)})}{Q(e^{-\kappa(T-t)})} \right),$$

where

$$Q(x) = K_1 U(x, q_1) + K_2 U(x, q_2)$$
and

\[ K^* = \frac{K_2}{K_1} = \frac{U'(1, q_1) + \varepsilon U(1, q_1)}{U'(1, q_2) + \varepsilon U(1, q_2)}. \]

Before finding the limit for \( D(t, T) \), we recall that \( \varepsilon \) is given by \( \varepsilon^\pm = \frac{1}{2} \chi \pm \frac{1}{2} \varphi \), where \( \chi = \frac{a \kappa + 2 \kappa^2}{\kappa^2} \) and \( \varphi = \sqrt{\chi^2 - 2 \kappa^2 (\lambda + \frac{1}{2} \kappa)} > 0 \). By construction, \( D(t, T) \) does not depend on which \( \varepsilon \) we choose. For numerical reasons, \( \varepsilon = \varepsilon^- = \frac{1}{2} \chi - \frac{1}{2} \varphi \) is chosen, since then we have \( q_2 = \varphi > 0 \) as it is assumed that \( (\frac{a \kappa + 2 \kappa^2}{2 \kappa^3})^2 - \frac{\sigma^2}{2 \kappa^3} (\lambda + \frac{1}{2} \kappa) \geq 0 \). It then follows that \( Q(x) \) is well defined for \( x = 0 \). We now examine the limit for \( D(t, T) \), and we have

\[
\lim_{T \to \infty} D(t, T) = \lim_{x \to 0} \frac{2 \kappa \varepsilon^-}{\sigma^2} \left( \varepsilon + \frac{x Q'(x)}{Q(x)} \right)
= \frac{2 \kappa \varepsilon^-}{\sigma^2} \lim_{x \to 0} \frac{x Q'(x)}{Q(x)},
\]

so the relevant limit to investigate is

\[
\lim_{x \to 0} \frac{x Q'(x)}{Q(x)} = \lim_{x \to 0} \frac{\sum_{n=0}^{\infty} c_n^{(1)} x^n + K^* \sum_{n=0}^{\infty} c_n^{(2)} (n + q_2) x^n + q_2}{\sum_{n=0}^{\infty} c_n^{(1)} x^n + K^* \sum_{n=0}^{\infty} c_n^{(2)} x^n + q_2}.
\]

Now \( \varepsilon = \varepsilon^- \) and \( q_2 = \varphi > 0 \), and hence

\[
\lim_{x \to 0} \frac{x Q'(x)}{Q(x)} = \frac{0}{c_0^{(1)}} = 0,
\]

since it is assumed that \( c_0^{(1)} = 1 \). Thus

\[
\lim_{T \to \infty} D(t, T) = -\frac{2 \kappa \varepsilon^-}{\sigma^2}.
\]

**The Function \( A(t, T) \)**

The ordinary differential equation and terminal condition for \( A(t, T) \) is

\[
A_t(t, T) = \beta C(t, T) + b D(t, T) - \frac{1}{2} \gamma^2 C^2(t, T)
A(T, T) = 0.
\]
Integrate and use the terminal condition:

\[ A(t, T) = -\beta \int_t^T C(s, T) \, ds + \frac{1}{2} \gamma^2 \int_t^T C^2(s, T) \, ds - b \int_t^T D(s, T) \, ds. \]

Routine integration gives

\[ \int_t^T C(s, T) \, ds = \frac{T - t - B(t, T)}{\alpha \kappa} - \frac{1}{\alpha} C(t, T) \]

and

\[ \int_t^T C^2(s, T) \, ds = -\frac{1}{2\alpha} \left( C^2(t, T) + \frac{1}{(\alpha + \kappa) \kappa} B^2(t, T) + \frac{2}{(\alpha + \kappa)} B(t, T) C(t, T) \right) \]

\[ + \frac{1}{\alpha^2 \kappa^2} (T - t) - \frac{1}{\alpha^2 \kappa} B(t, T) - \frac{1}{\alpha^2 (\alpha + \kappa)} C(t, T). \]

To evaluate \( \int_t^T D(s, T) \, ds \), we recall that

\[ D(t, T) = -\frac{2}{\sigma^2} w_t(t, T), \]

where \( w(t) = x^\varepsilon Q(x) \) and \( x = e^{-\kappa(T-t)} \). Then we get

\[ \int_t^T D(s, T) \, ds = -\frac{2}{\sigma^2} \int_t^T \frac{w_s(s)}{w(s)} \, ds \]

\[ = -\frac{2}{\sigma^2} [\log w(s)]_t^T \]

\[ = -\frac{2}{\sigma^2} \log \frac{w(T)}{w(t)} \]

\[ = -\frac{2}{\sigma^2} \log \frac{Q(1)}{x^\varepsilon Q(x)} \]

\[ = \frac{2}{\sigma^2} \log \frac{x^\varepsilon Q(x)}{Q(1)} \]

\[ = \frac{2}{\sigma^2} \log \frac{e^{-\varepsilon(T-t)} Q(e^{-\kappa(T-t)})}{Q(1)}. \]
In summary, we obtain

\[
A(t, T) = \left( \frac{\beta}{\alpha \kappa} - \frac{\gamma^2}{2\alpha^2 \kappa^2} \right) (B(t, T) - (T - t)) + \left( \frac{\beta}{\alpha} - \frac{\gamma^2}{2\alpha^2 \kappa} \right) C(t, T) \\
- \frac{1}{4\alpha} \gamma^2 \left( C^2(t, T) + \frac{1}{\kappa(\alpha + \kappa)} B^2(t, T) + \frac{2}{(\alpha + \kappa)} B(t, T) C(t, T) \right) \\
+ \frac{2b}{\sigma^2} \log \frac{e^{\varepsilon \kappa(T-t)}}{Q(e^{-\kappa(T-t)})}.
\]

Now we turn to finding the limit \( \lim_{T \to \infty} A(t, T) \), and we note that since the corresponding limits for \( B(t, T) \) and \( C(t, T) \) exist, we need to consider the limit of the function \( A^*(t, T) \) defined by

\[
A^*(t, T) = \frac{2b}{\sigma^2} \log \frac{e^{\varepsilon \kappa(T-t)}}{Q(e^{-\kappa(T-t)})} - \left( \frac{\beta}{\alpha \kappa} - \frac{\gamma^2}{2\alpha^2 \kappa^2} \right) (T - t) \\
= \frac{2b}{\sigma^2} \log e^{\varepsilon \kappa(T-t)} + \frac{2b}{\sigma^2} \log \frac{Q(1)}{Q(e^{-\kappa(T-t)})} - \left( \frac{\beta}{\alpha \kappa} - \frac{\gamma^2}{2\alpha^2 \kappa^2} \right) (T - t) \\
= \frac{2b}{\sigma^2} \log \frac{Q(1)}{Q(e^{-\kappa(T-t)})} - \left( \frac{\beta}{\alpha \kappa} - \frac{\gamma^2}{2\alpha^2 \kappa^2} \right) (T - t).
\]

Since \( Q(0) \) is well defined, we see that \( A^*(t, T) \), and hence \( A(t, T) \), tends to \(-\infty\) if

\[
\frac{\beta}{\alpha \kappa} - \frac{\gamma^2}{2\alpha^2 \kappa^2} > \frac{2b}{\sigma^2} \varepsilon \kappa,
\]

and this relation is satisfied by our assumption in (12). This assumption thus guarantees that discount bond prices tend to zero as \( T \) tends to infinity.
References


Quasi Arbitrage-Free Discount Bond Prices in the Cox, Ingersoll and Ross Model

ABSTRACT
In a stochastic short-rate model of the term structure of interest rates, the price of a discount bond with maturity $T$ is given by the risk neutral expectation of a contingent claim with unit payment at time $T$. By using the Feynman-Kac representation, discount bond prices can also be obtained as the solution to a certain partial differential equation (PDE), usually referred to as the term structure equation. Regularity conditions on the solution to the PDE ensure that there is a unique solution identical to the one obtained from calculating the risk neutral expectation. This essay considers a less regular solution to the term structure equation in the Cox, Ingersoll and Ross (CIR) model. Under additional conditions, this solution remains non-negative and less than or equal to one for all maturities and positive values of the short rate, and is therefore referred to as a “quasi arbitrage-free term structure”. Furthermore, the shape of the yield curves and forward rate curves are explored, and find that the quasi arbitrage-free term structure is much more flexible and displays more complex and realistic features than the classic CIR model does.
1 Introduction

From standard financial theory, given purely technical conditions, there exists a martingale measure $Q$ such that the price at time $t \geq 0$ of a contingent claim with payoff $X$ at $T \geq t$ is given by the expression

$$E^Q \left[ e^{-\int_t^T r_u du} X \mid \mathcal{F}_t \right].$$

(1)

This essay examines the term structure of interest rates, and the main asset under consideration is therefore the discount bond, with payoff function $X = 1$ at $T$. The price at time $t$ of a discount bond with unit payment at $T$ is denoted by $P(t, T)$. Assuming that the dynamics of the short rate under $Q$ are given by

$$dr_t = \mu(t, r_t)dt + \sigma(t, r_t)dW_t,$$

(2)

and given certain technical conditions on the functions $\mu(t, r)$ and $\sigma(t, r)$, the price at time $t$ of a discount bond with unit payment at $T$ is given by $P(t, T) = F(t, r_t; T)$, where $F(t, r; T)$ solves the so-called term structure equation

$$F_t(t, r; T) + \mu(t, r)F_r(t, r; T) + \frac{1}{2} \sigma^2(t, r)F_{rr}(t, r; T) = rF(t, r; T)$$

(3)

$$F(T, r; T) = 1.$$  

(4)

From now on, the $T$-variable in $F$ will often be omitted. A direct computation of the expectation in (1) is often difficult, and therefore the PDE (3) must be solved analytically or using numerical methods. However, without further conditions on $F$, a solution to the PDE (3) satisfying (4) is generally not unique. Thus, apart from the true arbitrage-free price given by (1), one would expect the existence of a variety of "wild" or less regular solutions. The question is whether any of these less regular solutions have some or any economic interpretation at all.

The purpose of this essay is to give an example of a solution to the term structure equation that does not correspond to the true arbitrage-free price obtained by (1), but that nevertheless shares at least some important features with an arbitrage-free bond market. In fact, in this essay the short rate is assumed to satisfy the stochastic differential equation proposed by Cox, Ingersoll, and Ross (CIR) [1], and a solution to the term structure equation is given different from the one obtained by CIR themselves. This less regular solution of the term structure equation is not compatible with an arbitrage-free bond market, and hence we may expect arbitrage opportunity to appear. Nevertheless, it possesses some important economic features, e.g., it tends to zero for $0 \leq t < T$ as $r \to \infty$. Moreover, if the short rate is positive, we will see

---

1 See e.g. Duffie [3].

2 See e.g. Fritz [4].
that with additional conditions, the less regular solution will be non-negative and less than or equal to one for all $t, T$ such that $0 \leq t < T$, and can thus be interpreted as a term structure.

The rest of this essay is organized as follows: Section 2 defines the concepts of perturbation function and quasi arbitrage-free term structure, and a quasi arbitrage-free term structure is derived for the case when the short rate follows the dynamics proposed by CIR. Section 3 presents a proposition that ensures that the quasi arbitrage-free discount bond prices are non-negative and less than or equal to one for all maturities if $r$ is positive. Various examples of the shapes of the quasi arbitrage-free term structure and forward rate curves are then given in section 4 and section 5. Section 6 summarizes and concludes.

2 Model

This section opens with the following definition:

**Definition 1** The function $\chi(t, T, r)$ is called a perturbation function if it satisfies the PDE (3), and, for all positive $r$, satisfies the additional conditions

$$
\lim_{T \to t} \chi(t, T, r) = 0 \quad (5)
$$

$$
\lim_{T \to \infty} \chi(t, T, r) = 0. \quad (6)
$$

For simplicity, the $r$-variable in $\chi$ will often be omitted.

Let $P(t, T)$ denote the arbitrage-free price of a discount bond, i.e., the solution to (3) that corresponds to (1). With this definition of the perturbation function, the function $P^*(t, T) = P(t, T) + \chi(t, T, r)$ satisfies the PDE (3) with the correct terminal condition at $T$. Furthermore, as $T$ tends to infinity or $t$, $\chi(t, T)$ by definition tends to zero. We can therefore expect $P^*(t, T)$ to be similar to the arbitrage-free term structure $P(t, T)$ for long and short maturities. Consequently, we expect the biggest differences between $P^*(t, T)$ and the arbitrage-free term structure $P(t, T)$ to appear for intermediate maturities.

A first natural question to ask, given the dynamics of the short rate in (2), is whether a function $\chi(t, T)$ exists as defined above. It cannot be assumed to exist for all (or any) dynamics of the short rate. The purpose of this essay is not to investigate under what conditions the function $\chi(t, T)$ may or may not exist, so therefore an example of where it exists is given. As an example, it assumed that the short rate under a martingale measure satisfy the stochastic differential equation

$$
dr_t = a(b - r_t)dt + \sigma \sqrt{r_t}dW_t, \quad (7)
$$

which is the short-rate process suggested by CIR [1]. The PDE (3) thus takes the form
\[ F_t(t, r) + a(b - r)F_r(t, r) + \frac{1}{2}\sigma^2 r F_{rr}(t, r) = r F(t, r). \] (8)

We then have the following lemma:

**Lemma 1** Define \( C(t, T) \) and \( D(t, T) \) by

\[
C(t, T) = \frac{2ab}{\sigma^2} \log \left( \frac{e^{\frac{a+b}{2}(T-t)}}{e^{\gamma(T-t)} - 1} \right) \]
\[
D(t, T) = \frac{2}{a + \gamma} + \frac{2\gamma}{\sigma^2 (e^{\gamma(T-t)} - 1)},
\]

where
\[
\gamma = \sqrt{a^2 + 2\sigma^2}.
\]

For given fixed \( r > 0 \), define
\[
\chi(t, T) = \alpha \exp (C(t, T) - D(t, T)r),
\]

where \( \alpha \) is a constant. Then \( \chi(t, T) \) is a perturbation function.

**Proof.** Inserting \( \chi(t, T) \) in the PDE (8), we find that \( C(t, T) \) and \( D(t, T) \) satisfy the system

\[
C_t(t, T) = abD(t, T) \]
\[
D_t(t, T) = aD(t, T) + \frac{1}{2}\sigma^2 D^2(t, T) - 1.
\] (12) (13)

It is straightforward to verify that \( C(t, T) \) and \( D(t, T) \) defined by (9)–(10) satisfy the system (12)–(13). Furthermore, it follows from Lemma 4 below that \( \chi(t, T) \) satisfies \( \lim_{T \to t} \chi(t, T) = 0 \) and \( \lim_{T \to \infty} \chi(t, T) = 0 \) for all positive \( r \).\(^3\)

The true arbitrage-free price in the CIR model is given by
\[
P(t, T) = \exp (A(t, T) - B(t, T)r),
\]

\(^3\)A complete formal solution to the system (12)–(13) is given in Appendix A.
where $A(t, T)$ and $B(t, T)$ satisfy the system

\begin{align}
A_t(t, T) &= abB(t, T) \quad (14) \\
B_t(t, T) &= aB(t, T) + \frac{1}{2} \sigma^2 B^2(t, T) - 1, \quad (15)
\end{align}

and terminal conditions $A(T, T) = B(T, T) = 0$. $A(t, T)$ and $B(t, T)$ are given by

\begin{align}
A(t, T) &= \frac{2ab}{\sigma^2} \log \left( \frac{2\gamma e^{\frac{a+b}{2}(T-t)}}{(a + \gamma)(e^{\gamma(T-t)} - 1) + 2\gamma} \right) \quad (16) \\
B(t, T) &= \frac{2(e^{\gamma(T-t)} - 1)}{(a + \gamma)(e^{\gamma(T-t)} - 1) + 2\gamma}, \quad (17)
\end{align}

where $\gamma$ is given in (11), and thus, $P^*(t, T)$ can in the CIR model be expressed as

\begin{align}
P^*(t, T) &= \exp(A(t, T) - B(t, T)r) + \alpha \exp(C(t, T) - D(t, T)r). \quad (18)
\end{align}

We now have the following practical lemmas:

**Lemma 2** The following hold.

\begin{align}
A(t, T) - C(t, T) &= \frac{2ab}{\sigma^2} \log (\gamma B(t, T)) \quad (19) \\
B(t, T) - D(t, T) &= \frac{2B_t(t, T)}{\sigma^2 B(t, T)}. \quad (20)
\end{align}

**Proof.** Relation (19) is easily verified from the definitions of $A(t, T), B(t, T)$ and $C(t, T)$. Differentiate (19) with respect to $t$ and use (12) and (14) to obtain (20). \( \blacksquare \)

**Lemma 3** The functions $A(t, T), B(t, T), C(t, T)$ and $D(t, T)$ satisfy

\begin{align}
\lim_{T \to \infty} A(t, T) &= -\infty \quad (21) \\
\lim_{T \to \infty} B(t, T) &= \frac{2}{a + \gamma} \quad (22) \\
\lim_{T \to \infty} C(t, T) &= \infty \quad (23) \\
\lim_{T \to \infty} D(t, T) &= \infty \quad (24) \\
\lim_{T \to t} A(t, T) &= -\infty \quad (25) \\
\lim_{T \to t} D(t, T) &= \frac{2}{a + \gamma} \quad (26)
\end{align}
Furthermore, we have

\[ B_T(t, T) = \frac{4\gamma e^{\gamma(T-t)}}{(a + \gamma)(e^{\gamma(T-t)} - 1) + 2\gamma} > 0, \quad 0 \leq t \leq T < \infty. \] (27)

**Proof.** An application of L'Hôpital's rule gives (21), and (22) follows directly from the definition of \( B(t, T) \). The limit in (23) follows directly from the definition of \( C(t, T) \), and using L'Hôpital's rule, we have

\[
\lim_{T \to \infty} \frac{e^{\frac{a+1}{2}(T-t)}}{e^{\gamma(T-t)} - 1} = \frac{a + \gamma}{2\gamma} \lim_{T \to \infty} \frac{e^{\frac{a+1}{2}(T-t)}}{e^{\gamma(T-t)}} = \frac{a + \gamma}{2\gamma} \lim_{T \to \infty} e^{\frac{a+1}{2}(T-t)} = 0, \quad (28)
\]

since \( \gamma > a \). Hence, (24) follows from (28), since \( \lim_{x \to 0^+} \log x = -\infty \). The limits in (25) and (26) are easily verified using the definition of \( D(t, T) \). Finally, (27) follows directly from the definition of \( B(t, T) \). ■

**Lemma 4** For any constant \( \beta > 0 \), we have

\[
\begin{align*}
\lim_{T \to t} (C(t, T) - \beta D(t, T)) &= -\infty \\
\lim_{T \to \infty} (C(t, T) - \beta D(t, T)) &= -\infty.
\end{align*} \quad (29) \quad (30)
\]

**Proof.** Proving (29), we have, using the definitions of \( C(t, T) \) and \( D(t, T) \), that

\[
\begin{align*}
\lim_{T \to t} (C(t, T) - \beta D(t, T)) &= \lim_{T \to t} \left\{ \frac{2ab}{\sigma^2} \log \left( \frac{e^{\frac{a+1}{2}(T-t)}}{e^{\gamma(T-t)} - 1} \right) - \beta \left( \frac{2}{\gamma + a} + \frac{2\gamma}{\sigma^2 (e^{\gamma(T-t)} - 1)} \right) \right\} \\
&= \lim_{T \to t} \left\{ \frac{2ab}{\sigma^2} \log \left( \frac{e^{\frac{a+1}{2}(T-t)}}{e^{\gamma(T-t)} - 1} \right) + \frac{2ab}{\sigma^2} \left( -\frac{\beta(\gamma - a)}{2ab} - \frac{\gamma\beta}{ab(e^{\gamma(T-t)} - 1)} \right) \right\} \\
&= \frac{2ab}{\sigma^2} \lim_{T \to t} \left\{ \log \left( \frac{e^{\frac{a+1}{2}(T-t)}}{e^{\gamma(T-t)} - 1} \right) + \log \exp \left( -\frac{\beta(\gamma - a)}{2ab} - \frac{\gamma\beta}{ab(e^{\gamma(T-t)} - 1)} \right) \right\} \\
&= \frac{2ab}{\sigma^2} \lim_{T \to t} \log \left( \frac{e^{\frac{a+1}{2}(T-t)}}{e^{\gamma(T-t)} - 1} \exp \left( -\frac{\beta(\gamma - a)}{2ab} - \frac{\gamma\beta}{ab(e^{\gamma(T-t)} - 1)} \right) \right) \\
&= \frac{2ab}{\sigma^2} \lim_{T \to t} \log \left( e^{\frac{a+1}{2}(T-t)} e^{-\frac{\beta(\gamma - a)}{2ab}} \right) \exp \left( -\frac{\gamma\beta}{ab(e^{\gamma(T-t)} - 1)} \right).
\end{align*}
\]
Then

\[
\lim_{T \to t} (C(t, T) - \beta D(t, T)) = \left( \frac{2ab}{\sigma^2} \log \left( e^{\frac{-\beta(t-t)}{2ab}} \right) \right) + \frac{2ab}{\sigma^2} \lim_{T \to t} \log \left( e^{\frac{\alpha t}{2}(T-t)} \right) + \frac{2ab}{\sigma^2} \lim_{T \to t} \log \left( \frac{\exp \left( \frac{-\gamma T-t}{e^{(T-t) - 1}} \right)}{e^{(T-t) - 1}} \right) \]

\[
= \frac{2ab}{\sigma^2} \log \left( e^{\frac{-\beta(t-t)}{2ab}} \right) + 0 + \frac{2ab}{\sigma^2} \lim_{T \to t} \log \left( \frac{\exp \left( \frac{-\gamma T-t}{e^{(T-t) - 1}} \right)}{e^{(T-t) - 1}} \right) .
\]

To find the last limit, write

\[
\frac{2ab}{\sigma^2} \lim_{T \to t} \log \left( \frac{\exp \left( \frac{-\gamma T-t}{e^{(T-t) - 1}} \right)}{e^{(T-t) - 1}} \right) = \frac{2ab}{\sigma^2} \lim_{x \to 0} \log \left( \frac{\exp \left( \frac{-\gamma x}{ab} \right)}{x} \right) = \frac{2ab}{\sigma^2} \lim_{y \to \infty} \log \left( y \exp \left( \frac{-\gamma y}{ab} \right) \right) .
\]

Providing \(a, b, \gamma \) and \(\beta\) are all positive, we may use the well-known limit \(\lim_{y \to \infty} y \exp \left( \frac{-\gamma y}{ab} \right) = 0\), and hence

\[
\frac{2ab}{\sigma^2} \lim_{y \to \infty} \log \left( y \exp \left( \frac{-\gamma y}{ab} \right) \right) = -\infty,
\]

since \(\lim_{x \to 0^+} \log x = -\infty\). Thus, we have shown that

\[
\lim_{T \to t} (C(t, T) - \beta D(t, T)\beta) = -\infty.
\]

Finally, relations (24) and (26) prove (30).  

3 The Term Structure

From (18) we see that the parameter \(\alpha\) determines the degree deviation from the arbitrage-free prices, since the special case \(\alpha = 0\) corresponds to the arbitrage-free CIR prices. It is also clear from (18) that \(P^*(t, T)\) becomes negative for sufficiently small \(\alpha\) (\(\alpha\) may be negative), and greater than one for sufficiently large \(\alpha\). Natural conditions to impose on \(P^*(t, T)\) are that it remains non-negative and less than or equal to one for all maturities. In other words, we will
only consider values of $\alpha$ such that for a given fixed $r > 0$, we have for all $T \geq t \geq 0$ that

$$0 \leq \exp (A(t, T) - B(t, T)r) + \alpha \exp (C(t, T) - D(t, T)r) \leq 1,$$

or, equivalently,

$$\psi(t, T) \leq \alpha \leq \varphi(t, T),$$

where

$$\psi(t, T) = \frac{\exp (A(t, T) - B(t, T)r)}{\exp (C(t, T) - D(t, T)r)},$$

$$\varphi(t, T) = \frac{1 - \exp (A(t, T) - B(t, T)r)}{\exp (C(t, T) - D(t, T)r)}.$$

It is clear that (31) holds for $\alpha = 0$, which corresponds to the arbitrage-free CIR prices, and one wonders if any $\alpha \neq 0$ may exist for which (31) holds for a given fixed $r > 0$ and all $T \geq t \geq 0$. Before this question is answered, the following results, concerning the upper bound for $\psi(t, T)$ and the lower bound for $\varphi(t, T)$, are presented:

**Proposition 1** The function $\psi(t, T)$ satisfies

$$\lim_{T \to t} \psi(t, T) = -\infty$$

$$\lim_{T \to \infty} \psi(t, T) = -\left(\frac{2\gamma}{a + \gamma}\right)^{\frac{2a^2 h}{\sigma^2}}.$$  

Furthermore, let $x$ be the number of roots to the equation

$$y^2 - \frac{2ab}{\sigma^2 r} y + \frac{2}{\sigma^2} = 0$$

in the interval $0 < y < \frac{2}{a + \gamma}$, and define

$$\psi^\infty = -\left(\frac{2\gamma}{a + \gamma}\right)^{\frac{2a^2 h}{\sigma^2}}.$$  

We then have one of the following three scenarios:

1. $x = 0$. For $T \geq t \geq 0$, we then have $\sup_T \psi(t, T) = \psi^\infty$. 

2. \( x = 1 \). For \( T \geq t \geq 0 \), we then have \( \sup_T \psi(t, T) = \psi_{\text{max}} \), where

\[ \psi_{\text{max}} = -\exp\left(\frac{2ab}{\sigma^2} (1 + \log(\gamma y^-)) - 2r \left(\frac{a}{\sigma^2} + y^-\right)\right), \tag{36} \]

and \( y^- \) is the root to (34).

3. \( x = 2 \). For \( T \geq t \geq 0 \), we then have \( \sup_T \psi(t, T) = \max[\psi_{\infty}, \psi_{\text{max}}] \), where \( \psi_{\infty} \) and \( \psi_{\text{max}} \) are defined in (35) and (36), with \( y^- \) being the smallest root to (34).

**Proof.** Proving (32), we have

\[
\lim_{T \to t} \psi(t, T) = -\lim_{T \to t} \frac{\exp(A(t, T) - B(t, T)r)}{\exp(C(t, T) - D(t, T)r)} = -\infty,
\]

since

\[
\lim_{T \to t} \exp(A(t, T) - B(t, T)r) = 1
\]

and, from (29) (with \( \beta = r > 0 \)), we have

\[
\lim_{T \to t} \exp(C(t, T) - D(t, T)r) = 0.
\]

To prove (33), we have, using (19) and (20), that

\[
\lim_{T \to \infty} \psi(t, T) = -\lim_{T \to \infty} \exp\left(\frac{2ab}{\sigma^2} \log(\gamma B(t, T)) - 2r \frac{B_t(t, T)}{B(t, T)}\right)
\]

\[
= -\exp\left(\frac{2ab}{\sigma^2} \log \frac{2\gamma}{a + \gamma}\right)
\]

\[
= -\left(\frac{2\gamma}{a + \gamma}\right)^{\frac{2ab}{\sigma^2}},
\]

where we have used (22). Moreover, we have that

\[
\psi(t, T) = -\exp\left(\frac{2ab}{\sigma^2} \log(\gamma B(t, T)) - 2r \frac{B_t(t, T)}{B(t, T)}\right),
\]

and a first order condition for local extreme values is \( \psi_T(t, T) = 0 \), giving

\[
\frac{2ab B_T(t, T)}{\sigma^2 B(t, T)} = \frac{2r}{\sigma^2} \frac{\partial}{\partial T}\left(\frac{B_t(t, T)}{B(t, T)}\right). \tag{37}
\]
Now $B(t, T)$ satisfies the ODE (15), and hence the first order condition (37) simplifies to

$$B^2(t, T) - \frac{2ab}{\sigma^2 r} B(t, T) + \frac{2}{\sigma^2} = 0. \quad (38)$$

This is a quadratic equation in the variable $B(t, T)$, with roots given by

$$B^\pm = \frac{ab}{\sigma^2 r} \pm \sqrt{\left(\frac{ab}{\sigma^2 r}\right)^2 - \frac{2}{\sigma^2}},$$

and we note that $B^\pm > 0$. Since $B(t, T)$ is non-negative and increasing in $T$, it follows from (22) that we must have $0 < B^\pm < \frac{2}{a+\gamma}$, and we note that there is only one value $T = T^\pm$ such that $B(t, T^\pm) = B^\pm$. Hence if $T^\pm$ is such that $0 < B^\pm < \frac{2}{a+\gamma}$, then $\psi(t, T)$ has a local extreme value at $T^\pm$. Now let $x$ be the number of roots to the equation $y^2 - \frac{2ab}{\sigma^2 r} y + \frac{2}{\sigma^2} = 0$ in the interval $0 < y < \frac{2}{a+\gamma}$. Then, since $\psi(t, T)$ is continuous and satisfies (32)–(33), it follows that we have one of the three possible scenarios:

1. $x = 0$. Then $\psi(t, T)$ does not have local maximum, and hence for $T \geq t \geq 0$, we have

$$\psi^\infty = \sup_T \psi(t, T) = - \left(\frac{2\gamma}{a + \gamma}\right)^{\frac{2ab}{\sigma^2}}.$$

2. $x = 1$. Then $\psi(t, T)$ has a local maximum, and this occurs at $B = B^-$, and then for $T \geq t \geq 0$, we have

$$\psi^{\max} = \sup_T \psi(t, T) = - \exp\left(\frac{2ab}{\sigma^2} \log (\gamma B^-) + \frac{2r}{\sigma^3} \left(\frac{1}{B^-} - a - \frac{1}{2} \sigma^2 B^-\right)\right) = - \exp\left(\frac{2ab}{\sigma^2} (1 + \log (\gamma B^-)) - 2r \left(\frac{a}{\sigma^2} + B^-\right)\right),$$

where we have used (15) and (38), and we note that if $x = 1$, we also have that $\sup_T \psi(t, T) = \psi^{\max} > \psi^\infty$.

3. $x = 2$. Then $\psi(t, T)$ has a local maximum at $B = B^-$, and a local minimum at $B = B^+$, and hence for $T \geq t \geq 0$, we have

$$\sup_T \psi(t, T) = \max [\psi^{\max}, \psi^\infty],$$

and the proof is complete. ■
Proposition 2 The function \( \varphi(t, T) \) satisfies
\[
\lim_{T \to t} \varphi(t, T) = \infty \tag{39}
\]
\[
\lim_{T \to \infty} \varphi(t, T) = \infty. \tag{40}
\]
Furthermore, for \( T \geq t \geq 0 \) we have \( \inf_T \varphi(t, T) = \varphi_{\min} > 0. \)

Proof. Proving (39), we first note that from (29) there exists \( t^* > t \) such that \( C(t, T) - \beta D(t, T) < 0 \) whenever \( T < t^* \). In particular, for \( \beta = \frac{r}{2} \), we thus have
\[
e^{-C(t,T)} > e^{-\frac{r}{2}D(t,T)}, \tag{41}
\]
for \( T < t^* \). Using L'Hôpital's rule, we then get
\[
\lim_{T \to t} \varphi(t, T) = \lim_{T \to t} \frac{1 - e^{A(t,T)-B(t,T)r}}{e^{C(t,T)-D(t,T)r}}
\]
\[
= -\lim_{T \to t} \frac{(A_T(t, T) - B_T(t, T)r) e^{A(t,T)-B(t,T)r}}{(C_T(t, T) - D_T(t, T)r) e^{C(t,T)-D(t,T)r}}
\]
\[
= -L_1 * L_2,
\]
where
\[
L_1 = \lim_{T \to t} (A_T(t, T) - B_T(t, T)r) e^{A(t,T)-B(t,T)r}
\]
\[
L_2 = \lim_{T \to t} e^{-C(t,T)+D(t,T)r} (C_T(t, T) - D_T(t, T)r).
\]
For the first limit, \( L_1 \), we have
\[
L_1 = \lim_{T \to t} (A_T(t, T) - B_T(t, T)r) e^{A(t,T)-B(t,T)r}
\]
\[
= -\lim_{T \to t} (abB(t, T) + B_T(t, T)r) e^{A(t,T)-B(t,T)r}
\]
\[
= -r,
\]
and for the second limit, $L_2$, we note that

$$L_2 = \lim_{T \to t} \frac{e^{-C(t,T)+D(t,T)r}}{e^{-C(t,T)+D(t,T)r - r(a\left(B(t,T) - D(t,T)r) + \frac{1}{2}a^2\sigma^2 D^2(t,T)r)}}$$

where we have used (41). Thus, from (25), it follows that

$$L_2 \geq \lim_{y \to \infty} \frac{e^{\frac{r}{2} y}}{-r + a(r - b) y + \frac{1}{2}a^2 r y^2}$$

and using L'Hôpital's rule repeatedly we obtain

$$L_2 \geq \lim_{y \to \infty} \frac{e^{\frac{r}{2} y}}{-r + a(r - b) y + \frac{1}{2}a^2 r y^2} = \frac{r}{2a(r - b) + \sigma^2 r y} = \frac{r}{4\sigma^2 y} \lim \frac{e^{\frac{r}{2} y}}{y} = \infty.$$

Hence, we have proved that

$$\lim_{T \to t} \varphi(t, T) = -L_1 \ast L_2 = \infty.$$

To prove (40), we have

$$\lim_{T \to \infty} \varphi(t, T) = \lim_{T \to \infty} \frac{1 - e^{A(t,T)-B(t,T)r}}{e^{C(t,T)-D(t,T)r}} = \infty,$$

since \( \lim_{T \to \infty} (A(t,T) - B(t,T)r) = 0 \) and \( \lim_{T \to \infty} (C(t,T) - D(t,T)r) = 0 \). Furthermore, we note that \( 1 - e^{A(t,T)-B(t,T)r} \) is positive for all $T$ except at $T = t$, where it is equal to zero. However, as $T$ tends to $t$, we have shown above that $\lim_{T \to t} \varphi(t, T) = \infty$. Then since $\varphi(t, T)$
is continuous and satisfies \( \lim_{T \to \infty} \varphi(t, T) = \infty \), it follows that \( \varphi(t, T) \) has a global minimum \( \varphi_{\text{min}} \) which is positive.

The main result in this essay is the following:

**Proposition 3** Suppose that for a given fixed \( r > 0 \) \( P^*(t, T) \) are given by

\[
P^*(t, T) = \exp(A(t, T) - B(t, T)r) + \alpha \exp(C(t, T) - D(t, T)r),
\]

where \( \alpha \) is a constant and \( A(t, T), B(t, T), C(t, T) \) and \( D(t, T) \) are given by (16),(17),(9) and (10), respectively. Then, if

\[
\sup_T \psi(t, T) < \alpha < \inf_T \varphi(t, T),
\]

where \( \sup_T \psi(t, T) \) is determined in Proposition 1, and \( \inf_T \varphi(t, T) \) is shown to be positive in Proposition 2, we have that

\[
0 \leq P^*(t, T) \leq 1, \quad 0 \leq t \leq T. \tag{42}
\]

**Proof.** This follows from the definitions of \( \psi(t, T) \) and \( \varphi(t, T) \), and from Proposition 1 and Proposition 2.

The following definition is now made:

**Definition 2** \( P^*(t, T) \) is called a **Quasi arbitrage-free term structure** if \( \alpha \) is such that \( P^*(t, T) \) satisfies (42).

We now move on to explore the shapes of the quasi arbitrage-free term structure.

### 4 Term Structure Shapes

It is generally agreed that one of the major shortcomings of one-factor models is their inability to generate flexible and realistic shapes of the yield curve. Standard models such as the models by Vasicek [5] and Cox, Ingersoll and Ross [1] display simple yield curves that are essentially increasing, decreasing or slightly humped. In sharp contrast to this, yield curves generated by the quasi arbitrage-free term structure in (18) display various realistic shapes and interesting nonlinear phenomena. From the definition of the quasi arbitrage-free bond prices in (18), we expect, as argued above, that the biggest difference between the yields generated by the quasi arbitrage-free bond prices and those generated by the arbitrage-free CIR model to appear for intermediate rates. In practice, the effect of using the quasi arbitrage-free bond prices can essentially be interpreted as introducing a hump on the otherwise simple CIR yield curve. Dependent on the magnitude and sign of \( \alpha \), this hump may be large or small, or inverted.
We define the quasi arbitrage-free yields by
\[ Y^*(t, T) = -\frac{1}{T-t} \log P^*(t, T), \]
where \( P^*(t, T) \) is defined in (18), and the following lemma shows some of their desirable properties.

**Lemma 5** The quasi arbitrage-free yields satisfy
\[
\lim_{T \to t} Y^*(t, T) = r
\]
\[
\lim_{T \to \infty} Y^*(t, T) = \frac{2ab}{a + \gamma}.
\]

**Proof.** See Appendix B. ■

**Remark 1** The limits obtained for the quasi arbitrage-free yields in Lemma 5 are thus the same as the limits for the yields in the arbitrage-free CIR model.

The parameter \( \alpha \) has been varied in Figure 1 and Figure 2. In both figures, the special case \( \alpha = 0 \) representing the simple CIR yield curve is the dash-dotted curve. We see that it is possible to generate yield curves with humps or inverted humps, for both increasing and decreasing yield curves, and that the yield curves are thus more complex, showing more realistic features. We note that a negative value for \( \alpha \) tends to introduce a hump, whereas a positive \( \alpha \) tends to create an inverted hump. This can be understood from (43), since it follows that
\[
\frac{\partial Y^*(t, T)}{\partial \alpha} = -\frac{1}{T-t} \frac{e^{C(t,T)-D(t,T)r}}{P^*(t, T)} < 0,
\]
i.e., starting from the dash-dotted CIR yield curve, a positive (negative) change in \( \alpha \) will then push the yield curve downwards (upwards). It is worth pointing out that the quasi arbitrage-free yield curves more or less coincide with the simple CIR yield curve for short-term maturities, and that the difference from the CIR yield curve first becomes visible for maturities greater than about 4 years. For long-term maturities, the yield curves converge to the same value given in (45).

The short rate has been varied in Figure 3 and Figure 4. In Figure 3, \( \alpha = 0.01 \) and in Figure 4, \( \alpha = -0.01 \). Again, we see that a negative value for \( \alpha \) tends to introduce a hump, whereas a positive \( \alpha \) tends to create an inverted hump. We also note again that the effect is most significant for intermediate maturities, and that the effect is larger the smaller the value of the short rate. It is also worth pointing out that (at least for these parameter values) the yield curves intersect each other for \( \alpha = -0.01 \).
FIGURE 1. Yield Curves for Increasing $\alpha$ (top-down)  
Yield curves for $\alpha = -0.06$ (top), $-0.04, ..., 0.04, 0.06$ (down). Parameters used: $a = 0.25$, $b = 0.08$, $\sigma^2 = 0.0008$ and $r = 7.5\%$. The dashed line represents the long-run yield of 7.95\%, and the dash-dotted curve represents the corresponding CIR yield curve ($\alpha = 0$).

FIGURE 2. Yield Curves for Increasing $\alpha$ (top-down)  
Yield curves for $\alpha = -0.06$ (top), $-0.04, ..., 0.04, 0.06$ (down). Parameters used: $a = 0.25$, $b = 0.08$, $\sigma^2 = 0.0008$ and $r = 8.5\%$. The dashed line represents the long-run yield of 7.95\%, and the dash-dotted curve represents the corresponding CIR yield curve ($\alpha = 0$).
FIGURE 3. Yield curves for Decreasing $r$ and $\alpha = 0.01$ (top-down)
Yield curves for $r = 6.5\%$ (top), 6\%, ..., 4\% and 3.5\% (down). Parameters used: $a = 0.25$, $b = 0.05$, $\sigma^2 = 0.0008$ and $\alpha = 0.01$. The dashed line represents the long-run yield of 4.97\%.

FIGURE 4. Yield Curves for Decreasing $r$ and $\alpha = -0.01$ (top-down)
Yield curves for $r = 6.5\%$ (top), 6\%, ..., 4\% and 3.5\% (down). Parameters used: $a = 0.25$, $b = 0.05$, $\sigma^2 = 0.0008$ and $\alpha = -0.01$. The dashed line represents the long-run yield of 4.97\%.
5 Forward Rates

The forward rates are defined as $f^*(t, T) = \frac{P^*(t, T)}{P^*(t, T)}$, and using the definition of $P^*(t, T)$ from (18) we obtain

$$f^*(t, T) = \frac{r + a(b - r)B(t, T) - \frac{1}{2} r \sigma^2 B^2(t, T)}{1 + \alpha e^{-A+B\xi} e^{C-Dr}} + \alpha \frac{r + a(b - r)D(t, T) - \frac{1}{2} r \sigma^2 D^2(t, T)}{1 + \alpha e^{-A+B\xi} e^{C-Dr}} e^{C-A-(D-B)r}.$$

Without any restrictions on $\alpha$, the forward rates may become negative at some point. From (43) it follows that

$$f^*(t, T) = Y^*(t, T) + (T - t) Y^*_T(t, T),$$

and thus negative forward rates may appear where the corresponding yield curve has a large negative slope.

It is easily verified that the limits for $f^*(t, T)$ are the same for those obtained by the yields in (44)–(45), i.e.,

$$\lim_{T \to t} f^*(t, T) = r$$
$$\lim_{T \to \infty} f^*(t, T) = \frac{2ab}{a + \gamma}.$$

In Figure 5 and Figure 6, the parameter $\alpha$ has been varied. In both figures, the special case $\alpha = 0$ representing the simple CIR forward rate curve is the dash-dotted curve. As was the case with the yield curves, we see that the forward rate curves can also exhibit humps or inverted humps, for both increasing and decreasing forward rate curves. We note that a negative value for $\alpha$ tends to introduce a hump, whereas a positive $\alpha$ tends to create an inverted hump. Combining (43), (46) and (47), we have

$$\frac{\partial f^*(t, T)}{\partial \alpha} = \left( r - f^*(t, T) + a(b - r)D(t, T) - \frac{1}{2} \sigma^2 r D^2(t, T) \right) \frac{e^{C(t, T)-D(t, T)r}}{P^*(t, T)},$$

so the effect on the forward rate curve from a change in $\alpha$ depends on if the forward rate is above or below its starting point ($r$), the difference between $b$ and $r$, and the factor $\frac{1}{2} \sigma^2 r D^2(t, T)$. We also note that the forward rate curves coincide with the simple CIR yield curve for short-term maturities, and that the difference from the CIR forward rate curve first becomes visible for maturities greater than about 4 years. For long-term maturities, the forward rates converge to the same value as the long-run yield.
FIGURE 5. Forward Rate Curves for Increasing $\alpha$ (top-down)
Forward rate curves for $\alpha = -0.06$ (top), $-0.04$, ..., $0.04$ and $0.06$ (down). Parameters used: $\alpha = 0.25$, $b = 0.08$, $\sigma^2 = 0.0008$, $r = 7.5\%$. The dashed line represents the long-run forward rate of $7.95\%$, and the dash-dotted curve represents the corresponding CIR forward rate curve ($\alpha = 0$).

FIGURE 6. Forward Rate Curves for Increasing $\alpha$ (top-down)
Forward rate curves for $\alpha = -0.06$ (top), $-0.04$, ..., $0.04$ and $0.06$ (down). Parameters used: $\alpha = 0.25$, $b = 0.08$, $\sigma^2 = 0.0008$ and $r = 8.5\%$. The dashed line represents the long-run forward rate of $7.95\%$, and the dash-dotted curve represents the corresponding CIR forward rate curve ($\alpha = 0$).
6 Summary and Conclusions

FIGURE 7. Forward Rate Curves for Decreasing $r$ and $\alpha = 0.01$ (top-down)
Forward rate curves for $r = 6.5\%$ (top), 6%, ..., 4% and 3.5% (down). Parameters used: $a = 0.25$, $b = 0.05$, $\sigma^2 = 0.0008$, $\alpha = 0.01$. The dashed line represents the long-run forward rate of 4.97%.

In Figure 7 and Figure 8, the short rate has been varied. In Figure 7, $\alpha = 0.01$ and in Figure 8, $\alpha = -0.01$. Again, we see that a negative value for $\alpha$ tends to introduce a hump, whereas a positive $\alpha$ tends to create an inverted hump. We also note again that the effect is most significant for intermediate maturities, and that the effect is larger the smaller the value of the short rate. It is also worth pointing out that (at least for these parameter values) the forward rate curves intersect each other.

6 Summary and Conclusions

Natural boundary conditions to impose on the solution to (8) when the short rate follows the dynamics in (7), i.e., the CIR model, are that bond prices tend to zero as $r$ tends to infinity and remain finite when $r = 0^4$. Essentially, if a solution to (8) is bounded for all $0 \leq t \leq T$ and non-negative $r$, then this is the solution obtained from (1)$^5$. These conditions are fulfilled by the CIR discount bond prices. For the quasi arbitrage-free prices, it is easily shown that they tend to zero for $0 \leq t < T$ as $r$ tends to infinity, since $B(t, T)$ is non-negative and $D(t, T)$ is strictly positive. However, it can be verified that $\lim_{T \to t} \lim_{r \to 0} P^*(t, T) = \infty$. Thus, the quasi arbitrage-free bond prices do not remain finite for $r = 0$ as $T \to t$. It is a natural economic condition that bond prices stay bounded when $r = 0$. Nevertheless, it is worth pointing out that the quasi arbitrage-free prices $P^*(t, T)$ are bounded for all positive $r$ for all $0 \leq t \leq T$. Thus, for all

$^4$See Dewynne et al. [2].
$^5$See Øksendal [6].
practical purposes, since we may always expect a positive short rate, $P^*(t,T)$ stays bounded for all $0 \leq t \leq T$.

Given that the short rate follows the stochastic differential equation in (7), then the “true” arbitrage-free discount bond prices in this model are those obtained by CIR, i.e., $P(t,T) = \exp(A(t,T) - B(t,T)r)$, where $A(t,T)$ and $B(t,T)$ are given by (16)–(17). We can therefore expect arbitrage opportunities to appear if we use any other expression for discount bond prices; in particular there will be arbitrage opportunities if we use the discount bond prices $P^*(t,T)$ given in (18). On the other hand, assuming that the short rate can only take on positive values, we can regard $P^*(t,T)$ as a term structure that has much in common with the CIR term structure, while displaying more flexible and realistic shapes. In Proposition 3, it was shown that for given fixed $r > 0$, there exist a strictly negative lower bound and a strictly positive upper bound for $\alpha$ to ensure that $0 \leq P^*(t,T) \leq 1$ for all $0 \leq t \leq T$.

Finally, it is worth pointing out that the general perturbation function in Definition 1, given by Lemma 1 in the CIR model, can be added to the price function of any derivative in the CIR model. For instance, let $c(t,T)$ denote the price of a European call option in the CIR model. Then we can define a similar quasi arbitrage-free call option price by $c^*(t,T) = c(t,T) + \alpha \chi(t,T)$, where $\chi(t,T)$ is the perturbation function in the CIR model given in Lemma 1. It then remains to be determined whether it is possible to find bounds on $\alpha$ so that option prices remain nonnegative.
Appendix A
The Functions \(C(t,T)\) and \(D(t,T)\)

The Function \(D(t,T)\)

The Ricatti equation (13) can be transformed to a second order ordinary differential equation by making the substitution

\[
D(t, T) = -\frac{2}{\sigma^2} \frac{w'(t)}{w(t)}.
\]

(49)

The ODE obtained for \(w(t)\) is then

\[
w''(t) - aw'(t) - \frac{\sigma^2}{2}w(t) = 0,
\]

with a general solution given by

\[
w(t) = K_1 e^{\frac{a+\gamma}{2}t} + K_2 e^{\frac{a-\gamma}{2}t},
\]

(50)

where \(K_1\) and \(K_2\) are arbitrary constants and \(\gamma\) is as in (11). Thus we have

\[
D(t, T) = -\frac{2}{\sigma^2} \frac{w'(t)}{w(t)} = -\frac{1}{\sigma^2} \left( \frac{(a+\gamma)e^\gamma t + (a-\gamma)\frac{K_2}{K_1}}{e^\gamma t + \frac{K_2}{K_1}} \right).
\]

Since \(\chi(t, T)\) is defined to be time-homogenous, and satisfies (5)-(6), we choose \(\frac{K_2}{K_1} = -e^\gamma T\). Then

\[
D(t, T) = -\frac{2}{\gamma + a} + \frac{2\gamma}{\sigma^2 \left( e^{\gamma(T-t)} - 1 \right)}.
\]

See Lemma 3 for the limits \(\lim_{T \to t} D(t, T)\) and \(\lim_{T \to \infty} D(t, T)\).

The Function \(C(t,T)\)

The differential equation for \(C(t,T)\) is

\[
C_t(t, T) = abD(t, T),
\]
and using (49) we obtain
\[ C_t(t, T) = -\frac{2ab}{\sigma^2} w'(t). \]

Thus
\[ C(t, T) = g(T) - \frac{2ab}{\sigma^2} \log w(t), \]

where \( g(T) \) is an arbitrary function of \( T \) and \( w(t) \) is given by (50). We get
\[
C(t, T) = g(T) - \frac{2ab}{\sigma^2} \log \left( \frac{K_1 e^{\frac{a+\gamma}{2}T} + K_2 e^{\frac{a-\gamma}{2}T}}{2} \right)
= g(T) - \frac{2ab}{\sigma^2} \log \left( K_1 \left( 1 + \frac{K_2}{K_1} e^{-\gamma t} \right) \right)
= g(T) - \frac{2ab}{\sigma^2} \log \left( e^{\frac{a+\gamma}{2}} \right) - \frac{2ab}{\sigma^2} \log \left( K_1 \left( 1 + \frac{K_2}{K_1} e^{-\gamma t} \right) \right)
= g(T) - \frac{2ab a + \gamma}{2} t - \frac{2ab}{\sigma^2} \log \left( -K_1 \left( e^{\gamma(T-t)} - 1 \right) \right),
\]

where we have used that \( \frac{K_2}{K_1} = -e^{\gamma T} \). Since we require \( C(t, T) \) to be time-homogeneous, we choose \( g(T) = \frac{2ab}{\sigma^2} \frac{a+\gamma}{2} T \). Then,
\[
C(t, T) = \frac{2ab}{\sigma^2} \frac{a + \gamma}{2} (T - t) - \frac{2ab}{\sigma^2} \log \left( -K_1 \left( e^{\gamma(T-t)} - 1 \right) \right)
= \frac{2ab}{\sigma^2} \log \left( -K_1 \frac{e^{\frac{a+\gamma}{2} (T-t)}}{e^{\gamma(T-t)} - 1} \right),
\]

and we note that \( K_1 \) must be some arbitrary negative constant. Without loss of generality, we may assume that \( K_1 = -1 \). This constant will be absorbed in \( a \). Thus we obtain
\[
C(t, T) = \frac{2ab}{\sigma^2} \log \left( \frac{e^{\frac{a+\gamma}{2} (T-t)}}{e^{\gamma(T-t)} - 1} \right).
\]

See Lemma 3 for the limits \( \lim_{T \to t} C(t, T) \) and \( \lim_{T \to \infty} C(t, T) \).
Appendix B
Proof of Lemma 5

Throughout the proof, it is assumed that \( r > 0 \). Using L'Hôpital's rule, we have for \( \tau = \infty \) or \( \tau = t \) that

\[
\lim_{T \to \tau} Y^*(t, T) = -\lim_{T \to \tau} \frac{1}{T - t} \log P^*(t, T)
\]

\[
= -\lim_{T \to \tau} \frac{P^*_T(t, T)}{P^*(t, T)}
\]

\[
= -\lim_{T \to \tau} \frac{A_T(t, T) - B_T(t, T)r}{e^{A - Br} + \alpha (C_T(t, T) - D_T(t, T)r)} e^{C - Dr}
\]

\[
= \lim_{T \to \tau} \frac{abB(t, T) + BT(t, T)r}{1 + \alpha e^{C - Dr} e^{-A + Br}} + \alpha \lim_{T \to \tau} \frac{abD(t, T) + DT(t, T)r}{e^{A - Br} + \alpha e^{C - Dr}} e^{C - Dr}. \tag{51}
\]

For \( \tau = t \), the first limit in (51) is given by

\[
\lim_{T \to t} \frac{abB(t, T) + BT(t, T)r}{1 + \alpha e^{C - Dr} e^{-A + Br}} = r, \tag{52}
\]

where we have used (22) and (29). Rewriting the second limit in (51) as

\[
\lim_{T \to t} \frac{abD(t, T) + DT(t, T)r}{e^{A - Br} + \alpha e^{C - Dr}} e^{C - Dr} = L_1 L_2 L_3,
\]

where

\[
L_1 = \lim_{T \to t} \frac{1}{e^{A - Br} + \alpha e^{C - Dr}}
\]

\[
L_2 = \lim_{T \to t} e^{C - Dr} \tag{52}
\]

\[
L_3 = \lim_{T \to t} (abD(t, T) + DT(t, T)r) e^{-D \frac{y}{2}}.
\]

Using (29), and the definitions of \( A(t, T) \) and \( B(t, T) \), we have \( L_1 = 1 \) and \( L_2 = 0 \). Finally, using (13) and (25), we obtain

\[
L_3 = \lim_{T \to t} (abD(t, T) + DT(t, T)r) e^{-D \frac{y}{2}}
\]

\[
= \lim_{T \to t} \left( abD(t, T) + \left( 1 - aD(t, T) - \frac{1}{2} \sigma^2 D^2(t, T) \right) r \right) e^{-D \frac{y}{2}}
\]

\[
= \lim_{y \to \infty} \left( r + a(b - r) y - \frac{1}{2} \sigma^2 y^2 \right) e^{-y \frac{y}{2}}
\]

\[
= 0,
\]
and thus the second limit in (51) is

$$\lim_{T \to t} \frac{abD(t, T) + D_T(t, T)r}{e^{A-Br} + \alpha e^{C-Dr}} e^{C-Dr} = 0.$$  \hspace{1cm} (53)

Hence, (52) and (53) prove (44).

For $\tau = \infty$, we have for the first and second limit in (51) that

$$\lim_{T \to \infty} \frac{abB(t, T) + B_T(t, T)r}{1 + \alpha e^{C-A} e^{(B-D)r}} = \frac{2ab}{a+\gamma} \left( \frac{1}{1 + \alpha \left( \frac{2\gamma}{a+\gamma} \right)^{-\frac{2ab}{\sigma^2}}} \right),$$

and

$$\lim_{T \to \infty} \frac{abD(t, T) + D_T(t, T)r}{e^{A-C-(B-D)r} + \alpha} = \frac{2ab}{a+\gamma} \left( \frac{1}{\left( \frac{2\gamma}{a+\gamma} \right)^{\frac{2ab}{\sigma^2}} + \alpha} \right),$$

respectively, where we have used (22), (19), (20), and (25). Thus,

$$\lim_{T \to \infty} Y^*(t, T) = \frac{2ab}{a+\gamma} \left( \frac{1}{1 + \alpha \left( \frac{2\gamma}{a+\gamma} \right)^{-\frac{2ab}{\sigma^2}}} + \frac{\alpha}{\left( \frac{2\gamma}{a+\gamma} \right)^{\frac{2ab}{\sigma^2}} + \alpha} \right)$$

$$= \frac{2ab}{a+\gamma},$$

which then proves (45).
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