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Preface

This writing business. Pencils and what-not.
Over-rated, if you ask me. Silly stuff. Nothing in it.

Eeyore

In the early hours of a cold January morning in 1988 the angry signals from a phone caught my drowsy attention. Not entirely sure of my position in space I orbited my arm in the direction of the noise, brought the phone to the vicinity of my head and grunted a seven a.m. hello. From the other end of the line the enthusiastic voice of Peter Englund poured strange words and phrases into my confused head. I distinctly remember things like: "... prosearch reject ... coimplication ... serious analysis ..." and even greater complexities which I still don’t know how to pronounce or how to spell for that matter. To end the phone call as quickly as possible I said I was interested and hung up.1

Six months later I left Minneapolis for Stockholm and began to work on time series models with cointegration restrictions. At the time, my experience in this field was limited to having been present at workshops in Helsingør, Denmark, and Minneapolis, Minnesota, where people like Clive Granger, David Hendry and Christopher Sims talked about some of its basic ideas, implications and shortcomings. Nevertheless, had it not been for my collaboration with Peter Englund, Erik Mellander and Anders Vredin this thesis would undoubtedly have another title and deal with something completely different.

In the course of time I have also benefitted greatly from advice, discussions and correspondence with Michael Bergman, Nils Gottfries, Niels Haldrup, Tor Jacobson, Søren Johansen, Karl Jungenfelt, Katarina Juselius, Sune Karlsson, Helmut Lütkepohl, Lars-Erik Öller, Aris Protopapadakis, Avi Simhony and Karl Wärneryd. I am especially grateful to my thesis adviser, Staffan Viotti (Y80), my computer consultant, Ossian Ekdahl, my high school teacher Hans Ekroth for getting me interested in economics, my versatile tutor, the late Fred Wilson, and my brother-in-arms and applied game theory expert, Dave Christian. I am also grateful to the staff, researchers and fellow students at the Department of Economics, University of Minnesota, Minneapolis, the Department of Financial Economics, Stockholm School of Economics, and FIEF, Stockholm. A very special thanks to the weekend crew: Catharina Lagerstam, Kerstin Lindskog and Tomas Vaclavinek.

---

1In a popular Soviet joke, Comrade Leader and Comrade General are reviewing the forces of the May Day parade in Red Square. At the end of the parade, behind the last missile, walk two men. "And who are those two?" asks Comrade Leader. "Ah," replies Comrade General, "they are economists." "Why are they in the parade?" asks Comrade Leader. "Well," Comrade General replies jubilantly, "nothing equals the destructive power of two economists."
For inspiration I wish to thank M. Camilo, Brita and Oskar, Sergei P., Scott H., Reynolds and Camels, Charlie P., Droopy, M. Roberts, Grandma's, B. Berg and M. Stern, G. Vladimov, Zdena T., Chick C., B. Fields, B. Adder, Miles D., M. Groening, Big G., Double R., B. Breathed, C. Hunter, H. and A. Selmer, J. Patitucci, Opus, Wolfgang M., D. Weckl, Rosie O'Grady's, R.L. Jones, Maurice R., A. Gaudi, Te Mutunga – Ranei Te Take, G. Larson, Antonin D., Kirby P., D. Malouf, C. Kent, Sebastian B., K. Hulme, F. Gambale for legato licks, J.M. Coetzee, L. George and L. Feat, Snell A., Milan K., ther Pooh, John C., Basil F., E. Marienthal, S. Dan, A. Ghosh, Reb's, Jaroslav H., all the Goede's in the world, Michael and Randy B., Nols P., Mutts G., Larry L., etc. Finally, I owe it all to my family: from Greenpeace supporters to missile design engineers, from up and coming journalists to elementary philosophers, from Birdlovers to Mother of punk, from rockin' horse cousins to furry woodpeckers, Yanks, Brits, Dasswedanyans, Scots, ex-Aussies and the lot – in one way or another you are all to blame; to Scotty for Warp II, an occasional Warp III, and a rare imitation of Hal (whenever the Klingons invade my programs); to TpX for typesetting; and to Alyoshie for getting things done.

Financial support from Jan Wallanders Research Foundation, the Royal Academy of Sciences (Karl Langenskiölds Foundation), the Stockholm School of Economics (Louis Fraenckels Foundation), Humanistisk–Samhällsvetenskapliga Forskningsrådet and Bankforskningsinstitutet is gratefully acknowledged.

Stockholm, October 1990,

Anders Warne
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Chapter 1

Vector Autoregressions and Cointegration

1.1 Some Useful Definitions

Vector autoregressive models have primarily been applied to economic data for three purposes:

(i) to forecast macroeconomic indicators (see, e.g., Doan, Litterman and Sims [21], and Litterman [55]),

(ii) to study the sources and characteristics of economic fluctuations (see, e.g., Cooley and LeRoy [17], Keating [50], and Sims [90,91]), and

(iii) to test economic theories which specify relationships between the present and the expected future realisations of a set of variables (see, e.g., Baillie [4], and Sargent [81]).

In the following three chapters I shall consider the latter two areas. Specifically, I will analyse vector autoregressions with cointegration constraints (cf. Engle and Granger [26], and Granger and Weiss [34]).

The basic idea of cointegration is very simple: although a vector time series may have the property that each individual series is nonstationary certain linear combinations of such processes can be stationary. For example, aggregate income and consumption are generally not well modelled as wide sense stationary. However, the permanent income hypothesis may suggest that these two series do not drift too far apart (see, e.g., Campbell [13] and Stock and Watson [96]).

From a practical point of view there are several reasons why cointegration is of interest. In relation to (ii) above, cointegrating or steady state relationships can be used to identify stochastic trends in the data. Innovations to such trends may or may not be an important factor for describing short run fluctuations in macroeconomic variables such as output, the price level, investments, etc. In other words, cointegration provides a tool for modelling nonstationarity by imposing steady state or long run equilibrium relationships on the variables. Furthermore, the standard distribution theory for hypothesis testing in a time series framework relies on the assumption that data are stationary. If this assumption is not satisfied then inference will generally be based on the wrong limiting distributions (see,
e.g., Sims, Stock and Watson [92]). In this case, possible cointegrating relationships can often be derived from the economic hypothesis. Once we have conditioned the econometric or time series model on these restrictions we may be back in a setting where standard asymptotic theory is applicable. For example, the market efficiency hypothesis of exchange rates states that the expected one period ahead spot exchange rate is equal to the current one period forward rate. If exchange rates are nonstationary in levels and stationary in changes the market efficiency hypothesis suggests that the spread between the forward and spot exchange rates is stationary.

To be more precise about the notion of cointegration, let \( \{x_t\}_{t=1}^{\infty} \) be an \( n \) dimensional real valued stochastic process generated according to the vector autoregression:

\[
x_t = \rho + \sum_{k=1}^{p} A_k x_{t-k} + \varepsilon_t, \tag{1.1}
\]

where \( \{x_0, \ldots, x_{1-p}\} \) are \( np \) (deterministic) initial conditions, \( \varepsilon_t \) is purely nondeterministic and serially uncorrelated with mean zero and positive definite covariance matrix \( \Sigma \), and with \( \varepsilon_s = 0 \) for all \( s \leq 0 \). Also, let \( E[x_t] = \mu_t \) and \( \tilde{x}_t := x_t - \mu_t \) for all \( t \geq 1 \), where := denotes a definition.

**Definition 1.1** A vector time series \( \{x_t\}_{t=1}^{\infty} \) is said to be jointly wide sense stationary if

(i) \( \mu_t = \mu \), and
(ii) \( E[(x_t - \mu)(x_{t-k} - \mu)'] = \Gamma_k \) for all \( t \) and \( k \).

To avoid ambiguities below consider also the following:

**Definition 1.2** A vector time series \( \{x_t\}_{t=1}^{\infty} \) is said to be jointly covariance or second moment stationary if \( \{\tilde{x}_t\}_{t=1}^{\infty} \) is jointly wide sense stationary.

It should be noted that if \( x_t \) is generated according to

\[
x_t = \delta t + \varepsilon_t, \tag{1.2}
\]

then \( \{x_t\}_{t=1}^{\infty} \) is jointly covariance but not jointly wide sense stationary. Furthermore, subtracting \( x_{t-1} \) from both sides of equation (1.2) we find that

\[
x_t - x_{t-1} = \delta + \varepsilon_t - \varepsilon_{t-1}. \tag{1.3}
\]

Accordingly, \( \{(x_t - x_{t-1})\}_{t=1}^{\infty} \) is jointly wide sense stationary. In fact, this exemplifies why the following definition of integration is relevant:

**Definition 1.3** If \( \{x_t\}_{t=1}^{\infty} \) is not second moment stationary but \( \{(x_t - x_{t-1})\}_{t=1}^{\infty} \) is jointly wide sense stationary, then \( \{x_t\}_{t=1}^{\infty} \) is said to be integrated of order 1.

Thus, if the stochastic process \( \{x_t\}_{t=1}^{\infty} \) is jointly covariance stationary it cannot be integrated of order one (and vice versa) although \( \{x_t\}_{t=1}^{\infty} \) in (1.2) is not wide sense stationary while \( \{(x_t - x_{t-1})\}_{t=1}^{\infty} \) is. This motivates the condition that \( \{x_t\}_{t=1}^{\infty} \) should not be second moment stationary in Definition 1.3. It can also be noted that if the sequence \( \{x_t\}_{t=1}^{\infty} \) is jointly wide sense stationary it will also refer to it as being integrated of order zero.

**Definition 1.4** If \( \{x_t\}_{t=1}^{\infty} \) is integrated of order 1 and for some \( \alpha \in \mathbb{R}^{n \times r} \) with \( \text{rank}[\alpha] = r < n \) the \( r \) dimensional stochastic process \( \{z_t\}_{t=1}^{\infty}, z_t := \alpha'x_t, \) is jointly wide sense stationary, then \( \{x_t\}_{t=1}^{\infty} \) is said to be cointegrated of order \((1,1)\) with \( r \) cointegration vectors.
The terminology here follows that in Engle and Granger [26] although Definition 1.4 differs slightly from their definition of cointegrated processes of order (1,1). In fact, the above definition is more general than Engle and Granger’s since it allows some elements of \(X_t\) to be wide sense stationary while Engle and Granger require all elements to be integrated of order one. From a practical perspective Definition 1.4 is preferable since we may be interested in studying a system where we wish to model some variables (e.g., unemployment) as wide sense stationary and others as integrated of order one (e.g., real output). Note that the first 1 in the order term refers to \(\{x_t\}_{t=1}^\infty\) being integrated of order 1, while the second 1 is obtained from \(\{z_t\}_{t=1}^\infty\) being integrated of order 1 – 1 = 0, i.e., the cointegration vectors decrease the order of integration by one.

For the stochastic process described in (1.2) there exists an \(n \times (n-1)\) matrix \(\alpha\) with rank \((n-1)\) such that \(\alpha \delta = 0\), i.e., \(\{\alpha'x_t\}_{t=1}^\infty\) is jointly wide sense stationary. However, since \(\{x_t\}_{t=1}^\infty\) is not integrated of order one it follows that this stochastic process is not cointegrated of order \((1,1)\) with \((n-1)\) cointegration vectors. Furthermore, this model cannot be written in the form of equation (1.1).

To illustrate what is implied by these definitions, suppose the stochastic process generated by (1.1) is two dimensional with \(x_0 = 0\) and

\[
\begin{align*}
x_{1,t} & = x_{1,t-1} + \varepsilon_{1,t}, \\
x_{2,t} & = x_{1,t-1} + \varepsilon_{2,t}.
\end{align*}
\]

Solving the first equation we find that

\[
x_{1,t} = \sum_{s=1}^{t} \varepsilon_{1,s},
\]

and substituting this into the second equation of (1.4) for \(x_{1,t-1}\) we obtain

\[
x_{2,t} = \sum_{s=1}^{t-1} \varepsilon_{1,s} + \varepsilon_{2,t}.
\]

The two dimensional vector time series \(\{x_t\}_{t=1}^\infty\) is integrated of order one. To show this, it can first be seen that \(E[x_t] = 0\) while the contemporaneous covariance matrix of \(x_t\) is given by

\[
E[x_t x_t'] = \begin{bmatrix} t\sigma_{11} & (t-1)\sigma_{11} + \sigma_{12} \\ (t-1)\sigma_{11} + \sigma_{12} & (t-1)\sigma_{11} + \sigma_{22} \end{bmatrix},
\]

where \(\sigma_{ij}\) is the \((i,j)\):th element of \(\Sigma\).\(^1\) Hence, second moments of \(x_t\) are functions of \(t\) and \(\{x_t\}_{t=1}^\infty\) is thus not covariance stationary in levels. The first difference or change of \(x_t\) is

\[
\begin{align*}
x_{1,t} - x_{1,t-1} & = \varepsilon_{1,t}, \\
x_{2,t} - x_{2,t-1} & = \varepsilon_{2,t} + \varepsilon_{1,t-1} - \varepsilon_{2,t-1}.
\end{align*}
\]

The contemporaneous covariance matrix of \((x_t - x_{t-1})\) is equal to

\[
E[(x_t - x_{t-1})(x_t - x_{t-1})'] = \begin{bmatrix} \sigma_{11} & \sigma_{12} \\ \sigma_{12} & \sigma_{11} + 2(\sigma_{22} - \sigma_{12}) \end{bmatrix}.
\]

\(^1\)It can be noted that \(\lim_{t \to \infty} E[t^{-1}x_t x_t']\) converges to a singular matrix with \(\sigma_{11}\) in each of its elements. From equations (1.5)-(1.6) it can be seen that \(x_t\) has one common stochastic trend. It is precisely the variance of this trend that dominates the uncertainty of \(x_t\).
Neither this matrix nor the autocovariance matrices $E[(x_t - x_{t-1})(x_s - x_{s-1})']$ are functions of $t$ or $s$. Accordingly, $\{x_t\}_1^\infty$ is jointly wide sense stationary in first differences.

Furthermore, $x_t$ has one cointegration vector which can be described by $\alpha' = [1 \ -1]$ so that

$$z_{1,t} := x_{1,t} - x_{2,t} = \varepsilon_{1,t} - \varepsilon_{2,t},$$  \hspace{1cm} (1.8)

is wide sense stationary since its mean is constant, $E[z_{1,t}^2] = \sigma_{11} + \sigma_{22} - 2\sigma_{12}$, whereas $E[z_{1,t}z_{1,s}] = 0$ for all $s \neq t$, i.e., $\{z_{1,t}\}_1^\infty$ is a white noise process.

Looking at these equations it can be seen that if we suppose the parameters are unknown, then only the system in (1.4) is easily estimated. The other two systems, i.e., (1.5)-(1.6) and (1.7), involve serially correlated residuals. I shall refer to the former system as a stochastic trends (or reduced form common trends) representation, and to the latter as a vector moving average representation. Note, however, that if (1.4) is estimated the fact that $z_{1,t}$ in (1.8) is wide sense stationary will not be taken into account in finite samples (see, e.g., Engle and Yoo [28]). If $\alpha$ is known, we may instead consider the following two representations

$$x_{1,t} - x_{1,t-1} = \varepsilon_{1,t},$$
$$x_{2,t} - x_{2,t-1} = z_{1,t-1} + \varepsilon_{2,t},$$  \hspace{1cm} (1.9)

and

$$x_{1,t} - x_{1,t-1} = \varepsilon_{1,t},$$
$$z_{1,t} = \varepsilon_{1,t} - \varepsilon_{2,t}.$$  \hspace{1cm} (1.10)

The first system is called a vector error correction representation since the changes in $x$ at time $t$ reacts to a steady state error $(x_1 - x_2)$ at time $t-1$. The second system is called a restricted vector autoregression as it is expressed in vector autoregressive form but is conditioned on the given cointegration relationship. Both these representations of (1.4) take the assumed form of nonstationarity into account and are easy to estimate since the unobserved variables are serially uncorrelated.

It should be emphasized that if $\{x_t\}_1^\infty$ is cointegrated of order (1,1) with $r$ cointegration vectors, then all elements of this stochastic process need not be nonstationary. To illustrate this, consider the following unrestricted vector autoregression:

$$x_{1,t} = x_{1,t-1} + \varepsilon_{1,t},$$
$$x_{2,t} = x_{1,t-1} + \varepsilon_{2,t},$$
$$x_{3,t} = x_{1,t-1} - x_{2,t-1} + \varepsilon_{3,t}.$$  \hspace{1cm} (1.11)

The first two equations correspond to the earlier system (cf. equation (1.4)). The third equation specifies that $x_{3,t}$ is equal to the difference between $x_1$ and $x_2$ at $t - 1$ plus a white noise residual. In terms of a restricted vector autoregression the system in (1.11) can be written as

$$x_{1,t} - x_{1,t-1} = \varepsilon_{1,t},$$
$$z_{1,t} = \varepsilon_{1,t} - \varepsilon_{2,t},$$
$$z_{2,t} = z_{1,t-1} + \varepsilon_{3,t}.$$  \hspace{1cm} (1.12)
Consequently, there are now two cointegration vectors which can be described by the matrix

\[ \alpha' = \begin{bmatrix} 1 & -1 & 0 \\ 0 & 0 & 1 \end{bmatrix}. \]

For this case there are two series, \( \{x_{1,t}\}_{t=1}^{\infty} \) and \( \{x_{2,t}\}_{t=1}^{\infty} \), which are integrated of order one, and one series, \( \{x_{3,t}\}_{t=1}^{\infty} \), which is integrated of order zero. As a system, however, we find that \( \{x_{t}\}_{t=1}^{\infty} \) is cointegrated of order (1,1) with two cointegration vectors and is therefore nonstationary in levels.

In the theoretical and empirical analyses of financial and macroeconomic time series below I shall concentrate on the restricted vector autoregression. There are at least two reasons for this. First, it is autoregressive and standard theory on \( s \) steps ahead forecasts ("rational expectations"), estimators, asymptotic properties, multivariate tests, etc., can thus be applied. Second, the cointegration and common trends literature is mainly concerned with the vector error correction representation. Hence, its pros and cons are already fairly well known.

### 1.2 A Summary of the Thesis

In Chapter 2 necessary and sufficient conditions for the existence of a restricted vector autoregression are given. Furthermore, it is shown how we can estimate a common trends model from a restricted vector autoregression when the \( n \) dimensional vector time series \( \{x_{t}\}_{t=1}^{\infty} \) is cointegrated of order (1,1) with \( r \) cointegration vectors. Identification of \( k = n - r \) permanent and \( r \) transitory innovations for estimating impulse response functions and forecast error variance decompositions is analysed in detail. Analytical expressions of the asymptotic distributions for estimates of these functions are derived for the case when \( \alpha \) and an upper bound for \( p \), the lag order, are known. Here, the property that the sum of a forecast error variance decomposition is one is explicitly taken into account. This has, to my knowledge, not been dealt with previously in the literature. The chapter is based on a paper by myself with the title "Estimating and Analysing the Dynamic Properties of a Common Trends Model".

Chapter 3 is concerned with an illustration of how the theoretical results in Chapter 2 can be used to analyse macroeconomic fluctuations in small open economies. The data I use is annual from Sweden (1871–1986) and Finland (1866–1985). It should be emphasized that it is not my intention here to argue that a common trends model is well suited for analysing these particular samples. Instead the motivation for the exercises in this chapter is to make the rather technical material in Chapter 2 more accessible to economists who are mainly interested in empirical analysis of macroeconomic data. For each economy I identify three common stochastic trends in a vector of six variables containing terms of trade, the price level, the money stock, real output, real investments, and real consumption. The cointegration vectors are derived from a steady state solution to a small open economy real business cycle model and the trends are interpreted as a

---

2 See, e.g., Johansen [44, Theorem 4.1] for conditions under which \( \{x_{t}\}_{t=1}^{\infty} \) in (1.1) is cointegrated of order (1,1) with \( r \) cointegration vectors.

3 It may also be added that a vector autoregression, in my opinion, has a more beautiful mathematical composition than a vector error correction model.
foreign, a real domestic, and a nominal domestic trend. Shocks to these trends are then examined via impulse response functions and forecast error variance decompositions. The chapter is based on a joint paper with Erik Mellander, the Industrial Institute for Economic and Social Research (IUI), and Anders Vredin, Trade Union Institute for Economic Research (FIEF), with the title “Stochastic Trends and Economic Fluctuations in Small Open Economies: The Cases of Finland and Sweden”.

Finally, in Chapter 4 I analyse the connections between a rational expectations model of the term structure of interest rates and a vector autoregressive data generating model. For nonexplosive time series it is shown that the long term yield series Granger-causes the short term yield when data are consistent with the economic model. Furthermore, the term structure model generally implies that jointly wide sense stationary interest rates are nearly cointegrated. A simple likelihood ratio test is proposed to examine cointegration and economic theory jointly. From bootstrap and \( \chi^2 \) based inference on Swedish data on 1-month Treasury bills and 5-year Treasury bonds (1983:11–1989:12) it is found that possible nonstationarity probably does not need to be accounted for when testing the term structure model, and that the \( \chi^2 \) distribution performs well in relation to the bootstrap distributions as estimates of the small sample uncertainty. The chapter is based on joint work (same title) with Ossian Ekdahl at the Department of Financial Economics, Stockholm School of Economics. Naturally, my co-authors are not responsible for any errors, obscurities or views expressed here. That burden is carried by me alone.

All numerical calculations in Chapters 3 and 4 have been performed by RATS, version 3.01. Interactive programs for all computations except the Johansen likelihood ratio tests have been written by myself and are available on request. Programs for performing the Johansen tests have been written by Søren Johansen, Katarina Juselius and Henrik Hansen at the University of Copenhagen.
Chapter 2

A Common Trends Model: Representation, Estimation and Asymptotic Properties

2.1 Introduction

In many models on macroeconomic fluctuations the dichotomy between growth and cycles has played an important role. Traditionally, growth has often been treated as deterministic in studies on business cycles (cf. King, Plosser and Rebelo [51]). In contrast, stochastic growth models, such as the real business cycle models considered by, i.a., King, Plosser and Rebelo [52], and King, Plosser, Stock and Watson [53], allow shocks to growth to influence the short run fluctuations.

A common feature of stochastic growth models is that the number of growth disturbances is rather low relative to the number of variables. The prevailing view in the theoretical literature seems to be that macroeconomic fluctuations arise from shocks to fundamental variables such as economic policy, preferences, and technology. These shocks are then propagated through the economy and result in systematic patterns of persistence and comovements among macroeconomic aggregates. Consequently, it should be of interest to analyse a simple time series model which makes it possible to examine connections between growth related shocks and transient fluctuations. Such a model will then by necessity incorporate stochastic rather than deterministic trends. Furthermore, to consider the notion of a few important growth disturbances, there will in general be fewer stochastic trends than time series.

In papers by King, Plosser, Stock, and Watson [53] and Stock and Watson [95], the connection between cointegration and common stochastic trends was first examined in some detail. The basic idea is that there is a reduced number of linear stochastic trends feeding the system. This implies that there exists certain linear combinations of the (log) levels series which ensure that the trends average out, i.e., the residuals from the linear combinations are wide sense stationary stochastic processes. King, Plosser, Stock, and Watson investigate a common trends model on five U.S. macroeconomic time series (output, consumption, investments, the price level, and the money stock) and model growth by two stochastic trends, a nominal and a real trend. With five time series and two trends, common sense (or algebra) suggests that we can construct three independent vec-
tors which eliminate the trends, i.e., there are three cointegrating vectors which describe a steady state in such a system. A shortcoming of their paper is that the description of the estimation and computation strategy they make use of is somewhat limited. For example, an inversion algorithm needed to obtain estimates of, e.g., impulse response functions and forecast error variance decompositions is only mentioned. Furthermore, asymptotic properties of these functions are not considered.

A purpose of this chapter is to mathematically establish how one may estimate the parameters in a common stochastic trends model when the time series of interest are cointegrated of order (1,1). Furthermore, I shall show how one may perform dynamic analysis within this framework when the innovations to the system are either permanent or transitory, i.e., when the responses in at least one variable to an innovation are or are not persistent. In particular, the calculation of impulse response functions and forecast error variance decompositions will be looked into in some detail. Finally, I shall derive asymptotic distributions of estimates of these functions in the present setting. Here, the theory is based on Baillie [5,6], Lütkepohl [58,59,60], Lütkepohl and Poskitt [61], Lütkepohl and Reimers [62], and Schmidt [82,83], although the particular innovations I examine complicate the analysis somewhat. Furthermore, the fact that the sum of an s steps ahead forecast error variance decomposition is equal to one will be taken into account. To my knowledge, this has not been dealt with before.

The chapter is organized as follows. In section 2.2, I discuss some representations which are equivalent for cointegrated time series. There it is shown that a restricted vector autoregressive representation for cointegrated time series exists under familiar circumstances. Since this representation is invertible, it is well suited for calculating all other parameters of interest (see also Warne [98]). Section 2.3 is concerned with the moving average parameters and identification of permanent and transitory innovations. In section 2.4, I analyse the asymptotic properties of impulse response functions and forecast error variance decompositions under the assumptions that the cointegrating vectors are known and the lag order has a known upper bound. Section 2.5 summarizes the main results in the chapter. An illustration of the theory is discussed in Chapter 3.

2.2 Estimation of a Common Trends Model

Linear time series models which are conditioned on cointegrating restrictions are generally specified in terms of variables which can be observed and a purely nondeterministic and serially uncorrelated error. Accordingly, they can be estimated with standard tools. In contrast, a common trends model consists of a vector of trends and a vector of stationary variables, where neither component can be observed as an individual factor. Without loss of generality, let \( \{x_t\}_{t=1}^{\infty} \) be a vector time series such that

\[
x_t = x_t^p + x_t^s.
\]

Here, \( x_t^p \) represents a vector of trends of \( x_t \), while \( x_t^s \) is a stationary residual. To estimate such a time series model it is therefore necessary to model the structure of either component and thereby identify both.
In King, Plosser, Stock and Watson [53] and Stock and Watson [95] it is shown that there is a simple duality between the concepts of cointegration and common trends. In particular, the cointegrating restrictions determine the number of independent trends and how a vector of observed variables is related to all the independent trends. That is, if \( \alpha \) is a vector of cointegrating restrictions, then \( \alpha' x_t = \alpha' x_t^* \) to be stationary. These restrictions, however, generally neither specify nor suggest whether a certain trend is related to, e.g., technology shocks or economic policy. To be able to make such interpretations it is necessary to consider further identifying assumptions. In this section I shall devote the first part to the mathematical structure of cointegrated time series and the second part to estimation and identification of the common trends parameters. As an illustration, the third part contains an example of a three dimensional system for output, the price level, and the money stock.

2.2.1 A Mathematical Structure for Cointegrated Time Series

From Granger's Representation Theorem (cf. Engle and Granger [26], Hylleberg and Mizon [42], Johansen [44,45,46], and Warne [98]) we know that the following vector moving average model may be rewritten in various forms (representations) for an \( n \) dimensional real valued vector time series \( \{x_t\}_{t=1}^{\infty} \) which is cointegrated of order \((1,1)\) with cointegrating rank \( r < n \):

\[
\Delta x_t = \delta + C(L)\varepsilon_t. \quad (2.1)
\]

Here, \( L \) is the lag operator, i.e., \( L^k x_t = x_{t-k} \) for any integer \( k \), \( \Delta := 1 - L \) is the first difference operator, the \( n \times n \) matrix polynomial \( C(\lambda) := I_n + \sum_{j=1}^{\infty} C_j \lambda^j \) is finite for all \( \lambda \) on or inside the unit circle, \( I_n \) is the \( n \times n \) identity matrix, \( \delta = C(1) \rho \) is the mean for \( \Delta x_t \), \( \text{rank}[C(1)] = n - r \), and the \( n \) dimensional random variable \( \varepsilon_t \) is purely nondeterministic and serially uncorrelated with mean zero and positive definite covariance matrix \( \Sigma \). Hence, cointegration implies, among other things, that \( C(1) \) has reduced rank so that \( C(\lambda) \) cannot be inverted with standard techniques.

From the above references, however, we find that the vector moving average representation in equation (2.1) is a solution to the following unrestricted vector autoregressive system:

\[
A(L)x_t = \rho + \varepsilon_t, \quad (2.2)
\]

where \( A(\lambda) = I_n - \sum_{k=1}^{\infty} A_k \lambda^k \), \( \text{rank}[A(1)] = r \), \( A(1) = \gamma \alpha' \), \( A(\lambda)C(\lambda) = C(\lambda)A(\lambda) = (1 - \lambda)I_n \), the matrices \( \alpha \) and \( \gamma \) are of dimension \( n \times r \), and the columns of \( \alpha \) are called the cointegrating vectors. From these properties it can be seen that equation (2.1) is a solution to (2.2).

Without loss of generality, let us assume that the matrix polynomial \( A(\lambda) \) is of finite order \( p \), i.e., \( A_{p+s} = 0 \) for all \( s \geq 1 \). We can easily rewrite equation (2.2) as a vector error correction representation of the form

\[
A^*(L)\Delta x_t = \rho - \gamma z_{t-1} + \varepsilon_t, \quad (2.3)
\]

where the \( r \) dimensional vector time series \( \{z_t\}_{t=1}^{\infty} \) is integrated of order zero, \( z_t := \alpha' x_t \), \( A^*(\lambda) = I_n - \sum_{k=1}^{p} A_k \lambda^k \), and \( A_k = -\sum_{s=k+1}^{p} A_s \). In relation to equation (2.2), the vector error correction representation is based on the cointegrating matrix, i.e., all variables in the model are written in terms of stationary transformations.
In, e.g., Hylleberg and Mizon [42], King, Plosser, Stock, and Watson [53], Stock and Watson [95], and Warne [98] it is shown that there exists a common trends model of the form

\[ x_t = x_0 + A\tau_t + \tilde{C}(L)e_t, \]  

(2.4)

where \( \tau_t \) is a \( k \times 1 \) vector of random walks with drift \( \mu \) and innovation \( \varphi_t \), i.e.,

\[ \tau_t = \mu + \tau_{t-1} + \varphi_t. \]  

(2.5)

It can be shown that \( k = n - r \). Below I shall analyse dynamic effects from shocks to the \( k \) common trends. For that reason it is convenient to assume that the innovations, \( \varphi_t \), are mutually independent so that \( \mathbb{E}[\varphi_t] = 0 \) and \( \mathbb{E}[\varphi_t\varphi'_t] = \Phi = \text{diag}[\Phi_{11}, \ldots, \Phi_{kk}] \).

The matrix \( A \) in equation (2.4) is \( n \times k \) with rank \( k \), and the matrix polynomial \( \tilde{C}(\lambda) = \sum_{i=0}^{\infty} \tilde{C}_i \lambda^i \). It can be shown that \( \tilde{C}_i = -\sum_{j=i+1}^{\infty} \tilde{C}_j \) (cf. Stock [94]). The condition that \( \{x_t\}_{t=1}^{\infty} \) is cointegrated of order (1,1) with cointegrating rank \( r \) implies that \( \tilde{C}(\lambda) \) is finite for all \( |\lambda| \leq 1 \) and \( \text{rank}[\tilde{C}(1)] \geq r \). To see this, note that the sequence \( \{z_t\}_{t=1}^{\infty} \), where

\[ z_t := \alpha'x_t = \alpha'x_0 + \alpha'\tilde{C}(L)e_t, \]  

(2.6)

is integrated of order zero. Below it will be shown that \( \alpha'\tilde{C}(L)e_t \) represents an invertible vector moving average representation for \( z_t \) (cf. Theorem 2.1). For now it suffices to note that this can only be the case if \( \tilde{C}(\lambda) \) is finite and \( \tilde{C}(1) \) has rank at least equal to \( r \). Furthermore, since the cointegrating (or steady state) relationships imply that \( \alpha'x^p_t = 0 \) and \( x^p_t = A\tau_t \), we have that \( \alpha'A = 0 \). Note also that \( x_0 \) cannot be nonstationary. To simplify matters, it is assumed that \( x_0 \) is constant.

The exact relationship between the vector moving average and common trends model in equations (2.1) and (2.4) may now be established. As noted by, e.g., Stock [94] the matrix polynomial \( C(\lambda) \) can be written as \( C(\lambda) = C(1) + (1 - \lambda)\tilde{C}(\lambda) \). Inserting this into equation (2.1), moving \( x_{t-1} \) to the right hand side, recursively substituting for \( x_{t-1}, \ldots, x_1 \), and letting \( e_s = 0 \) for all \( s \leq 0 \), we obtain the following stochastic trends or reduced form common trends representation:

\[ x_t = x_0 + C(1)\xi_t + \tilde{C}(L)e_t, \]  

(2.7)

where \( \xi_t = \rho + \xi_{t-1} + \epsilon_t \). The mathematical intuition for the reduced number of random walks in (2.4) stems from the fact that the matrix \( C(1) \) has rank \( n - r \). Hence, only \( n - r \) elements of the \( n \) dimensional vector \( C(1)e_t \) result in independent permanent effects on \( x_t \). In fact, comparing (2.4), (2.6) and (2.7) we find that \( \alpha'A = \alpha'C(1) = 0 \). Furthermore, combining equations (2.4), (2.5), and (2.7) we get

\[ A\varphi_t = C(1)e_t, \quad A\Phi A' = C(1)\Sigma C(1)', \quad \text{and} \quad A\mu = C(1)\rho. \]  

(2.8)

When one is concerned with estimating the common trends model, it is clear that we need to have information about the parameters of \( C(1), \Sigma, \) and \( \rho \).^2

^2King, Plosser, Stock, and Watson [53] make use of the vector error correction representation in their study. Based on the results in Theorem 2.1 it can be shown that \( C(\lambda) = M^{-1}D(\lambda)[A^*(\lambda)M^{-1}D(\lambda) + N\lambda]^{-1} \). An inversion routine which is built on this relationship seems somewhat more complex than the one derived in section 2.3 although they are algebraically equivalent; see also Lütkepohl and Reimers [62].
Campbell and Shiller [15] show that it is straightforward to rewrite the vector error correction representation as a restricted vector autoregressive system when \( n = 2 \) and \( r = 1 \). Whereas Campbell [13] only discusses the matter, Warne [98, Theorem 2] shows that this result can be generalized to any choice of \( n \) and \( r \). The inclusion of linear deterministic trends, however, has not been analysed in the literature before.

Let \( M \) be an \( n \times n \) nonsingular matrix given by \([S_k \alpha']\)' where the rows of the \( k \times n \) selection matrix \( S_k \) satisfy \( S_k \mathbf{C}(1) \neq 0 \) for all \( i \in \{1, \ldots, k\} \). Also, let \( N \) be an \( n \times n \) matrix equal to \([0 \gamma]\), while the \( n \times n \) matrix polynomials \( D(\lambda) \) and \( \Delta(\lambda) \) are

\[
D(\lambda) := \begin{bmatrix} I_k & 0 \\ 0 & (1 - \lambda)I_r \end{bmatrix}, \quad \Delta(\lambda) := \begin{bmatrix} (1 - \lambda)I_k & 0 \\ 0 & I_r \end{bmatrix},
\]

The main representation theorem of this thesis for a real valued vector time series with \( k \) common trends is the following:

**Theorem 2.1** If and only if the \( n \) dimensional vector time series \( \{x_t\}_{t=1}^{\infty} \) (i) satisfies \( \Delta x_t = C(L) \cdot (\rho + \varepsilon_t) \), where the \( n \times n \) matrix polynomial \( C(L) = I_n + \sum_{j=1}^{\infty} C_j \lambda^j \), \( \{\varepsilon_t\}_{t=1}^{\infty} \) is a sequence of a purely nondeterministic and serially uncorrelated random variable, \( \varepsilon_t \), with mean zero and positive definite covariance matrix \( \Sigma \), and (ii) is cointegrated of order \((1,1)\) with cointegrating rank \( r \), then there exists a restricted vector autoregressive representation

\[
B(L)y_t = \theta + \eta_t. \tag{2.9}
\]

Here, \( B(\lambda) := M[A^*(\lambda)M^{-1}D(\lambda) + N \cdot \lambda] \), \( B(0) = I_n \), the \( n \) dimensional vector time series \( \{y_t\}_{t=1}^{\infty} \) is integrated of order zero, \( y_t := \Delta(L)Mx_t, \theta := M\rho, \eta_t := M\varepsilon_t, E[\eta_t\eta_t'] = \Omega \) is positive definite, and the function \( \det[B(\lambda)] = 0 \) has all solutions outside the unit circle. In addition,

\[
A(\lambda) = M^{-1}B(\lambda)\Delta(\lambda)M, \tag{2.10}
\]

and

\[
C(\lambda) = M^{-1}D(\lambda)B(\lambda)^{-1}M. \tag{2.11}
\]

**Proof** To show sufficiency, let us start from the vector error correction representation, which is known to exist under conditions (i) and (ii) (cf. Hylleberg and Mizon [42]). Premultiplying both sides of equation (2.3) by the nonsingular matrix \( M \), we find that

\[
MA^*(L)M^{-1}\Delta Mx_t = \theta - M\gamma z_{t-1} + \eta_t.
\]

Making use of the relationships \((1 - \lambda)I_n = D(\lambda)\Delta(\lambda) \) and \( Ny_t = \gamma z_t \) we arrive at the restricted vector autoregressive representation for \( x_t \). Since \( \eta_t = M\varepsilon_t \), we find that \( E[\eta_t\eta_t'] = \Omega = M\Sigma M' \). This matrix is evidently nonsingular by virtue of the fact that \( \Sigma \) and \( M \) are nonsingular matrices. Finally, the solutions to \( \det[B(\lambda)] = 0 \) are outside the unit circle if the vector time series \( \{y_t\}_{t=1}^{\infty} \) is integrated of order zero. The latter is established by noting that \( y_t = [\Delta(S_kx_t)' \varepsilon_t']' \).

Necessity is proven by first noting that the restricted vector autoregressive representation can be written as

\[
M^{-1}B(L)\Delta(L)Mx_t = \rho + \varepsilon_t
\]

by premultiplying both sides in (2.9) by \( M^{-1} \). From this expression we find that the matrix polynomial \( A(\lambda) \) in the unrestricted vector autoregressive representation is equal
to $M^{-1}B(\lambda)\Delta(\lambda)M$, where the rank of $A(1)$ is equal to the rank of $\Delta(1)$. The latter matrix, of course, has rank $r$. Premultiplying both sides in the above equation by $M^{-1}D(\lambda)F(\lambda)M$, where $F(\lambda) = B(\lambda)^{-1}$, we find that

$$\Delta x_t = M^{-1}D(1)F(1)M \rho + M^{-1}D(L)F(L)M \varepsilon_t.$$  

Hence, $C(\lambda) = M^{-1}D(\lambda)F(\lambda)M$ is finite since $F(\lambda)$ is finite and invertible, and the rank of $C(1)$ is equal to the rank of $D(1)$, which is $k$. The latter property implies that $\{x_t\}_{t=1}^\infty$ is cointegrated of order $(1,1)$ with cointegrating rank $r$ since $\{y_t\}_{t=1}^\infty$ is integrated of order zero.

Q.E.D.

In a sense, Theorem 2.1 summarizes all we need to know about the (reduced form) mathematical properties of a vector time series which is cointegrated of order $(1,1)$ with cointegrating rank $r$. The matrix polynomial $B(\lambda)$ captures the general 'short run' dynamics, whereas $(\Delta(\lambda), D(\lambda))$ and $M$ represent integration and cointegration, respectively (see Warne [98, page 20]). Furthermore, it provides a foundation for the Stock and Watson [95] strategy to testing for cointegration. To see this, note that $S_k$ may be chosen so that its rows are orthogonal to the columns of the cointegrating matrix $\alpha$. Moreover, the restricted vector autoregression may be used as a convenient data generating process for testing linear rational expectations models when the time series of interest are cointegrated (cf. Baillie [4], Campbell and Shiller [14], Warne [98], and Chapter 4). However, for my purpose here, a more important result is that we have found a fundamental and simple mathematical connection to the vector moving average representation. Hence, the restricted vector autoregressive representation is very well suited for estimating a common trends model.\(^3\)

2.2.2 Estimation of the Common Trends Parameters

Without loss of generality, let us suppose that the selection matrix, $S_k$, is given by $[I_k 0]$. This implies that $y_t$ is equal to $[\Delta x_{1,t} \cdots \Delta x_{k,t} \ z_{1,t} \cdots z_{r,t}]^\prime$.\(^4\) From the relationship between $A(\lambda)$ and $B(\lambda)$ it follows that the latter matrix polynomial is never of an order greater than $A(\lambda)$. Unless all elements in the final $r$ columns of $A_p$ are zero, $B(\lambda)$ is also of order $p$. Hence, I shall let $B(\lambda) = I_n - \sum_{k=1}^p B_k \lambda^k$. Furthermore, Theorem 2.1 establishes that the matrix $C(1)$ is equal to $M^{-1}D(1)F(1)M$, where $F(1)$ is the inverse of $B(1)$. It then follows that if $M$, $\theta$, $\Omega$, and $B(1)$ were known, so would $\rho$, $\Sigma$, and $C(1)$ be.

The space spanned by the rows of $\alpha'$ may be estimated and analysed by applying the maximum likelihood based methods developed in Johansen [44,45,48], and Johansen

\(^3\)It may be noted that from a purely mathematical point of view it is always possible to consider a selection matrix $S_k$ of the form $S_k = [I_k 0]$ when the cointegrating vectors are known. The reason for this is that rank$[\alpha] = r$ so that the components of $x_t$ can be ordered to ensure that the last $r$ columns of $\alpha'$ is an invertible matrix. In fact, we can let $\alpha' = [\alpha'_k \ I_r]$, where $\alpha'_k$ is an $r \times k$ matrix. It is now easily established that $\alpha'C(1) = 0$.

\(^4\)Several authors have actually applied the restricted autoregressive representation in equation (2.9) and this specific choice for $S_k$ (cf. Campbell [13], Shapiro and Watson [86], and Walsh [97]). Intuitively, it seems natural to consider this choice for $y_t$ when time series are cointegrated. Theorem 2.1 provides mathematical conditions for that intuition.
and Juselius [49]. Another possibility is to let these parameters be determined by the steady state of an appropriate economic theory (cf. King, Plosser, Stock and Watson [53] and Chapter 3). In either case, knowledge of these parameters suffices for the purpose of determining the matrices $M$ and $\Delta(\lambda)$, needed to construct the vector time series $\{y_t\}_{t=1}^{\infty}$. Furthermore, consistent and asymptotically efficient estimates of the parameters $\{\theta, B_1, \ldots, B_p, \Omega\}$ may be obtained from, e.g., multivariate least squares or Gaussian maximum likelihood estimation of $y_t$ on a constant and $p$ lags (see, e.g., Baillie [4]).

To summarize, we can calculate estimates of $C(1), \Sigma,$ and $\rho$ from estimates of the parameters in the restricted vector autoregressive representation and the exact relationships are:

$$
\rho = M^{-1}\theta, \\
\Sigma = M^{-1}\Omega(M')^{-1}, \\
C(1) = M^{-1}D(1)F(1)M.
$$

(2.12)

The next step is to calculate the matrix of common trends parameters, $A$, and the variance matrix for the innovations, $\Phi$. In order to identify the common trends, one may proceed along the route suggested by King, Plosser, Stock, and Watson [53] (see also, e.g., Johansen [44, Theorem 4.1] for an alternative approach). That is, when $\{z_t\}_{t=1}^{\infty}$ has $k$ common stochastic trends, we may write the matrix $A$ as

$$
A = A_0\pi,
$$

(2.13)

where $A_0$ is an $n \times k$ matrix with known parameters, chosen so that $\alpha'A_0 = 0,$ and $\pi$ is a $k \times k$ matrix of unknown parameters. Using the result that $A\Phi A' = C(1)\Sigma C(1)'$ and letting $\pi^* := \pi\Phi^{1/2},$ we have that

$$
A_0\pi^*\pi'^*A'_0 = C(1)\Sigma C(1)'.
$$

(2.14)

Since $A_0$ has rank equal to $k$, we may rearrange the parameters of equation (2.14) in the following form

$$
\pi^*\pi'^* = (A'_0A_0)^{-1}A'_0C(1)\Sigma C(1)'A_0(A_0'A_0)^{-1}.
$$

(2.15)

The right hand side of equation (2.15) is a $k \times k$ positive definite and symmetric matrix with known parameters. Accordingly, $\pi^*\pi'^*$ is known.

We cannot, however, solve for $\pi^*$ uniquely without making some additional assumptions. For the above system of equations no more than $k \cdot (k + 1)/2$ parameters can be uniquely determined. Since $\Phi$ is assumed to be diagonal, this implies that $k \cdot (k - 1)/2$ parameters remain for computing $\pi$ unless, for example, we choose $\Phi = I_k$; then $k(k + 1)/2$ parameters of $\pi$ can be uniquely determined. In the first case, we may, e.g., suppose that $\pi$ is lower triangular with unit diagonal elements. On the other hand, if $\Phi = I_k$ is

5Note that the asymptotic properties of, e.g., $C(1)$ are not independent of how $\alpha$ has been determined. An estimated $\alpha$ matrix will always imply that the estimated $C(1)$ matrix has a greater asymptotic covariance matrix than when $\alpha$ is given by economic theory in the sense that the difference between the two covariance matrices is a positive definite matrix. More importantly, $S_k = [I_k \ 0]$ need not be an appropriate choice for the selection matrix when $\alpha$ is estimated since there is no guarantee that the estimated $M$ matrix converges to a nonsingular matrix in probability. Instead, we can consider $S_k = \alpha'_k$, where $\alpha'^t\alpha_1 = 0$ and $\alpha'_1\alpha_1 = I_k$. This selection matrix ensures that an estimate of $M$, based on appropriate assumptions (cf. Lütkepohl and Reimers [62]), converges in probability to a nonsingular matrix.
chosen, the diagonal elements of the lower triangular matrix $\pi$ are free.\footnote{Since the elements of $\varphi_t$ can only be identified up to a linear (nonzero) transformation, it is irrelevant from a practical and theoretical point of view which specific nonzero numbers that are assigned to the diagonal of $\Phi$.} From a Choleski decomposition of $\pi^* \pi^*$ we then obtain $\pi$, $\Phi$, and $A$.

Other identification procedures such as a method of moments decomposition of $\pi^* \pi^*$ may also be considered (cf. Bernanke [8]). It should be noted that although the Choleski decomposition of $\pi$ indicates a recursive structure for the influence of $\tau_t$ on $\tau_t$, the choice of $A_0$ actually determines which components of $\tau_t$ will have influence on $\tau_t$ and which may not. Thus, unless one so desires, $A$ need not represent any recursiveness for the common trends model. Finally, the $k \times 1$ vector of drifts, associated with the mutually independent random walks, $\tau_t$, may be calculated from

$$\mu = (A'A)^{-1} A'C(1) M^{-1} \theta.$$  

At this stage, it should be emphasized that this procedure for identifying the common trends parameters implies that the innovations to the common trends influence transient fluctuations in $\tau_t$ as well as the growth path. To see this, note that $\varphi_t = (A'A)^{-1} A'C(1) \varepsilon_t$. Consequently, the covariance matrix between $\varphi_t$ and $\varepsilon_t$ is

$$E[\varphi_t \varepsilon_t'] = (A'A)^{-1} A'C(1) \Sigma.$$  

Obviously, this matrix is nonzero since the columns of $A$ cannot be orthogonal to the columns of $C(1)$. It is precisely this fact that allows us to study connections between growth and transitory fluctuations.

2.2.3 An Example

Suppose we are interested in examining the interactions between the logarithms of real output ($\ln Y_t$), the price level ($\ln P_t$), and the money stock ($\ln M_t$). Furthermore, suppose we model $x_t = [\ln Y_t \ln P_t \ln M_t]'$ as being cointegrated of order (1,1) with one cointegrating vector. Let $\alpha' = [1 \ 1 \ -1]$, so that the logarithm of the velocity of money is integrated of order zero. Accordingly, each series is nonstationary in levels.\footnote{Note, however, it is not necessary that each time series in a common trends model is nonstationary. For example, the time series model studied by Blanchard and Quah [10] can easily be fitted into a common trends framework. Since they examine real output and unemployment and model the former as first difference stationary and the latter as stationary, there is one cointegrating vector which assigns a nonzero coefficient to unemployment and a zero coefficient to real output. Then, the time series $y_t$ is given by the first difference of real output and the level of unemployment. Furthermore, the matrix $A$ is $2 \times 1$ with a nonzero coefficient in the output equation and a zero coefficient in the unemployment equation. See also equation (1.12).}

In this case, we can estimate the restricted vector autoregression in equation (2.9) with $y_t = [\Delta \ln Y_t \ \Delta \ln P_t \ \ln V_t]'$, where $\ln V_t = (\ln Y_t + \ln P_t - \ln M_t)$. From estimates of the $B_k$ matrices we can then determine an estimate of $C(1)$ as shown above.

To estimate the $3 \times 2$ matrix of common trends parameters, $A$, we need to specify $A_0$. A choice suggested by economic theory is to let $\tau_t$ include a real (technology) and a nominal (monetary policy) trend, and assume that the nominal trend does not influence
the long run growth path of $\ln Y_t$. The real trend, however, is allowed to influence growth in the nominal variables.

Given $\alpha$, the above discussion implies that

$$A_0 = \begin{bmatrix} a_{0,11} & 0 \\ a_{0,21} & a_{0,22} \\ a_{0,11} + a_{0,21} & a_{0,22} \end{bmatrix}.$$  

It can be verified that the choice of $a_{0,21}$ does not influence the matrix $A$, whereas $a_{0,11}$ and $a_{0,22}$ must be nonzero. Therefore, let $a_{0,21} = 0$ and $a_{0,11} = a_{0,22} = 1$. With $\pi$ being lower triangular, the general form of $A$ is then

$$A = \begin{bmatrix} \pi_{11} & 0 \\ \pi_{21} & \pi_{22} \\ \pi_{11} + \pi_{21} & \pi_{22} \end{bmatrix},$$

where $\pi_{ij}$ denotes the $(i, j)$:th element of $\pi$. From $A$ it can be seen that the first element of $\pi_1$ is the real trend, while the second element is the nominal trend. Furthermore, the matrix $A$ satisfies three restrictions and thus has three free parameters, i.e., $a_{12} = 0$, $a_{11} + a_{21} = a_{31}$, and $a_{22} = a_{32}$.

It should be noted that if $\pi_{ii}$ is obtained directly from $\pi_{ii}^*$, then the variance matrix of $\varphi_1$ is given by $I_2$. On the other hand, if we let $\pi_{ii} = 1$, then $\pi_{11}^*$ is the variance of the innovation to the real trend, while $\pi_{22}^*$ is the variance of the innovation to the nominal trend. From a theoretical point of view, it is irrelevant which specific nonzero numbers we assign to the diagonal of $\Phi$ since the common trends can only be identified up to a linear (nonzero) transformation.

2.3 Inversion and Identification

2.3.1 The Moving Average Parameters

The vector moving average representation in equation (2.1) is a natural starting point for analysing some dynamic properties of a vector time series $\{x_t\}_{t=1}^\infty$ with $k$ common trends. The central issues for performing impulse response analysis and forecast error variance decompositions are those of (a) calculating the sequence of matrices $\{C_j\}_{j=1}^\infty$, (b) identifying the innovations to the system, and (c) computing standard errors for the estimated parameters of these functions. Here, I shall focus on (a), whereas (b) and (c) are studied in sections 2.3.2 and 2.4, respectively.

From Theorem 2.1 we find that the $C(\lambda)$ polynomial is equal to $M^{-1}D(\lambda)F(\lambda)M$, and $F(\lambda)$ is the inverse of $B(\lambda)$. Since the latter polynomial is assumed to be of finite

---

8To verify this claim, let $\phi$ be a $k \times k$ matrix such that $A = A_0\phi^{-1}\phi \pi = \tilde{A}_0 \tilde{\pi}$. Since $\pi$ is lower triangular it follows that $\phi$ must also be lower triangular for $\tilde{\pi} := \phi \pi$ to be lower triangular. Standard matrix theory tells us that the inverse of a lower triangular matrix is lower triangular. Thus, the matrix $\tilde{A}_0 := A_0\phi^{-1}$ can be constructed in any way we desire as long as $\alpha'\tilde{A}_0 = 0$ and $\phi$ is lower triangular. In the example, we may consider a lower triangular $\phi$ matrix whose diagonal elements are given by $\phi_{ii} = a_{0,ii}$ for $i \in \{1, 2\}$, thus the nonzero requirement. Also, $\phi_{21} = a_{0,21}$ is permissible. If $\pi$ is not lower triangular it becomes more difficult to determine what kind of $\phi$ matrices that may be considered.
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order $p$, it follows that $F(\lambda)$ is not. Accordingly, $C(\lambda)$ is also of infinite order. Letting $F(\lambda) = I_n + \sum_{j=1}^{\infty} F_j \lambda^j$, and using the above relationship, we find that

$$C(\lambda) = I_n + \sum_{j=1}^{\infty} M^{-1}(F_j - DF_{j-1})M\lambda^j,$$  \hspace{1cm} (2.16)

where $F_0 = I_n$ and the $n \times n$ matrix $D$ is defined from $D(\lambda) = I_n - D \cdot \lambda$. It may be noted that $D = \Delta(1)$ is idempotent, a property I shall use below.

One algorithm for performing the inversion is obtained from using the fact that

$$F(\lambda)B(\lambda) = I_n + \sum_{j=1}^{\infty} \left( F_j - \sum_{i=0}^{j-1} F_i B_{j-i} \right) \cdot \lambda^j = I_n.$$  

If this equality is to hold for any $\lambda$, it is evident that

$$F_j = \sum_{i=0}^{j-1} F_i B_{j-i},$$  \hspace{1cm} (2.17)

for all $j \geq 1$, where $B_j = 0$ for all $j \geq p + 1$.

Alternatively, we can stack equation (2.9) into a first order system of the form

$$\begin{bmatrix} y_t \\ y_{t-1} \\ \vdots \\ y_{t-p+1} \end{bmatrix} = \begin{bmatrix} \theta \\ B_1 & B_2 & \cdots & B_{p-1} & B_p \\ I_n & 0 & \cdots & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \cdots & I_n & 0 \end{bmatrix} \begin{bmatrix} y_{t-1} \\ y_{t-2} \\ \vdots \\ y_{t-p} \end{bmatrix} + \begin{bmatrix} \eta_t \\ 0 \\ \vdots \\ 0 \end{bmatrix},$$

or

$$Y_t = \Theta + B Y_{t-1} + N_t.$$  \hspace{1cm} (2.18)

Since $\det[B(\lambda)] = 0$ has all solutions outside the unit circle, it is clear that the eigenvalues of $B$ are inside the unit circle. Accordingly, $\lim_{s \to \infty} B^s = 0$ so that the solution to the system of stochastic difference equations in (2.18) is

$$Y_t = \sum_{j=0}^{\infty} B^j \Theta + \sum_{j=0}^{\infty} B^j N_{t-j}.$$  \hspace{1cm} (2.19)

Defining the $n \times np$ matrix $J_p$ as $[I_n \ 0 \cdots 0]$, we find that $y_t = J_p Y_t$, $\Theta = J_p^T \theta$, and $N_t = J_p^T \eta_t$. Hence, the solution to equation (2.9) in terms of current and past realizations of $\eta_t$ can be written as

$$y_t = \sum_{j=0}^{\infty} J_p B^j J_p^T \theta + \sum_{j=0}^{\infty} J_p B^j J_p^T \eta_{t-j},$$  \hspace{1cm} (2.20)

where $F(1) = \sum_{j=0}^{\infty} J_p B^j J_p^T$. It is then obvious that an equivalent expression to that in equation (2.17) is

$$F_j = J_p B^j J_p^T.$$  \hspace{1cm} (2.21)

9This immediately follows from an inspection of equation (2.9). Inverting the $B(\lambda)$ polynomial we find that $y_t = B(1)^{-1} \theta + B(L)^{-1} \eta_t$, where $F(1) = B(1)^{-1}$. 
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This latter relationship between $F_j$ and the $B_k$ matrices is simpler to work with when we derive asymptotic distributions for impulse response functions and forecast error variance decompositions; a matter to be discussed in section 2.4.

Hence, we find that the sequence of matrices $\{C_j\}_{j=1}^\infty$ can be computed from the estimates of $\{B_k\}_{k=1}^\infty$ and prior knowledge of $M$. In particular,

$$C_j = M^{-1}J_pB_j'J_p'M - M^{-1}D_jB_j^{-1}J_p'M, \quad j = 1, 2, \ldots$$

(2.22)

where $C_0 = I_n$.

### 2.3.2 Identification of Permanent and Transitory Innovations

In section 2.2.2 we identified $k$ innovations, i.e., those which are associated with the common trends. In this subsection my objective is to be more specific about all innovations in the common trends model. In particular, it is important to be precise about identification in the sense that implications from impulse response functions and forecast error variance decompositions are fully consistent with the common trends model. Before we come to that, however, two definitions and some new notation is introduced to minimize ambiguities.

Let $F$ be any $n \times n$ nonsingular matrix such that $F \Sigma F'$ is diagonal. The matrix $R(1) = C(1)F^{-1}$ is called the total impact matrix. Also, let $\nu_{it}$ be the $i$:th component of the vector $F\varepsilon_t$.

**Definition 2.1** An innovation $\nu_{it}$ is said to be permanent (transitory) if the $i$:th column of the total impact matrix is nonzero (zero).

**Definition 2.2** An $n \times n$ matrix $F$ is said to identify a common trends model if

(i) the covariance matrix of $F\varepsilon_t$ is diagonal with nonzero diagonal elements, and

(ii) the total impact matrix is given by $R(1) = [A \ 0]$.

From these two definitions it follows that if an $n \times n$ matrix $F$ identifies a common trends model, then the permanent innovations are those which are associated with the common trends.

Let the $n \times n$ nonsingular matrix $F$ be chosen so that

(i) the permanent innovations are equal to $\varphi_t$, (ii) the permanent and the transitory innovations, $\psi_t$, are independent, and (iii) the transitory innovations are mutually independent. We then have that

$$\Delta x_t = \delta + C(L)\varepsilon_t = \delta + R(L)\nu_t,$$

(2.23)

where $R(\lambda) = C(\lambda)F^{-1}$, $\nu_t = F\varepsilon_t$, and $E[\nu_t\nu_t'] = \Gamma$. The component $R(L)\nu_t$ in equation (2.23) is called the impulse response function of $\Delta x_t$. The above three conditions imply that $\Gamma$ is diagonal. Furthermore, this matrix can be partitioned into

$$\Gamma = \begin{bmatrix} \Phi & 0 \\ 0 & \Psi \end{bmatrix},$$

(2.24)

where $E[\psi_t\psi_t'] = \Psi = \text{diag}[\Psi_{11} \cdots \Psi_{rr}]$ is the variance matrix of the transitory innovations.
In order to derive a suitable matrix $F$, it may first be noted that

$$
\nu_t = \begin{bmatrix} \varphi_t \\ \psi_t \end{bmatrix} = \begin{bmatrix} F_k \\ F_r \end{bmatrix} \varepsilon_t = F \varepsilon_t,
$$

(2.25)

where $F_k$ and $F_r$ are $k \times n$ and $r \times n$ matrices, respectively. It has already been established that $A \varphi_t = C(1) \varepsilon_t$ and that $A$ as well as $C(1)$ had rank equal to $k$. Hence, it is evident that the permanent innovations may be described by

$$
\varphi_t = (A' A)^{-1} A' C(1) \varepsilon_t,
$$

(2.26)

and, accordingly, the top $k \times n$ matrix $F_k$ in (2.25) is

$$
F_k = (A' A)^{-1} A' C(1).
$$

(2.27)

From section 2.2 we know that $\Phi = F_k \Sigma F_k'$ is a diagonal matrix, which is implied by the assumption that the permanent innovations are mutually independent.

To find a matrix $F_r$ which satisfies the conditions (ii) $\varphi_t$ and $\psi_t$ are independent, and (iii) the components of $\psi_t$ are mutually independent, we may either make use of a Jordan decomposition of some suitable matrix or mathematically related schemes (cf. Stock and Watson [95]). I shall first consider condition (ii). Evaluating the covariance between the permanent and transitory innovations, we find that

$$
E[\varphi_t \psi_t'] = (A' A)^{-1} A' C(1) \Sigma F_r'.
$$

(2.28)

For this $k \times r$ matrix to be zero, it seems natural to let $F_r$ include $\Sigma^{-1}$. That allows us to focus on the matrix $C(1)$, which is known to have reduced rank. From linear algebra it is well known that there exists exactly $r$ linearly independent vectors in $\mathbb{R}^n$, the $n$ dimensional Euclidean space, which are orthogonal to the rows of $C(1)$. Letting $F_r = H_r \Sigma^{-1}$, we are therefore seeking an $r \times n$ matrix $H_r$ such that

$$
C(1) H_r' = 0.
$$

One possibility is to consider the space spanned by the columns of $\gamma$. From the properties of the $A(1)$ and $C(1)$ matrices, we have that $C(1) \gamma = 0$. Furthermore, from Theorem 2.1 we find that $\gamma$ may be calculated from the estimated parameters $\{B_k\}_{k=1}^p$ and the cointegrating matrix $\alpha$. In fact, the following relationship may be established

$$
\gamma = M^{-1} B(1) \Delta(1) M \alpha (\alpha' \alpha)^{-1} = M^{-1} B(1) P_r,
$$

(2.29)

where $P_r$ is the $n \times r$ matrix determined from $D = [0 \ P_r]$, i.e., $P_r = [0 \ I_r]$. Premultiplying $\gamma$ in equation (2.29) by $C(1)$, we find that

$$
C(1) \gamma = (M^{-1} D(1) F(1) M) \cdot (M^{-1} B(1) \Delta(1) M \alpha (\alpha' \alpha)^{-1})
$$

$$
= 0,
$$

10This is easily established by noting that $M \alpha (\alpha' \alpha)^{-1} = [(\alpha' \alpha)^{-1} \alpha' S_k' I_r']$. Premultiplying by $D$ we obtain $P_r$. Alternatively, from Theorem 2.1 we know that $B(1) = M[A^*(1) M^{-1} D(1) + N]$. Premultiplying by $M^{-1}$ and postmultiplying by $P_r$, we find that $M^{-1} B(1) P_r = N P_r$. Since $N = [0 \ \gamma]$, it follows that $NP_r = \gamma$.
since \( D \) is idempotent, i.e., \( D(1)D = (I_n - D)D = 0 \).

Let \( H_r = Q_r^{-1} \gamma' \), where \( Q_r \) is an \( r \times r \) matrix. The covariance matrix for the transitory innovations is then given by

\[
E[\psi_t \psi'_t] = Q_r^{-1} \gamma' \Sigma^{-1} \gamma (Q_r')^{-1} = \Psi.
\]  

(2.30)

In order to ensure that \( \Psi \) is compatible with the assumption of \( \psi_t \) being mutually independent, \( Q_r \) must be chosen such that \( \gamma' \Sigma^{-1} \gamma \) is diagonalized. In general, one may let the transitory innovations be identified in the sense that the innovations have an economic interpretation. Such identification involves, e.g., a method of moments (cf. Bernanke [8]) or a Choleski decomposition. However, if no specific economic interpretation of the transitory innovations is aimed at, then an ordinary eigen decomposition may also be considered. This decomposition implies that the diagonal of \( \Psi \) contains the eigenvalues of the positive definite \( r \times r \) matrix \( \gamma' \Sigma^{-1} \gamma \), whereas the columnvectors of \( Q_r \) are the corresponding eigenvectors. Whichever decomposition we apply, the transitory innovations are determined from

\[
\psi_t = Q_r^{-1} \gamma' \Sigma^{-1} \epsilon_t.
\]  

(2.31)

Accordingly, the matrix \( F_r \) is given by \( Q_r^{-1} \gamma' \Sigma^{-1} \) so that the matrix \( F \) becomes

\[
F = \begin{bmatrix}
(\gamma' A)' (\gamma' A) & (\gamma' A)' C(1) \\
Q_r^{-1} \gamma' \Sigma^{-1} & Q_r^{-1} \gamma' \Sigma^{-1}
\end{bmatrix}.
\]  

(2.32)

It may be noted that the \( k \) linearly independent rows of \( F_k \) are linearly independent to the \( r \) linearly independent rows of \( F_r \). These properties imply that \( F \) is of full rank (cf. Theorem 3.19 in Magnus and Neudecker [63, page 56]).

We are now in a position to state the following important result concerning the properties of the matrix \( F \).

**Theorem 2.2** If the \( n \) dimensional vector time series \( \{x_t\}_{t=1}^\infty \) satisfies the assumptions in Theorem 2.1, then the \( n \times n \) nonsingular matrix \( F \) in equation (2.32) identifies a common trends model, i.e.,

\[
R(1) = C(1)F^{-1} = [A \ 0],
\]  

(2.33)

and \( F \Sigma F' = \Gamma \) is diagonal.

**Proof** Let us partition the inverse of \( F \) into

\[
F^{-1} = \begin{bmatrix}
F_k^{-1} & F_r^{-1}
\end{bmatrix},
\]

where \( F_k^{-1} \) and \( F_r^{-1} \) are \( n \times k \) and \( n \times r \) matrices, respectively. Postmultiplying \( F \) in equation (2.32) by this expression for \( F^{-1} \), we obtain

\[
FF^{-1} = \begin{bmatrix}
(\gamma' A)' (\gamma' A) & (\gamma' A)' C(1) \\
Q_r^{-1} \gamma' \Sigma^{-1} & Q_r^{-1} \gamma' \Sigma^{-1}
\end{bmatrix} = I_n.
\]

Letting \( F_r^{-1} = \gamma (Q_r')^{-1} \Psi^{-1} \) and \( F_k^{-1} = \Sigma C(1)' A (\gamma A)' \Phi^{-1} \) we have found the inverse of \( F \). Substituting for these relationships in equation (2.33), we have that

\[
R(1) = [R(1)_k \ R(1)_r] = \begin{bmatrix}
C(1) \Sigma C(1)' A (\gamma A)' \Phi^{-1} - C(1) \gamma (Q_r')^{-1} \Psi^{-1}
\end{bmatrix}.
\]

Clearly, \( R(1)_k = C(1) \Sigma C(1)' A (\gamma A)' \Phi^{-1} = 0 \) since \( C(1) \Sigma C(1)' = A \Phi A' \), while \( R(1)_r = 0 \) by virtue of the fact that \( C(1) \gamma = 0 \). Finally, it is obvious from the above analysis that \( F \Sigma F' = \Gamma \) is a diagonal matrix. Q.E.D.
2.4 Consistency and Asymptotic Normality

2.4.1 Asymptotic Properties of Impulse Response Functions

If the lag order of a covariance stationary vector autoregression is finite and known or if an upper bound for the order is known, results from Baillie [5,6], Schmidt [82,83], and others can be applied to obtain the asymptotic distribution of the vector moving average and impulse response parameters. Also, the case of unknown and possibly infinite lag order is examined by, e.g., Lütkepohl [58,59] and Lütkepohl and Poskitt [61]. Furthermore, the asymptotic distribution for the impulse responses in a cointegrated framework with Gaussian innovations is analysed in Lütkepohl and Reimers [62]. Unfortunately, neither of these approaches can fully be applied in the present setting. In particular, while the results in Lütkepohl and Reimers imply that some innovations will have permanent effect on some components of $x_t$, permanent and transitory innovations in the sense implied by the common trends model have generally not been identified.

Here, I shall concentrate on the case when an upper bound for the lag order as well as the cointegrating vectors are known. There are at least two reasons why the case of a known $M$ matrix is of interest. First, economic theory can be made use of by letting the elements of the cointegrating vectors represent steady state parameters. At times, numerical values of these parameters can be assigned in much the same manner as is frequently the case in empirical studies on real business cycle models (cf. King, Plosser, Stock and Watson [53] and Chapter 3). Second, it is well known that prior information decreases the asymptotic covariances of the estimated parameters. The study by Runkle [80] suggests that the uncertainty of estimated impulse response functions in an unconstrained vector autoregression for covariance stationary time series is often disturbingly great. Although estimated cointegrating vectors impose a rank constraint on the parameters of the data generating process, it is unclear whether the effect on the forecasting uncertainty is substantial. Moreover, from Johansen [47], we find that the asymptotic local power of the likelihood ratio test for cointegration is generally, as one may suspect, low. If we wish to model data as being cointegrated and study a common trends model, it seems reasonable to suggest that economic theory should be consulted at least for determining steady states of the time series. For further discussions on this interesting topic, cf. King, Plosser, and Rebelo [52] and Runkle [80] with comments.

Without loss of generality, let $\Gamma = I_n$. Furthermore, suppose $Q_r$ is lower triangular, i.e., the transitory innovations are computed from a Choleski decomposition of $\gamma'\Sigma^{-1}\gamma$. Also, suppose that an upper bound for the lag order, $p$, is known. Let vec denote the column stacking operator for any matrix, vech the corresponding operator for symmetric and lower triangular matrices that only stacks elements on and below the diagonal. The Kronecker product is denoted by $\otimes$, the $mn \times mn$ commutation matrix $K_{mn}$ is defined such that for any $m \times n$ matrix $G$, $K_{mn}\text{vec}(G) = \text{vec}(G')$, and the $m^2 \times m^2$ matrix $N_m = \frac{1}{2}(I_{m^2} + K_{mm})$. The $m^2 \times m(m+1)/2$ duplication matrix $D_m$ is defined such that

\[ N_m = \frac{1}{2}(I_{m^2} + K_{mm}). \]

\[ D_m = \frac{1}{2}(I_{m^2} + K_{mm}). \]

11If it can be shown that a consistent and asymptotically normal estimator of $B(1)$ exists when the lag order is unknown and possibly infinite and a finite order vector autoregression is fitted, it is straightforward to extend the theory below. I am currently examining the existence of such an estimator.

12Results similar to those obtained below hold with other $Q_r$ and $\pi$ matrices satisfying $Q_rQ_r' = \gamma'\Sigma^{-1}\gamma$ and $\pi\pi' = (A_0'\Sigma^{-1}A_0)^{-1}A_0'\Sigma^{-1}C(1)\Sigma C(1)'A_0(A_0'\Sigma^{-1}A_0)^{-1}$, respectively.
$D_m \text{vech}(G) = \text{vec}(G)$ for any symmetric $m \times m$ matrix $G$. The Moore–Penrose inverse of $D_m$ is given by $D_m^+ = (D_m' D_m)^{-1} D_m'$, while the $(m+1)/2 \times m^2$ elimination matrix $L_m$ is defined such that for any $m \times m$ matrix $G$, $\text{vech}(G) = L_m \text{vec}(G)$; see Henderson and Searle [40], Magnus and Neudecker [63,64,65], and Neudecker [67]. Finally, let $\xrightarrow{d}$ denote convergence in distribution, $T$ the sample size for the estimated parameters, which are denoted by a caret, while $\mathcal{N}$ denotes the (multivariate) normal distribution.

Suppose that we shock $\Delta x_t$ at $t = t^*$ by a one standard deviation change in $\nu_{t^*}$. The dynamic responses in $\Delta x_{t^*+s}$ are then given by

$$\text{resp}(\Delta x_{t^*+s}) = R_s,$$

where $\text{resp}(\Delta x_{\text{inf}}) = \lim_{s \to \infty} \text{resp}(\Delta x_{t^*+s}) = 0$. Similarly, the responses in the levels, $x_{t^*+s}$, are given by

$$\text{resp}(x_{t^*+s}) = \sum_{j=0}^{s} R_j,$$

where $\text{resp}(x_{\text{inf}}) = \lim_{s \to \infty} \text{resp}(x_{t^*+s}) = R(1) = [A_0]$. To estimate these impulse response functions we replace, e.g., $R_s$ with $\hat{R}_s = \hat{C}_s \hat{F}^{-1}$.

For the purpose of deriving asymptotic distributions of functions of estimated parameters a result from Serfling [85, Theorem 3.3.A] is employed. Let $\phi \in \mathcal{R}^m$ be a vector of parameters and $\hat{\phi}$ a consistent estimator of $\phi$ such that

$$T^{1/2} \left( \hat{\phi} - \phi \right) \xrightarrow{d} \mathcal{N}(0, V_{\phi}).$$

Suppose $f(\phi)$ is a continuously differentiable function which maps $\phi$ into $\mathcal{R}^n$ and $\partial f_i / \partial \phi_j \neq 0$ at $\phi$ for all $i \in \{1, \ldots, n\}$. Then,

$$T^{1/2} \left( f(\hat{\phi}) - f(\phi) \right) \xrightarrow{d} \mathcal{N}(0, V_f),$$

where

$$V_f = \frac{\partial f}{\partial \phi'} V_{\phi} \frac{\partial f}{\partial \phi},$$

and $(\partial f / \partial \phi)$ is the transpose of $(\partial f / \partial \phi')$. This well known result is vital in the following analysis. Hence, if $\hat{\phi}$ is a consistent estimator of $\phi$ and converges at the rate $T^{1/2}$ to a joint asymptotic normal distribution, then $f(\hat{\phi})$ has similar properties. Accordingly, only $(\partial f / \partial \phi')$ has to be derived. It should perhaps be pointed out that instead of considering theoretical asymptotic distributions, one can employ resampling methods, such as the bootstrap and the jackknife to assess the uncertainty of the point estimates in question (cf. Efron [23]).

Lemma 2.1 If the lag order in equation (2.9) has a known upper bound $p$, the cointegrating vectors $\alpha$ for an $n$ dimensional vector time series $\{x_t\}_{t=1}^{\infty}$ are known, and

$$T^{1/2} \left[ \hat{\beta} - \beta \right] \xrightarrow{d} \mathcal{N}(0, V),$$

where

$$V = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(\beta; \phi) f(\beta; \phi') \frac{\partial f}{\partial \beta} \frac{\partial f}{\partial \phi'} d\beta d\phi'$$

and

$$f(\beta; \phi) = \frac{\exp(-\beta' X)}{1 - \exp(-\beta' X)}$$

is the likelihood function for the parameters $\beta$ and $\phi$, and $f(\beta; \phi)$ is the probability density function for the estimated parameters $\beta$ and $\phi$.
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where $\beta = \text{vec}(J_p B)$, $\omega = \text{vech}(\Omega)$, and

$$V = \begin{bmatrix} V_\beta & 0 \\ 0 & V_\omega \end{bmatrix},$$

then

$$T^{1/2} \left( \text{vec}(\hat{F}_j) - \text{vec}(F_j) \right) \xrightarrow{d} \mathcal{N}(0, V_{F_j}),$$

(2.36)

for $j = 1, 2, \ldots$, where

$$V_{F_j} = \frac{\partial \text{vec}(F_j)}{\partial \beta'} V_\beta \frac{\partial \text{vec}(F_j)}{\partial \beta},$$

and

$$\frac{\partial \text{vec}(F_j)}{\partial \beta'} = \sum_{k=0}^{j-1} \left[ J_p (B')^{j-1-k} \otimes J_p B^k J_p' \right],$$

and $F_k = J_p B^k J_p'$. 

$$T^{1/2} \left( \sum_{i=1}^j \text{vec}(\hat{F}_i) - \sum_{i=1}^j \text{vec}(F_i) \right) \xrightarrow{d} \mathcal{N}(0, V_{EF_j}),$$

(2.37)

for $j = 1, 2, \ldots$, where

$$V_{EF_j} = \left( \sum_{i=1}^j \frac{\partial \text{vec}(F_i)}{\partial \beta'} \right) V_\beta \left( \sum_{i=1}^j \frac{\partial \text{vec}(F_i)}{\partial \beta} \right),$$

and

$$T^{1/2} \left( \text{vec}(F(1)) - \text{vec}(F(1)) \right) \xrightarrow{d} \mathcal{N}(0, V_{F(1)}),$$

(2.38)

where

$$V_{F(1)} = \frac{\partial \text{vec}(F(1))}{\partial \beta'} V_\beta \frac{\partial \text{vec}(F(1))}{\partial \beta},$$

and

$$\frac{\partial \text{vec}(F(1))}{\partial \beta'} = [F(1)' E_p \otimes F(1)],$$

where $E_p = [I_n \cdots I_n]$ is an $n \times np$ matrix.

Proof The expression in equation (2.36) is proved by Baillie [5] using Lemma 1 in Schmidt [82], whereas Lütkepohl [59] proved (2.37) and (2.38). Q.E.D.

Regarding the asymptotic distributions for the parameters of the vector moving average representation, the following holds true:

Lemma 2.2 If the assumptions in Lemma 2.1 are satisfied, then

$$T^{1/2} \left( \text{vec}(\hat{C}_j) - \text{vec}(C_j) \right) \xrightarrow{d} \mathcal{N}(0, V_{C_j}),$$

(2.39)

for $j = 1, 2, \ldots$, where

$$V_{C_j} = \frac{\partial \text{vec}(C_j)}{\partial \beta'} V_\beta \frac{\partial \text{vec}(C_j)}{\partial \beta},$$
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and
\[
\frac{\partial \text{vec}(C_j)}{\partial \beta'} = \sum_{k=0}^{j-1} \left[ M' J_p(B')^{j-1-k} \otimes M^{-1} F_k \right] - \sum_{k=0}^{j-2} \left[ M' J_p(B')^{j-2-k} \otimes M^{-1} D F_k \right],
\]
where the second term on the right hand side is zero for \( j = 1 \), and
\[
T^{1/2} \left( \sum_{i=1}^{j} \text{vec}(C_i) - \sum_{i=1}^{j} \text{vec}(C_i) \right) \overset{d}{\rightsquigarrow} \mathcal{N}(0, V_{\Sigma C_j}), \quad (2.40)
\]
for \( j = 1, 2, \ldots \), where
\[
V_{\Sigma C_j} = \left( \sum_{i=1}^{j} \frac{\partial \text{vec}(C_i)}{\partial \beta'} \right) V_{\beta} \left( \sum_{i=1}^{j} \frac{\partial \text{vec}(C_i)}{\partial \beta} \right),
\]
and, finally,
\[
T^{1/2} \left( \text{vec}(C(1)) - \text{vec}(C(1)) \right) \overset{d}{\rightsquigarrow} \mathcal{N}(0, V_{C(1)}), \quad (2.41)
\]
where
\[
V_{C(1)} = \frac{\partial \text{vec}(C(1))}{\partial \beta'} V_{\beta} \frac{\partial \text{vec}(C(1))}{\partial \beta},
\]
and
\[
\frac{\partial \text{vec}(C(1))}{\partial \beta'} = \left( M' \otimes M^{-1} D(1) \right) \frac{\partial \text{vec}(F(1))}{\partial \beta'}.
\]

**Proof** To show (2.39), we make use of equation (2.22). The first differential is equal to:
\[
dC_j = \sum_{k=0}^{j-1} M^{-1} J_p B^k dBB^{j-1-k} J_p' M - \sum_{k=0}^{j-2} M^{-1} D J_p B^k dBB^{j-2-k} J_p' M,
\]
where the second term on the right hand side is zero for \( j = 1 \) since \( dF_0 = 0 \). Noting that \( dB = J_p' db \), where \( b = [B_1 \cdots B_p] \) and making use of the vec operator, the desired result is obtained. Expressions (2.40) and (2.41) follow from (2.39) in the same way as (2.37) and (2.38) follow from (2.36). Q.E.D.

We are now ready to state the main results regarding analytical expressions for the asymptotic distributions of the impulse response functions.

**Theorem 2.3** If the assumptions in Lemma 2.1 are satisfied and the matrix \( F \) is given by equation (2.32), with \( \pi \) and \( Q_r \) being lower triangular matrices, then
\[
T^{1/2} \left( \text{vec}(\hat{R}_j) - \text{vec}(R_j) \right) \overset{d}{\rightsquigarrow} \mathcal{N}(0, V_{R_j}), \quad (2.42)
\]
for \( j = 0, 1, 2, \ldots \), where
\[
V_{R_j} = \frac{\partial \text{vec}(R_j)}{\partial \beta'} V_{\beta} \frac{\partial \text{vec}(R_j)}{\partial \beta} + \frac{\partial \text{vec}(R_j)}{\partial \omega'} V_{\omega} \frac{\partial \text{vec}(R_j)}{\partial \omega},
\]
and
and
\[ \frac{\partial \text{vec}(R_j)}{\partial \beta'} = \left[ (F^{-1})' \otimes I_n \right] \frac{\partial \text{vec}(C_j)}{\partial \beta'} + \left[ I_n \otimes C_j \right] \left[ \frac{\partial \text{vec}(F^{-1}_k)}{\partial \beta'} \right], \]

with \( C_0 = I_n \) so that \( dC_0 = 0 \), while
\[ \frac{\partial \text{vec}(R_j)}{\partial \omega'} = \left[ I_n \otimes C_j \right] \left[ \frac{\partial \text{vec}(F^{-1}_k)}{\partial \omega'} \right], \]

Furthermore,
\[ \frac{\partial \text{vec}(F^{-1}_k)}{\partial \beta'} = K_{nk}[M^{-1}\Omega F(1)E_p \otimes (A'A)^{-1}A'M^{-1}D(1)F(1)], \]
\[ \cdot \left[ \pi^{-1} \otimes \Sigma(C(1)'A(A'A)^{-1})K_{kk}L_k'\{L_kN_k(\pi \otimes I_k)L_k')^{-1}D_k' \times \right. \]
\[ \left. \left[ (A_0'I_0)^{-1}A_0'C(1)M^{-1}\Omega F(1)'E_p \otimes (A_0'A_0)^{-1}A_0'M^{-1}D(1)F(1) \right] \right], \]
\[ \frac{\partial \text{vec}(F^{-1}_r)}{\partial \beta'} = -[Q_r^{-1}P_r'E_p \otimes M^{-1}] + [Q_r^{-1} \otimes \gamma(Q_r')^{-1}]K_{rr} \times \]
\[ L_r'[L_rN_r(Q_r \otimes I_r)L_r')^{-1}D_r'\left[ P_r'E_p \otimes \gamma'M_r'\Omega^{-1} \right], \]

whereas
\[ \frac{\partial \text{vec}(F^{-1}_k)}{\partial \omega'} = \left[ (A'A)^{-1}A'C(1)M^{-1} \otimes M^{-1} \right]D_n - \frac{1}{2}[\pi^{-1} \otimes \Sigma(C(1)'A(A'A)^{-1})K_{kk} \times \]
\[ L_k'\{L_kN_k(\pi \otimes I_k)L_k')^{-1}D_k'\left[ (A_0'I_0)^{-1}A_0'C(1)M^{-1} \otimes (A_0'A_0)^{-1}A_0'C(1)M^{-1} \right]D_n, \]

and
\[ \frac{\partial \text{vec}(F^{-1}_r)}{\partial \omega'} = \frac{1}{2}[Q_r^{-1} \otimes \gamma(Q_r')^{-1}]K_{rr}L_r'[L_rN_r(Q_r \otimes I_r)L_r')^{-1}D_r' \times \]
\[ \left[ \gamma'M_r'\Omega^{-1} \otimes \gamma'M_r'\Omega^{-1} \right]D_n. \]

The asymptotic distributions for the accumulated response functions are given by
\[
T^{1/2} \left( \sum_{i=0}^{j} \text{vec}(\hat{R}_i) - \sum_{i=0}^{j} \text{vec}(R_i) \right) \xrightarrow{d} \mathcal{N}(0, V_{\Sigma R_j}), \quad (2.43)
\]
for \( j = 0, 1, 2, \ldots \), where
\[ V_{\Sigma R_j} = \left( \sum_{i=0}^{j} \frac{\partial \text{vec}(R_i)}{\partial \beta'} \right) V_\beta \left( \sum_{i=0}^{j} \frac{\partial \text{vec}(R_i)}{\partial \beta'} \right) + \left( \sum_{i=0}^{j} \frac{\partial \text{vec}(R_i)}{\partial \omega'} \right) V_\omega \left( \sum_{i=0}^{j} \frac{\partial \text{vec}(R_i)}{\partial \omega'} \right), \]

and finally,
\[
T^{1/2} \left( \text{vec}(\hat{A}) - \text{vec}(A) \right) \xrightarrow{d} \mathcal{N}(0, V_A), \quad (2.44)
\]
where
\[ V_A = \frac{\partial \text{vec}(A)}{\partial \beta'} V_\beta \frac{\partial \text{vec}(A)}{\partial \beta'} + \frac{\partial \text{vec}(A)}{\partial \omega'} V_\omega \frac{\partial \text{vec}(A)}{\partial \omega'}, \]

while the remaining matrices of partial derivatives are given by
\[ \frac{\partial \text{vec}(A)}{\partial \beta'} = [I_k \otimes A_0] L_k' \frac{\partial \text{vec}(\pi)}{\partial \beta'}, \]
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\[ \frac{\partial \text{vech}(\pi)}{\partial \beta'} = \{ \text{vech}(\pi' \otimes I_k) L_k \}^{-1} D_k^+ \times 
\]
\[ [(A_0' A_0)^{-1} A_0 C(1) M^{-1} \Omega F(1)' E_0 \otimes (A_0' A_0)^{-1} A_0' M^{-1} D(1) F(1)], \]
and
\[ \frac{\partial \text{vec}(A)}{\partial \omega'} = [I_k \otimes A_0] L_k' \frac{\partial \text{vech}(\pi)}{\partial \omega'}, \]
\[ \frac{\partial \text{vech}(\pi)}{\partial \omega'} = \frac{1}{2} \{ \text{vech}(\pi' \otimes I_k) L_k' \}^{-1} D_k^+ \times 
\]
\[ ([A_0' A_0)^{-1} A_0 C(1) M^{-1} \otimes (A_0' A_0)^{-1} A_0' C(1) M^{-1}] D_n. \]

**Proof** In order to derive the matrices in equation (2.42), note that the following relationships hold: \( R_j = C_j F^{-1}, \) \( F^{-1} = [\Sigma C(1)'A(A'A)^{-1} \gamma (Q'_r)^{-1}], \) \( \Sigma = M^{-1} \Omega (M')^{-1}, \)
\( \gamma = M^{-1} (I_n - J_p B E'_{p' r}) P_r, A = A_0 \pi, Q_r Q'_r = \gamma' \Sigma^{-1} \gamma, \)
and
\[ \pi \pi' = (A_0' A_0)^{-1} A_0' C(1) \Sigma C(1)' A_0 (A_0' A_0)^{-1}. \]

Then, taking vec's of the first differential of \( R_j, \) we find that
\[
\text{dvec}(R_j) = \left[ \left( F^{-1}' \otimes I_n \right) \text{dvec}(C_j) + \left[ I_n \otimes C_j \right] \begin{bmatrix} \text{dvec}(F^{-1}_k) \\ \text{dvec}(F^{-1}_r) \end{bmatrix} \right]. \tag{2.45}
\]

Before we consider \( \text{dvec}(F^{-1}_k), \) note that
\[ A(A'A)^{-1} = A_0 \pi (A_0' A_0 \pi)^{-1} = A_0 (A_0' A_0)^{-1} (\pi')^{-1}. \]
Since \( A_0 \) is known we only need to consider \( \pi \) when deriving the first differential of \( A(A'A)^{-1}. \)

The first differential of \( F^{-1}_k \) is equal to
\[ dF^{-1}_k = (d\Sigma) C(1)' A(A'A)^{-1} + \Sigma (dC(1)' A(A'A)^{-1} 
\]
\[ -\Sigma C(1)' A_0 (A_0' A_0)^{-1} (\pi')^{-1} (d\pi')(\pi')^{-1}. \]
Taking vec's and using the commutation matrix, we have that
\[ \text{dvec}(F^{-1}_k) = \left[ (A'A)^{-1} A'C(1) \otimes I_n \right] \text{dvec}(\Sigma) + \left[ (A'A)^{-1} A' \otimes \Sigma \right] K_{nn} \text{dvec}(C(1)) 
\]
\[ -[\pi^{-1} \otimes \Sigma C(1)' A(A'A)^{-1}] K_{kk} \text{dvec}(\pi). \tag{2.46} \]

From the function mapping the parameters of \( \Omega \) into \( \Sigma, \) we get
\[ \text{dvec}(\Sigma) = [M^{-1} \otimes M^{-1}] \text{dvec}(\Omega) = [M^{-1} \otimes M^{-1}] D_n d\omega. \tag{2.47} \]
Furthermore, we know from Lemma 2.1 and 2.2 above that
\[ \text{dvec}(C(1)) = [M' F(1)' E_0 \otimes M^{-1} D(1) F(1)] d\beta. \tag{2.48} \]
Next, the matrix \( \pi \) is lower triangular and obtained from a symmetric matrix. Lemma 1 in Lütkepohl [60] implies that
\[ \text{dvec}(\pi) = \{2L_k N_k (\pi' \otimes I_k) L_k' \}^{-1} \text{dvec}(\pi \pi'). \]
From the properties of the elimination and duplication matrices, we then find that

\[
dvec(\pi) = L_k\{2L_kN_k(\pi \otimes I_k)I_k\}^{-1}D_k^+dvec(\pi').
\] (2.49)

The first differential of \(\pi\pi'\) is

\[
d(\pi\pi') = (A_0'A_0)^{-1}A_0'(dC(1))\Sigma C(1)'A_0(A_0'A_0)^{-1} + \\
(A_0'A_0)^{-1}A_0'C(1)\Sigma(dC(1)')A_0(A_0'A_0)^{-1} + \\
(A_0'A_0)^{-1}A_0'C(1)(d\Sigma)C(1)'A_0(A_0'A_0)^{-1}.
\]

Taking vec's and making use of the commutation and \(N\) matrices, we find that

\[
dvec(\pi\pi') = 2N_k[(A_0'A_0)^{-1}A_0'C(1)\Sigma \otimes (A_0'A_0)^{-1}A_0']dvec(C(1)) + \\
[(A_0'A_0)^{-1}A_0'C(1) \otimes (A_0'A_0)^{-1}A_0'C(1)]dvec(\Sigma),
\] (2.50)

by employing Lemma 4 in Magnus and Neudecker [65]. Substituting for the expressions in equation (2.47)-(2.50) into (2.46), using the relationship between \(\Sigma\) and \(\Omega\), and the fact that \(D_k^+N_k = D_k^+\) (Magnus and Neudecker [63, Theorem 3.12]), the matrices of partial derivatives of \(\text{vec}(F_r^{-1})\) with respect to \(\beta\) and \(\omega\) follow directly.

The first differential of \(F_r^{-1}\) is

\[
dF_r^{-1} = (d\gamma)(Q_r')^{-1} - \gamma(Q_r')^{-1}(dQ_r')(Q_r')^{-1}.
\]

Taking vec's we get

\[
dvec(F_r^{-1}) = [Q_r^{-1} \otimes I_n]dvec(\gamma) - [Q_r^{-1} \otimes \gamma(Q_r')^{-1}]K_r dvec(Q_r).
\] (2.51)

Next, the first differential of \(\gamma\) is

\[
d\gamma = -M^{-1}J_p(dB)E_p^rP_r.
\]

Employing the vec operator we obtain

\[
dvec(\gamma) = -[P'_rE_p \otimes M^{-1}J_p]dvec(B) = -[P'_rE_p \otimes M^{-1}]d\beta,
\] (2.52)

since \(dvec(B) = [I_{np} \otimes J'_p]d\beta\) and \(J_pJ'_p = I_n\).

With \(Q_r\) being lower triangular, Lütkepohl [60, Lemma 1] provides us with

\[
dvec(Q_r) = L_r'(\{2L_rN_r(\pi \otimes I_r)I_r\})^{-1}D_r^+dvec(Q_rQ_r').
\] (2.53)

The first differential of \(Q_rQ_r'\) is

\[
d(Q_rQ_r') = (d\gamma')\Sigma^{-1}\gamma + \gamma'\Sigma^{-1}(d\gamma) - \gamma'\Sigma^{-1}(d\Sigma)\Sigma^{-1}\gamma.
\]

Taking vec's, we get

\[
dvec(Q_rQ_r') = 2N_r[I_r \otimes \gamma'\Sigma^{-1}]dvec(\gamma) - [\gamma'\Sigma^{-1} \otimes \gamma'\Sigma^{-1}]dvec(\Sigma).
\] (2.54)

Substituting for the expressions in equations (2.47) and (2.52)-(2.54) into (2.51) and making use of the property \(D_k^+N_r = D_k^+\), the matrices with partial derivatives of vec\((F_r^{-1})\)
with respect to $\beta$ and $\omega$ are immediate. Finally, equations (2.43) and (2.44) follow directly from (2.42), the above expressions, and the fact that $d\text{vec}(A) = [I_k \otimes A_0] d\text{vec}(\pi)$. Q.E.D.

A few remarks about the asymptotic covariance matrices for consistent and asymptotically normal estimators of $\beta$ and $\omega$ may be of interest. Here, I shall only consider the multivariate least squares and Gaussian maximum likelihood estimators of the parameters. First, it is well known that $\hat{\beta}$ and $\hat{\omega}$ are asymptotically independent under standard assumptions. Moreover, if $\theta = 0$, then $V_\theta = (T^{-1} \otimes \Omega)$, where $T_Y := \text{plim} T^{-1} \sum_{t=1}^T Y_{t-1}Y_{t-1}'$ is assumed to be nonsingular (cf. Warne [99]). If a constant is included in the restricted vector autoregression, the expression for $V_\beta$ looks similar to that above. In fact, letting $Y_t^* := [1 \ Y_t]'$, the $np \times (np + 1)$ matrix $G = [0 \ I_{np}]$, and $T_{Y'} := \text{plim} T^{-1} \sum_{t=1}^T Y_{t-1}Y_{t-1}'$, we find that $V_\beta = (G T_{Y'}^{-1} G' \otimes \Omega)$. Second, if $\eta_t$ is i.i.d. Gaussian, from the inverse of the information matrix we find that $V_\omega = 2D_\omega^*(\Omega \otimes \Omega)D_\omega^{*'}$ (cf. Magnus and Neudecker [65, section 11], or Warne [99]).

Furthermore, it can be seen that $Q_r$ does not influence the upper left $nk \times nk$ submatrices of $V_{R_j}$ and $V_{S_{R_j}}$. The diagonal elements of these matrices are the asymptotic variances of the responses in $\Delta x_t$ and $x_t$, respectively, from a one standard deviation impulse to the permanent innovations. Similarly, $\pi$ does not appear in the lower right $nr \times nr$ submatrices of these covariance matrices. Hence, identification of the permanent and the transitory innovations can be said to be asymptotically independent. This is clearly a desirable property, whether we are primarily concerned with the permanent innovations or not.

Moreover, it should be noted that some of the asymptotic variances may be zero. For example, if an element of the $k$:th column of $A_0$ is constrained to zero, then the corresponding elements of $A$ and $A_0$ are also zero. Although this is really not troublesome from a theoretical point of view, in applied work one has to be cautious to this possibility when, e.g., $t$-ratios are calculated (cf. Lütkepohl [59]).

Before we turn our attention to forecast error variance decompositions, the asymptotic properties of the drifts $\delta$ and $\mu$ are as follows:

**Corollary 2.1** If in addition to the assumptions in Theorem 2.3

\[ T^{1/2} \begin{bmatrix} \hat{\beta} - \beta^* \\ \hat{\omega} - \omega \end{bmatrix} \xrightarrow{d} N(0, V^*), \]

where $\beta^* = \text{vec}([0 \ J_\nu B])$, and

\[ V^* = \begin{bmatrix} V_{\beta^*} & 0 \\ 0 & V_\omega \end{bmatrix}, \]

then

\[ T^{1/2} (\hat{\delta} - \delta) \xrightarrow{d} N(0, V_\delta), \tag{2.55} \]

where

\[ V_\delta = \frac{\partial \delta}{\partial \beta^*} V_{\beta^*} \frac{\partial \delta}{\partial \beta^*}. \]

13 For a general treatment, see Dunsmuir and Hannan [22].
and
\[ \frac{\partial \delta}{\partial \beta^*} = \left[ \begin{array}{c} C(1)M^{-1} (\theta' F(1)' E_\rho \otimes M^{-1} D(1) F(1)) \end{array} \right], \]
while the asymptotic distribution of \( \hat{\mu} \) is
\[ T^{1/2} (\hat{\mu} - \mu) \xrightarrow{d} \mathcal{N}(0, V_\mu), \tag{2.56} \]
where
\[ V_\mu = \frac{\partial \mu}{\partial \beta^*} V_{\beta^*} \frac{\partial \mu}{\partial \omega^*} + \frac{\partial \mu}{\partial \omega^*} V_\omega \frac{\partial \mu}{\partial \omega^*}, \]
while
\[ \frac{\partial \mu}{\partial \beta^*} = \left[ \begin{array}{c} (A'A)^{-1} A'C(1)M^{-1} \quad (\theta' \otimes \pi^{-1}) \Xi (F(1)' E_\rho \otimes (A_0' A_0)^{-1} A_0' M^{-1} D(1) F(1)) \end{array} \right], \]
\[ \frac{\partial \mu}{\partial \omega^*} = \left[ \begin{array}{c} \theta'(M')^{-1} C(1)' A(A'A)^{-1} \otimes \pi^{-1} \right] L_k \frac{\partial \vech(\pi)}{\partial \omega^*}, \]
and
\[ \Xi := I_n - [(M')^{-1} C(1)' A(A'A)^{-1} \otimes I_k] L_k' \left\{ L_k N_k (\pi \otimes I_k) L_k \right\}^{-1} D_k \times \]
\[ [(A_0' A_0)^{-1} A_0' C(1)M^{-1} \Omega \otimes I_k]. \]

**Proof** We know that \( \delta = C(1)M^{-1} \theta \) and \( \mu = \pi^{-1}(A_0' A_0)^{-1} A_0' \delta \), where \( \pi^{-1}(A_0' A_0)^{-1} A_0' = (A'A)^{-1} A' \). The first differential of \( \delta \) is
\[ d\delta = (dC(1))M^{-1} \theta + C(1)M^{-1}(d\theta) = \left[ \theta'(M')^{-1} I_n \right] d\text{vec}(C(1)) + C(1)M^{-1}(d\theta). \tag{2.57} \]
From Lemma 2.2 and the definition of \( \beta^* \) it follows that
\[ d\delta = \left[ \begin{array}{c} C(1)M^{-1} (\theta' F(1)' E_\rho \otimes M^{-1} D(1) F(1)) \end{array} \right] d\beta^*, \tag{2.58} \]
from which the matrix of partial derivatives of \( \delta \) with respect to \( \beta^* \) follows trivially.

The first differential of \( \mu \) is
\[ d\mu = -\pi^{-1}(d\pi)(A'A)^{-1} A' \delta + (A'A)^{-1} A'(d\delta) = -[\delta'(A'A)^{-1} \otimes \pi^{-1}] d\text{vec}(\pi) + (A'A)^{-1} A'(d\delta). \tag{2.59} \]
Substituting equations (2.49) and (2.50) for \( d\text{vec}(\pi) \), equation (2.58) for \( d\delta \), and rearranging terms the claimed result follows. Q.E.D.

In reference to the discussion on consistent and asymptotically normal estimators of \( \beta \) and \( \omega \), it may be noted that \( V_{\beta^*} = (I_n^{-1} \otimes \Omega) \) when the restricted vector autoregression is estimated by multivariate least squares or Gaussian maximum likelihood.
2.4.2 Derivation of the Forecast Error Variance Expressions

In this subsection, I shall derive expressions of the $s$ steps ahead forecast error covariance matrices of $\Delta x$ and $x$. From these matrices formulae of the variance decompositions are easy to compute. It should be noted that the $s$ steps ahead forecast error covariance matrix of $\Delta x$ is a version of that stated for covariance stationary time series in, e.g., Reinsel [76] and Yamamoto [104], while an $s$ steps ahead forecast error covariance matrix of $x$ is derived in Reinsel and Lewis [77]. Finally, the long run variance decomposition of $x$ is of particular interest in the common trends model. Since the $s$ steps ahead forecast error covariance matrix of $x$ is not finite when $s \to \infty$, transformations of the covariance matrix has to be considered. Furthermore, the long run variance decomposition of $x$ must be numerically invariant with respect to any such transformation.

From equation (2.23) we find that

$$
\Delta x_{t+s} = \delta + \sum_{j=1}^{\infty} R_{j-1} \nu_{t+s+1-j}
$$

$$
= \delta + \sum_{j=1}^{s} R_{j-1} \nu_{t+s+1-j} + \sum_{j=1}^{\infty} R_{s-1+j} \nu_{t+1-j}.
$$

(2.60)

The $s$ steps ahead forecast of $\Delta x_{t+s}$ based on information available at $t$ is

$$
E[\Delta x_{t+s}|\nu_t, \nu_{t-1}, \ldots] = \delta + \sum_{j=1}^{\infty} R_{s-1+j} \nu_{t+1-j}.
$$

Hence, the $s$ steps ahead forecast error is

$$
e_{t+s} = \sum_{j=1}^{s} R_{j-1} \nu_{t+s+1-j}
$$

so the $s$ steps ahead forecast error covariance matrix is given by

$$
V_s := E[e_{t+s}^t e_{t+s}^t] = \sum_{j=1}^{s} R_{j-1} R_{j-1}'.
$$

(2.61)

The $i$:th diagonal element of $V_s$ is the $s$ steps ahead forecast error variance of $\Delta x_i$, $i = 1, \ldots, n$. Then

$$
V_{i,s} := e_i^t V_s e_i = \sum_{j=1}^{s} e_i^t R_{j-1} R_{j-1}' e_i.
$$

(2.62)

We can now decompose the expression on the right hand side of equation (2.62) into $n$ terms. That is,

$$
e_i^t R_{j-1} = \begin{bmatrix} e_i^t R_{j-1} e_1 & e_i^t R_{j-1} e_2 & \cdots & e_i^t R_{j-1} e_n \end{bmatrix},
$$

where $e_i^t R_{j-1} e_l$ is the $(i, l)$:th element of $R_{j-1}$. Hence,

$$
V_{i,s} = \sum_{j=1}^{s} \sum_{l=1}^{n} (e_i^t R_{j-1} e_l)^2.
$$

(2.63)

Equations (2.62) and (2.63) may now be employed to construct the $s$ steps ahead forecast error variance decomposition for $x_i$. 
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Moving \( x_{t+s-1} \) in equation (2.60) to the right hand side and recursively substituting for \( x_{t+s-1}, \ldots, x_{t+1} \), we obtain

\[
x_{t+s} = x_t + \delta s + \sum_{m=1}^{s} \sum_{j=1}^{\infty} R_{j-1} \nu_{t+m+1-j}
\]

for \( s \geq 0 \). The \( s \) steps ahead forecast of \( x_{t+s} \) based on information at \( t \) is

\[
E[x_{t+s} | \nu_t, \nu_{t-1}, \ldots] = x_t + \delta s + \sum_{m=1}^{s} \sum_{j=1}^{\infty} R_{j-1} \nu_{t+m+1-j}.
\]

Accordingly, the \( s \) steps ahead forecast error for \( x_{t+s} \) is given by

\[
\epsilon_{t+s}^* = \sum_{m=1}^{s} \sum_{j=1}^{\infty} R_{j-1} \nu_{t+m+1-j}.
\]

Hence, the stochastic process \( \{\epsilon_{t+s}^*\}_{s=1}^{\infty} \) has a unit root and the forecast error variance will therefore explode linearly in \( s \).

The \( s \) steps ahead forecast error covariance matrix is

\[
V_s^* = \sum_{m=1}^{s} \left( \sum_{j=1}^{s+1-m} R_{j-1} \right) \left( \sum_{j=1}^{s+1-m} R_{j-1}' \right)
\]

\[
= \sum_{m=1}^{s} \left( \sum_{j=1}^{s+1-m} R_{j-1} \right) \left( \sum_{j=1}^{s+1-m} R_{j-1}' \right)
\]

\[
= \sum_{m=1}^{s} R_m R_m'.
\]

It should be noted that the second equality follows from reversing the order of summation. For \( s \) finite, the variance decomposition \( v_{\nu_s}^* \) follows directly from equation (2.65) and the analysis on \( V_s \) above. However, the long run case deserves special attention since \( \lim_{s \to \infty} V_s^* \) is not finite.

If we collect the products \( R_{j-1} R_{j-1}' \) into one group and all other products into a second group, we find that

\[
V_s^* = \sum_{j=1}^{s} (s+1-j) R_{j-1} R_{j-1}' + \sum_{m=1}^{s} \sum_{j=1}^{m} (s-m) \left( R_{j-1} R_m' + R_m R_{j-1}' \right).
\]

Let \( \bar{V}_s := V_s^*/s \). As \( s \to \infty \), we get

\[
\bar{V}_{\text{inf}} = \lim_{s \to \infty} \bar{V}_s = \sum_{j=1}^{\infty} R_{j-1} R_{j-1}' + \sum_{m=1}^{\infty} \sum_{j=1}^{m} (R_{j-1} R_m' + R_m R_{j-1}')
\]

\[
= (\sum_{j=1}^{\infty} R_{j-1})(\sum_{j=1}^{\infty} R_{j-1}')
\]

\[
= R(1)R(1)'.
\]

From the definition of \( \bar{V}_s \), it is clear that the \( s \) steps ahead forecast error variance decomposition for \( x_i, i = 1, \ldots, n \), can be performed on either \( V_s^* \) or \( \bar{V}_s \). More importantly, the long run forecast error variance decomposition for \( x_i \) can be computed from \( \bar{V}_{\text{inf}} \). In particular, by Theorem 2.2 we know that \( R(1)R(1)' = AA' \).
2.4.3 Asymptotic Properties of Forecast Error Variance Decompositions

To my knowledge, the only papers which provide analytical expressions of the asymptotic distributions of forecast error variance decompositions are those by Lütkepohl [59] and Lütkepohl and Poskitt [61] (see also Reinsel [76], Reinsel and Lewis [77], and Yamamoto [104]). Lütkepohl [59] shows that the asymptotic variances are quite easy to calculate when the lag order in a vector autoregressive model for covariance stationary time series has a known upper bound. In case the lag order is unknown and possibly infinite, then the asymptotic variances of forecast error variance decompositions can be derived under the assumptions made by Lütkepohl and Poskitt.

The analytical expressions for the asymptotic covariance matrices which are derived in Lütkepohl [59] (and Lütkepohl and Poskitt) are, however, not based on the fact that the joint influence of all innovations account for all of the forecast error variance in any variable. Since such a fact is basically a set of linear restrictions and constrained estimators generally have smaller variances (at least in a matrix sense) than unconstrained estimators, it seems plausible that there are efficiency gains to be made from taking the restrictions into account.

Before the main results are stated and proven, some additional notation will be useful. Let \( v_{il,s} \) denote the fraction of the \( s \) steps ahead forecast error variance of \( \Delta x_i \) which is accounted for by shocks in \( v_i \), where \( i, l \in \{1, \ldots, n\} \). Similarly, \( v_{il,s}^* \) is the fraction of the \( s \) steps ahead forecast error variance of \( x_i \) which is accounted for by shocks in \( v_i \), whereas \( \bar{v}_{i,l} \) denotes the long run fraction of the forecast error variance in the levels series \( x_i \) which is accounted for by shocks in \( v_i \). Accordingly,

\[
v_{il,s} = \frac{\sum_{j=1}^s (e_i' R_{j-1} e_l)^2}{\sum_{j=1}^s e_i' R_{j-1} R_{j-1}' e_i},
\]

for \( i, l \in \{1, \ldots, n\} \) and \( s = 1, 2, \ldots \). Here, \( e_i \) is the \( i \)th column of \( I_n \). Furthermore, letting \( R_m = \sum_{j=1}^m R_{j-1} \), we have that

\[
v_{il,s}^* = \frac{\sum_{m=1}^s (e_i' R_m^* e_l)^2}{\sum_{m=1}^s e_i' R_m^* R_m^* e_i},
\]

for \( i, l \in \{1, \ldots, n\} \) and \( s = 1, 2, \ldots \), and finally,

\[
\bar{v}_{il} = \frac{(e_i' A e_{(l)})^2}{e_i' A A' e_i},
\]

for \( i \in \{1, \ldots, n\} \) and \( l \in \{1, \ldots, k\} \). Here, \( e_{(l)} \) is the \( l \)th column of \( I_k \).

For practical as well as theoretical reasons, it is preferable to examine the forecast error variance decompositions in terms of matrices. In particular, letting \( \odot \) denote the Hadamard product (see, e.g., Magnus and Neudecker [63, page 45]) we find that

\[
v_s = \left[ \sum_{j=1}^n (R_{j-1} R_{j-1} \odot I_n) \right]^{-1} \left[ \sum_{j=1}^n (R_{j-1} \odot R_{j-1}) \right], \tag{2.68}
\]
for \( s = 1, 2, \ldots \). The \((i, l)\):th element of \( v_s \) is \( v_{i,l,s} \). Furthermore,

\[
v_s^* = \left[ \sum_{s=1}^{s} (R_m^* R_m^* \odot I_n) \right]^{-1} \left[ \sum_{s=1}^{s} (R_m^* \odot R_m^*) \right],
\]

whereas

\[
\tilde{v}_{\text{inf}} = [AA' \odot I_n]^{-1} [A \odot A].
\]

The \((i, l)\):th elements of these two matrices correspond to \( v_{i,l,s} \) and \( \tilde{v}_{i,l} \), respectively. It should be noted that if all elements in some row of \( A_0 \) are equal to zero, this row must be deleted from \( \tilde{A} \) when computing \( \tilde{v}_{\text{inf}} \). The reason is, of course, that the corresponding diagonal element of \( \tilde{A} \tilde{A}' \) is zero and \( [\tilde{A} \tilde{A}' \odot I_n] \) is consequently singular.

For any \( m \times n \) matrix \( G \), let \( \text{diag}[\text{vec}(G)] \) denote the \( mn \times mn \) diagonal matrix whose diagonal elements are given by \( \text{vec}(G) \). Regarding the asymptotic distributions of the estimated forecast error variance decompositions it can now be stated that:

**Theorem 2.4** If the assumptions in Theorem 2.3 are satisfied, then

\[
T^{1/2} (\text{vec}(\hat{v}_s) - \text{vec}(v_s)) \xrightarrow{d} \mathcal{N}(0, w_s), \quad (2.71)
\]

for \( s = 1, 2, \ldots \), where

\[
w_s = \frac{\partial \text{vec}(v_s)}{\partial \beta'} V_\beta \frac{\partial \text{vec}(v_s)}{\partial \beta} + \frac{\partial \text{vec}(v_s)}{\partial \omega'} V_\omega \frac{\partial \text{vec}(v_s)}{\partial \omega},
\]

while

\[
\frac{\partial \text{vec}(v_s)}{\partial \beta'} = 2[I_n \otimes \sum_{j=1}^s (R_i R_j^* \odot I_n)]^{-1} \sum_{j=1}^s \{ \text{diag}[\text{vec}(R_j)] - [v_s \otimes I_n] \text{diag}[\text{vec}(I_n)] [R_j \otimes I_n] \} (\partial \text{vec}(R_j) / \partial \beta'),
\]

\[
\frac{\partial \text{vec}(v_s)}{\partial \omega'} = 2[I_n \otimes \sum_{j=1}^s (R_i R_j^* \odot I_n)]^{-1} \sum_{j=1}^s \{ \text{diag}[\text{vec}(R_j)] - [v_s \otimes I_n] \text{diag}[\text{vec}(I_n)] [R_j \otimes I_n] \} (\partial \text{vec}(R_j) / \partial \omega').
\]

Regarding the asymptotic distribution of \( \hat{v}_s^* \), we have that

\[
T^{1/2} (\text{vec}(\hat{v}_s^*) - \text{vec}(v_s^*)) \xrightarrow{d} \mathcal{N}(0, w_s^*), \quad (2.72)
\]

for \( s = 1, 2, \ldots \), where

\[
w_s^* = \frac{\partial \text{vec}(v_s^*)}{\partial \beta'} V_\beta \frac{\partial \text{vec}(v_s^*)}{\partial \beta} + \frac{\partial \text{vec}(v_s^*)}{\partial \omega'} V_\omega \frac{\partial \text{vec}(v_s^*)}{\partial \omega},
\]

while

\[
\frac{\partial \text{vec}(v_s^*)}{\partial \beta'} = 2[I_n \otimes \sum_{j=1}^s (R_i^* R_j^* \odot I_n)]^{-1} \sum_{j=1}^s \{ \text{diag}[\text{vec}(R_j^*)] - [v_s^* \otimes I_n] \text{diag}[\text{vec}(I_n)] [R_j^* \otimes I_n] \} (\partial \text{vec}(R_j^*) / \partial \beta'),
\]

\[
\frac{\partial \text{vec}(v_s^*)}{\partial \omega'} = 2[I_n \otimes \sum_{j=1}^s (R_i^* R_j^* \odot I_n)]^{-1} \sum_{j=1}^s \{ \text{diag}[\text{vec}(R_j^*)] - [v_s^* \otimes I_n] \text{diag}[\text{vec}(I_n)] [R_j^* \otimes I_n] \} (\partial \text{vec}(R_j^*) / \partial \omega').
\]
Finally, the asymptotic distribution for $\hat{v}_{inf}$ is given by

$$T^{1/2} \left( \text{vec}(\hat{v}_{inf}) - \text{vec}(\bar{v}_{inf}) \right) \overset{d}{\to} \mathcal{N}(0, \bar{v}_{inf}),$$

(2.73)

where

$$\bar{v}_{inf} = \frac{\partial \text{vec}(\hat{v}_{inf})}{\partial \beta'} V_{\beta} \frac{\partial \text{vec}(\hat{v}_{inf})}{\partial \beta} + \frac{\partial \text{vec}(\hat{v}_{inf})}{\partial \omega'} V_{\omega} \frac{\partial \text{vec}(\hat{v}_{inf})}{\partial \omega},$$

while

$$\frac{\partial \text{vec}(\hat{v}_{inf})}{\partial \beta'} = 2[I_k \otimes [AA' \otimes I_n]^{-1}] \{ \text{diag}[\text{vec}(A)] - [\bar{v}_{inf} \otimes I_n] \text{diag}[\text{vec}(I_n)] [A \otimes I_n] \} (\frac{\partial \text{vec}(A)}{\partial \beta'}),$$

$$\frac{\partial \text{vec}(\hat{v}_{inf})}{\partial \omega'} = 2[I_k \otimes [AA' \otimes I_n]^{-1}] \{ \text{diag}[\text{vec}(A)] - [\bar{v}_{inf} \otimes I_n] \text{diag}[\text{vec}(I_n)] [A \otimes I_n] \} (\frac{\partial \text{vec}(A)}{\partial \omega'}).$$

\textbf{Proof} Comparing the expressions for $v_s$, $v_s^*$ and $\bar{v}_{inf}$ it is obvious that the asymptotic covariance matrices for estimates of these functions have a similar parametric structure. Hence, I shall limit the proof to equation (2.71).

To derive the matrices of partial derivatives of $\text{vec}(v_s)$ with respect to $\beta$ and $\omega$, note that the first differential of $v_s$ is given by

$$dv_s = -[\Sigma_{i=1}^s (R_{i-1} R'_{i-1} \otimes I_n)]^{-1} \{ \sum_{j=1}^s d(R_{j-1} R'_{j-1} \otimes I_n) \} v_s +$$

$$[\Sigma_{i=1}^s (R_{i-1} R'_{i-1} \otimes I_n)]^{-1} \{ \sum_{j=1}^s d(R_{j-1} \otimes R_{j-1}) \} -$$

$$-[v_s' \otimes I_n] \text{diag}[\text{vec}(I_n)] d\text{vec}(R_{j-1} R'_{j-1}).$$

Taking vec's and using Magnus and Neudecker [64, Lemma 2], we obtain

$$\text{dvec}(v_s) = [I_n \otimes [\sum_{i=1}^s (R_{i-1} R'_{i-1} \otimes I_n)]^{-1} \sum_{j=1}^s \{ 2\text{diag}[\text{vec}(R_{j-1})] d\text{vec}(R_{j-1}) - [v_s' \otimes I_n] \text{diag}[\text{vec}(I_n)] d\text{vec}(R_{j-1} R'_{j-1}) \}.$$ (2.74)

The first differential of $R_{j-1} R'_{j-1}$ is

$$d(R_{j-1} R'_{j-1}) = (dR_{j-1}) R'_{j-1} + R_{j-1} (dR'_{j-1}).$$

Applying the vec operator and the commutation matrix, we have that

$$d\text{vec}(R_{j-1} R'_{j-1}) = [I_n \otimes R_{j-1}] d\text{vec}(R_{j-1}) + [I_n \otimes R_{j-1}] K_{nn} d\text{vec}(R_{j-1})$$

$$= 2N_n [R_{j-1} \otimes I_n] d\text{vec}(R_{j-1}),$$ (2.75)

by Magnus and Neudecker [65, Lemma 4]. Substituting equation (2.75) for the differential $d\text{vec}(R_{j-1} R'_{j-1})$ into equation (2.74), it is clear that equation (2.71) follows if

$$\text{diag}[\text{vec}(I_n)] N_n = \text{diag}[\text{vec}(I_n)] K_{nn} = \text{diag}[\text{vec}(I_n)].$$
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If the second equality is valid, the first is an immediate consequence of the definition of $N_n$. To show the second, note that

$$\text{diag} [\text{vec}(I_n)] = \begin{bmatrix} e_1 e'_1 \otimes e'_1 \\ e_2 e'_2 \otimes e'_2 \\ \vdots \\ e_n e'_n \otimes e'_n \end{bmatrix},$$  

(2.76)

whereas

$$K_{nn} = \begin{bmatrix} I_n \otimes e'_1 \\ I_n \otimes e'_2 \\ \vdots \\ I_n \otimes e'_n \end{bmatrix}.$$  

(2.77)

Since $K_{nn}$ is symmetric (cf. Magnus and Neudecker [63, page 47]) it is immediately clear from an inspection of (2.76) and (2.77) that the result follows. Q.E.D.

In a common trends framework it may be of particular interest to study the joint influence of, e.g., the permanent versus that of the transitory innovations on the forecast error variance of the time series. Other linear functions of variance decompositions that can be relevant in empirical studies of macroeconomic time series are sums of real versus sums of nominal innovations and sums of domestic versus sums of foreign innovations. To examine such linear functions, let $G$ be an $n \times q$ matrix and $\hat{G}$ be a $k \times q$ matrix whose rows are taken from the first $k$ rows of $G$. Consider the matrix functions

$$H_s = v_s G, \quad H^*_s = v^*_s G, \quad \hat{H}_{\text{inf}} = \hat{v}_{\text{inf}} \hat{G},$$

(2.78)

for $s = 1, 2, \ldots$. The following result can easily be proven:

**Corollary 2.2** If the assumptions in Theorem 2.3 are satisfied, then

$$T^{1/2} \left( \text{vec}(\hat{H}_s) - \text{vec}(H_s) \right) \overset{d}{\rightarrow} \mathcal{N}(0, [G' \otimes I_n] w_s [G \otimes I_n]),$$

(2.79)

$$T^{1/2} \left( \text{vec}(\hat{H}^*_s) - \text{vec}(H^*_s) \right) \overset{d}{\rightarrow} \mathcal{N}(0, [G' \otimes I_n] w^*_s [G \otimes I_n]),$$

(2.80)

for $s = 1, 2, \ldots$, while

$$T^{1/2} \left( \text{vec}(\hat{H}_{\text{inf}}) - \text{vec}(\hat{H}_{\text{inf}}) \right) \overset{d}{\rightarrow} \mathcal{N}(0, [\hat{G}' \otimes I_n] \hat{w}_{\text{inf}} [\hat{G} \otimes I_n]).$$

(2.81)

It is claimed above that there are theoretical and practical reasons for analysing the asymptotic properties of forecast error variance decompositions in terms of matrices rather than scalars. From a practical point of view, the above matrix expressions are easier to compute than the corresponding elements obtained from an analysis of the limiting distribution for each individual variance decomposition (cf. Lütkepohl [59, Proposition 1] for such expressions). Theoretically, the above covariance matrices take into account that the rows of $v_s$, $v^*_s$, and $\hat{w}_{\text{inf}}$ sum to one. Accordingly, the rank of $w_s$ and $w^*_s$ is (less than or) equal to $n(n-1)$, while the rank of $\hat{w}_{\text{inf}}$ is (less than or) equal to $n(k-1)$.

The reduced rank property of the covariance matrices can be stated in a very simple yet general form. Let $\mathbf{i}_m$ be the $m \times 1$ unit vector. We then have that:
**Corollary 2.3** If $G = \tau_n$ and $\tilde{G} = \tau_k$, then the asymptotic covariance matrices in Corollary 2.2 are equal to zero.

**Proof** This follows immediately from the fact that $\upsilon_{stn} = \upsilon_{stn}^* = \upsilon_{\inf\lambda_k} \equiv \tau_n$.\(^{14}\)

This result can now be used to determine the asymptotic relationship between two groups of innovations for a particular variance decomposition. In particular, let $g$ be an $n \times 1$ vector with known elements and $g_1 := \tau_n - g$. Similarly, let $\tilde{g}$ be the $k \times 1$ vector obtained from the first $k$ elements of $g$ and $\tilde{g}_1 := \tau_k - \tilde{g}$. It now follows that

**Corollary 2.4** The asymptotic covariance matrices in Corollary 2.2 are equal for $G = g$ and $G = g_1$ for $s = 1, 2, \ldots$ and also for $\tilde{G} = \tilde{g}$ and $\tilde{G} = \tilde{g}_1$.

**Proof** Below I shall show that for any $n \times 1$ vector $g$ with $g_1 := \tau_n - g$ the following equality holds true:

$$[g' \otimes I_n] w_s [g \otimes I_n] = [g_1' \otimes I_n] w_1 [g_1 \otimes I_n] .$$

The two remaining equalities then follow from similar arguments.

The first differential of $\upsilon_{stn} \equiv \tau_n$ is

$$(dv_s)\tau_n = 0 .$$

Using the fact that $\tau_n = g + g_1$, we obtain

$$(dv_s)g = -(dv_s)g_1 .$$

Taking vec's provides us with

$$[g' \otimes I_n] d\text{vec}(v_s) = -[g_1' \otimes I_n] d\text{vec}(v_s) ,$$

or in terms of partial derivatives

$$[g' \otimes I_n] \frac{\partial \text{vec}(v_s)}{\partial \beta'} = -[g_1' \otimes I_n] \frac{\partial \text{vec}(v_s)}{\partial \beta'} , \quad (2.82)$$

and

$$[g' \otimes I_n] \frac{\partial \text{vec}(v_s)}{\partial \omega'} = -[g_1' \otimes I_n] \frac{\partial \text{vec}(v_s)}{\partial \omega'} . \quad (2.83)$$

Postmultiplying both sides of (2.82) by $V_\beta$ times the transpose of the expression in the equation we get

$$[g' \otimes I_n] \frac{\partial \text{vec}(v_s)}{\partial \beta'} V_\beta \frac{\partial \text{vec}(v_s)}{\partial \beta} [g \otimes I_n] = [g_1' \otimes I_n] \frac{\partial \text{vec}(v_s)}{\partial \beta'} V_\beta \frac{\partial \text{vec}(v_s)}{\partial \beta} [g_1 \otimes I_n] . \quad (2.84)$$

Similarly, for (2.83) we find that

$$[g' \otimes I_n] \frac{\partial \text{vec}(v_s)}{\partial \omega'} V_\omega \frac{\partial \text{vec}(v_s)}{\partial \omega} [g \otimes I_n] = [g_1' \otimes I_n] \frac{\partial \text{vec}(v_s)}{\partial \omega'} V_\omega \frac{\partial \text{vec}(v_s)}{\partial \omega} [g_1 \otimes I_n] . \quad (2.85)$$

\(^{14}\)A more sophisticated proof of this corollary would be based on showing that $[v'_1 \otimes I_n] \text{diag}[\text{vec}(R_{j-1})] = [v'_1 v'_1 \otimes I_n] \text{diag}[\text{vec}(I_n)] [R_{j-1} \otimes I_n]$. Such a proof is available from the author on request.
Adding the expressions in equations (2.84) and (2.85) the result follows. Q.E.D.

Hence, letting \( G = g \) be a vector with ones in the first \( k \) elements and zeros elsewhere or vice versa, i.e., \( G = g_{k} \), will provide us with identical estimates of the asymptotic covariances matrices for \( \tilde{H}_s \) and \( \tilde{H}_t^* \). That is, the standard error for an estimate of the joint influence of the permanent innovations in a variance decomposition is equal to the standard error for an estimate of the joint influence of the transitory innovations.

In essence, the property that all rows of the forecast error variance decomposition matrices sum to one is a set of restrictions. Accordingly, it can be expected that taking these restrictions into account when estimating the asymptotic covariance matrices will provide us with efficient estimates of these parameters in relation to estimates which ignore the \( n \) restrictions.

It should also be noted that although the above expressions are obtained from a common trends model, the results are more general than may first be obvious. In fact, equation (2.71) can be applied for calculating estimates of the asymptotic variances of variance decompositions for the known lag order vector autoregressive model which Lütkepohl [59] studies. However, the matrices \( \frac{\partial \text{vec}(R_{j-1})}{\partial \beta'} \) and \( \frac{\partial \text{vec}(R_{j-1})}{\partial \beta'} \) should be replaced with the expressions given in part (iv) of Proposition 1 in Lütkepohl. This solves Lütkepohl's problem (p. 120) of not taking the restrictions \( \sum_{i=1}^{n} v_{it,s} = 1 \) for \( i = 1, \ldots, n \) into account. Unfortunately, if \( v_{it,s} = 0 \) or if \( v_{it,s} = 1 \), the asymptotic variance of \( \tilde{v}_{it,s} \) is zero here as well as in Proposition 1 in Lütkepohl. Hence, a formal significance test of the hypothesis \( v_{it,s} = 0 \) cannot be conducted.\(^{15}\)

### 2.5 Concluding Comments

In this chapter I analyse how we can estimate a common trends model with \( k \) permanent and \( r \) transitory innovations when the time series are cointegrated of order (1,1) with \( r \) cointegrating vectors. Such innovations may be of particular interest when we are interested in studying connections between growth and business cycle fluctuations in macroeconomic time series. Theorem 2.1 establishes that all reduced form parameters can be calculated directly from the (estimated) parameters of a restricted vector autoregression. The restrictions this model satisfies are the cointegration constraints which may, e.g., describe the steady state of a stochastic growth model. Furthermore, a simple description of the solution to the unrestricted and restricted vector autoregressions as well as the vector error correction representation in terms of estimable parameters is provided. The solution is expressed as a vector moving average representation which describes a reduced form of the propagation mechanism.

Second, an identification matrix for permanent and transitory innovations has been derived. Since this matrix is generally not triangular and is based on certain assumptions regarding the nature of permanent and transitory innovations, it cannot be computed by a Choleski, an eigen, or a method of moments decomposition of \( \Sigma \). However, it is shown that its parameters are solely determined by parameters which have already been calculated and is therefore easily obtained in practice.

\(^{15}\)Obviously, this is also true for \( \tilde{v}_{it,s} \) and \( \tilde{v}_{it,s} \).
Third, I have analysed the asymptotic properties of impulse response functions and forecast error variance decompositions within a common trends model when an upper bound for the lag order and the cointegration matrix are known. Such functions are calculated directly from the vector moving average representation and the identification matrix. Based on the results in Theorems 2.3 and 2.4, we find that the analytical expressions of the asymptotic covariances are somewhat more complex than in the model studied by Lütkepohl and Reimers [62]. The reason for the added complexity is that I have analysed identification of permanent and transitory innovations, whereas Lütkepohl and Reimers study the case when the covariance matrix is orthogonalized via a Choleski decomposition. From a practical point of view, however, the added complexity is not severe. For example, to compute estimates of the asymptotic covariance matrices of impulse response functions is about as time consuming as for ordinary vector autoregressions. Finally, Corollary 2.2 provides us with asymptotic distributions of the estimated forecast error variances which are accounted for by linear functions of the innovations. Based on these distributions it is, e.g., possible to analyse how important innovations to growth are, at a business cycle horizon, relative to transitory shocks for the time series of interest. Also, it highlights the fact that the asymptotic covariance matrices of the estimated forecast error variance decompositions are conditioned on the property that the sum of a decomposition for any time series is equal to one.
Chapter 3

Common Trends and Macroeconomic Fluctuations

3.1 Introduction

The purpose of this chapter is to illustrate the theory in Chapter 2. I shall consider data on six macroeconomic time series: terms of trade, the money stock, the price level, real output, and real consumption. The choice of variables is based on a small open economy real business cycle model due to Lundvik [57] and a steady state solution to this model will be used to derive cointegration vectors.

The particular data sets I shall examine have been collected annually; for Finland (1866–1985) and for Sweden (1871–1986). The discussion on the estimation of common trends models for these samples will be related to the following questions:

(i) the relative importance of permanent and transitory shocks,

(ii) the relative importance of (permanent) domestic and foreign shocks,

(iii) the relative importance of (permanent) real and nominal shocks, and

(iv) whether the sources of fluctuations are similar in the two countries.

It should be emphasized that I view all conclusions reached on these questions here as illustrations. Whether they may also be considered "empirical regularities" will not be addressed in this thesis.

The remainder of the chapter is organized as follows. Section 3.2 contains a discussion of some general issues involved when analysing macroeconomic fluctuations. Theoretical cointegration constraints suggested by an open economy growth model are discussed in section 3.3. Finally, the illustrations for the Finnish and the Swedish data are presented in section 3.4 and some concluding remarks in section 3.5.

3.2 Analysis of Macroeconomic Fluctuations

The two illustrations in section 3.4 will be based on three ideas which may capture some important characteristics of macroeconomic fluctuations. First, such fluctuations can be
well modelled as being driven by stochastic shocks to the economy. The shocks themselves do not follow any regular, cyclical processes; if they did it would be possible to predict them, in which case they would cease to act as pure shocks to the economy. The cyclicity, instead, derives from various propagation mechanisms, through which the disturbances are transmitted. Second, the secular trends may also be represented by a stochastic process, just like the short run cycles. Third, the number of independent trends is rather low compared to the number of relevant macroeconomic variables.

The impulse–propagation mechanism idea is well captured by a vector moving average model of the data generating process:

\[ x_t = \bar{x}_t + H(L)\varepsilon_t, \]  

where \( x_t \) is an \( n \times 1 \) vector time series and \( \bar{x}_t \) contains the deterministic components of \( x_t \), \( L \) is the lag operator (i.e., \( L^j x_t = x_{t-j} \)), \( H(\lambda) \) is an \( n \times n \) matrix polynomial, and the \( n \times 1 \) vector \( \varepsilon_t \) is purely nondeterministic and serially uncorrelated with mean zero and positive definite covariance matrix \( \Sigma \). The matrix function \( H(\lambda) \) thus represents the mechanism through which the impulses \( \varepsilon_t \) are propagated.

The vector moving average model (3.1) is a natural starting point for analyses of the contributions of different types of disturbances to movements in \( x_t \). In the terminology of vector autoregressions, an impulse response function gives the response of an element of \( x_{t+s}, s = 0, 1, \ldots, \) to an unpredicted movement in some component of \( \varepsilon_t \); the impulse response functions are thus given directly by \( H(\lambda) \). A variance decomposition of the \( s \) steps ahead forecast error variance gives the proportion of the total forecast error variance of one component of \( x_{t+s} \) accounted for by various components of \( \varepsilon \). It should be noted, however, that the \( \varepsilon_{t+s} \) typically cannot be interpreted as “structural shocks” since, among other things, \( \Sigma \) will in general not be a diagonal matrix. That is, the elements of \( \varepsilon_t \) will not have the property of being mutually uncorrelated, conventionally associated with structural shocks. The question of how impulse responses and variance decompositions associated with structural shocks can be derived and analysed is addressed in Chapter 2.

To formalize the second idea, that \( x_t \) consists of both cyclical and secular components, we may reformulate the data generating process as

\[ x_t = x_0 + A\tau_t + \tilde{C}(L)\varepsilon_t, \]  

where \( x_0 \) is a vector of constants containing the initial values of \( x_t \), and \( A\tau_t \) and \( \tilde{C}(L)\varepsilon_t \) capture the (wide sense) nonstationary and stationary components of \( x_t \), respectively. It is assumed that \( \varepsilon_s = 0 \) for \( s \leq 0 \) and, in order for \( \tilde{C}(L)\varepsilon_t \) to be stationary, that the polynomial \( \tilde{C}(\lambda) \) is finite for all \( |\lambda| \leq 1 \). If the trends are linearly deterministic, then \( \tau_t = \mu t \), i.e., \( \tau_t - \tau_{t-1} = \mu \), where \( \mu \) is a vector of constants. The idea of linear stochastic trends, on the other hand, can be operationalized by modelling \( \tau_t \) as a vector of random walks with drift:

\[ \tau_t = \mu + \tau_{t-1} + \varphi_t, \]

where \( \varphi_t \) is a vector of structural shocks with permanent effects. It is, of course, not necessary to model stochastic trends as random walks with drift. However, the random walk model is simple and if, for example, the elements of \( \mu \) are large in relation to the variances of the elements of \( \varphi \), then the trends will display a pattern of slowly time varying slopes. This is a property that may reflect the development in macroeconomic time series
more accurately than linear deterministic trends with constant slope parameters (cf. Stock and Watson [96]).

In practical work, it is virtually impossible to statistically distinguish a random walk with drift from a linear deterministic trend\(^1\) (cf. Christiano and Eichenbaum [16], Haldrup [36], and Haldrup and Hylleberg [37]). Whether one prefers to model macroeconomic time series as being governed by random walks with drift or linear deterministic trends is therefore very much a question of taste. Most univariate empirical studies (see, e.g., Perron [72]) are consistent with the stochastic trend hypothesis, however, which indicates that an investigation of the relative importance of permanent and transitory shocks should be worthwhile.

The idea that there are fewer trends than variables can be modelled by letting the dimension of \(\tau_t\) be smaller than that of \(x_t\). For instance, technology and preferences presumably suggest that, e.g., output and investments, or output and consumption, do not follow independent growth paths. It is thus assumed that \(\tau_t\) is a \(k \times 1\) vector, with \(k < n\). As shown by Stock and Watson [95] (see also the example in Chapter 1), this implies that there exists \(n - k\) linearly independent linear functions of the elements of \(x_t\) which are stationary, even if the individual elements themselves are all nonstationary.

With varying success, attempts have been made to integrate nonstructural models like (3.1)-(3.3) with theoretical structures. King, Plosser, Stock and Watson [53] discuss a simple, stochastic growth model of a closed economy where consumption, investments, and output have a common trend. This trend arises from the technology factor of an aggregate Cobb–Douglas production function, where (the natural logarithm of) technology is modelled as a random walk with drift. They show that the model may be written in the form of (3.2)-(3.3). When they extend the vector of variables to include the general price level and the money stock, they assume, essentially on \textit{a priori} grounds rather than by means of theoretical arguments, that there are two underlying stochastic trends, which they interpret as a real and a nominal trend. With two common trends and five trending variables (the logarithms of consumption, investments, output, money, and the price level) it should be possible to find three stationary linear combinations of the (log) levels. King, Plosser, Stock and Watson thus assume that the logarithms of the ratios between consumption and output and investments and output are stationary (which is consistent with their growth model) and that the logarithm of the velocity of money is also stationary.

I am not aware of any attempt to extend the analysis of King, Plosser, Stock and Watson to an open economy framework.\(^2\) However, similar models have been discussed in slightly different contexts. For my purpose, the two most interesting examples are given by the open economy, deterministic growth models constructed by Lundvik [57], and Persson and Svensson [73].\(^3\) In both these models the effects of variations in terms of trade on consumption, investments, and output are considered.

---

\(^1\)That is, using classical test procedures. Bayesian frameworks for testing for unit roots have been presented by, e.g., DeJong and Whiteman [20], and Sims and Uhlig [93].

\(^2\)In an empirical analysis of the British balance of trade, Ahmed [1] treats the main forcing variable, real government (military) spending, as a random walk with drift. The theoretical framework is not stochastic, however.

\(^3\)In spite of the fact that growth is deterministic in these models, they are not qualitatively different from the model in King, Plosser, Stock and Watson [53].
Lundvik's model has the property that from its steady state solution two (log) linear combinations between terms of trade, consumption, investments, and output can be derived. If the four variables are driven by stochastic trends and if stationary (transient) fluctuations around the steady state values are allowed for, the two relationships can be taken to indicate the existence of two common trends. I will discuss the implications of Lundvik's model in some detail in section 3.3 below.

3.3 Cointegration Vectors and Common Trends in a Small Open Economy Growth Model

Models like (3.1) or (3.2)-(3.3) are not easily estimated since they are formulated in terms of unobserved components. The approach suggested by Sims [90] is to estimate a vector autoregression, which can be inverted with standard techniques to yield a moving average model like (3.1) provided that \( \{x_t\}_{t=1}^{\infty} \) is jointly covariance stationary. On the other hand, if we wish to model data as being driven by a few common stochastic trends in the sense discussed in section 3.2, standard inversion algorithms of unrestricted vector autoregressions (UVAR) will no longer be valid. On the basis of the analysis by Engle and Granger [26] and Stock and Watson [95], King, Plosser, Stock and Watson [53] suggest that we can estimate and invert a vector error correction model. Alternatively, a restricted vector autoregression (RVAR) can be estimated and inverted along the lines suggested in Chapter 2. I consider the latter procedure preferable from a practical point of view as it, e.g., yields a simpler inversion algorithm.

As discussed in section 2.2.2, the implementation of a restricted vector autoregression requires an estimate of the cointegrating matrix. Given \( \alpha \), we may then proceed and calculate the common trends model (3.2), which requires some further information about the structure of \( A_0 \) and \( \pi \) (where \( A = A_0\pi \)). In this section I shall present the assumptions about \( \alpha \) and \( A_0 \) that will be used in the empirical analyses in section 3.4.

In the absence of any prior information the methods in Johansen [44,45,48], and Johansen and Juselius [49] still make it possible (i) to test for the rank of \( \alpha \), i.e., the number of cointegrating vectors, and (ii) for a given rank also a numerical structure of these vectors. However, economic theory should be able to provide information on both these issues. Use of such information will greatly facilitate the interpretation of the common trends model and, moreover, probably increase the efficiency of the resulting estimates. Since Lundvik's [57] real business cycle model of a small open economy is of relevance for this chapter I will consider certain implications of his model in some detail.

Below I shall derive two log-linear relationships among real output, real consumption, real investments, and terms of trade from the certainty equivalent steady state solution to Lundvik's model. Since the steady state solution variables are detrended transformations of the original variables and, moreover, the steady state solution has been calculated in the absence of any stationary stochastic disturbances, the derived log-linear relationships do in general not yield sufficient information about possible cointegrating vectors. To be able to interpret the relationships as corresponding directly to cointegrating vectors I shall make two additional assumptions which, however, turn out not to be very restrictive. First, it is assumed that the variables of interest can be multiplicatively decomposed into a nonstationary stochastic trend term and a stationary component (and, hence, that the
logarithms of the same variables can be additively decomposed). This assumption is made in virtually all studies employing the cointegration idea. Second, I suppose that it is permissible to view the steady state solution as pertaining to a situation in which all stationary disturbances in the system are equal to their expected, zero, values.

To distinguish the steady state solution variables from the corresponding observed macro variables I will denote the former by small letters and the latter by capitals. Output, \( y \), is produced by means of a Cobb–Douglas technology. There are three factors of production: labor and two types of goods, the capital stocks of which are denoted by \( k_h \) and \( k_f \). The labor input being normalized to unity, the production function can be written as

\[
y = a k_h^{\theta_h} k_f^{\theta_f},
\]

where \( a \) is a constant, \( \theta_h, \theta_f > 0 \) and \( \theta_h + \theta_f < 1 \). The index \( h \) denotes a good that is produced in the home country and abroad, while the index \( f \) indicates that the good is only produced abroad, in the foreign country. Letting the price of the home country good act as numeraire, maximization of (3.4) subject to a cost constraint yields the following first order condition for the allocation of the two capital goods

\[
k_f = t (\theta_f/\theta_h) k_h,
\]

where \( t \) is terms of trade.\(^4\) According to the steady state solution, \( k_h \) can be expressed as

\[
k_h = v (a t^\theta) t^{(1/(1-\theta_h-\theta_f))},
\]

where \( v \) is a constant. Total investments, \( i \), on the other hand, is given by

\[
i = i_h + i_f = (g + d) k_h + (g + d) \frac{k_f}{t},
\]

where \( g \) is the rate of growth in output and \( d \) the rate of depreciation. Inserting (3.5) and (3.6) into (3.4) and (3.7) we obtain after some manipulations

\[
\ln y - \ln i = c^*,
\]

where \( c^* \) is a constant involving \( v, \theta_h, \theta_f, g, \) and \( d \). From this expression it can be seen that even if the corresponding observed macro variables, \( Y \) and \( I \), are driven by stochastic trends, \( \ln Y - \ln I \) will be stationary.

Let us now turn to a linear relationship between consumption, output, investments and terms of trade. The steady state budget constraint can be written

\[
c = y - [1 + h(g + d)]i + (r - g) p^c b,
\]

where \( c \) is aggregate (detrended) consumption, \( h \) is a parameter determining the installation cost associated with new investments, \( r \) is the real rate of interest, \( p^c \) is the price of aggregate consumption, and \( p^b \) is bond holdings, nominated in terms of aggregate consumption. Lundvik employs a CES function to aggregate consumption of the two goods.

\(^4\)Regarding terms of trade, my notation differs from Lundvik’s. Instead of defining terms of trade in the conventional way Lundvik uses its inverse, i.e., the ratio between the import price index and the export price index, which he denotes by \( p \). Thus, the \( t \) that I use is the inverse of Lundvik’s \( p \).
and $c_f$, to the composite good, $c$. For computational simplicity let us instead assume that the aggregator function is Cobb-Douglas. In this case $p^c$ is given by

$$ p^c = \beta^{-\beta}(1 - \beta)^{\beta-1} t^{\beta-1}, \tag{3.10} $$

where $\beta$ is the share of $c_h$ in total consumption.

Assuming that in steady state the stock of bonds grows at the same rate as output we can substitute $\kappa y$ for $b$ in (3.9), where $\kappa$ is a constant of proportionality. Together with (3.10) this makes it possible to rewrite (3.9) according to

$$ c = y - [1 + h(q + d)] i + [\beta^{-\beta}(1 - \beta)^{\beta-1} \kappa] t^{\beta-1} y \tag{3.11} $$

In order to express (3.11) in log-linear form, let us approximate it by the corresponding constant elasticity relation. Doing so, we obtain

$$ \ln c = E[y/c] \ln y - m_1 E[i/c] \ln i + m_2 E[t^{\beta-1} y/c] \ln t^{\beta-1} y \tag{3.12} $$

where the somewhat odd notation will be motivated below.

The two cointegrating vectors which have been derived here relate only to real aggregates. When extending the model to include nominal variables in the form of the money stock ($M_t$) and the general price level ($P_t$) I will follow King, Plosser, Stock and Watson and impose the constraint that the logarithm of the velocity of money, i.e., $(\ln Y_t + \ln P_t - \ln M_t)$, is stationary.

Taken together we thus have three cointegrating vectors relating to six variables: $\ln T_t$, $\ln P_t$, $\ln M_t$, $\ln Y_t$, $\ln I_t$, and $\ln C_t$. Given this ordering of the variables, the $\alpha$ matrix can be written

$$ \alpha' = \begin{bmatrix} 0 & 1 & -1 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & -1 & 0 \\ \alpha_{31} & 0 & 0 & (\alpha_{34} - \alpha_{32}) & \alpha_{35} & 1 \end{bmatrix}, \tag{3.13} $$

where I have ordered the cointegrating vectors such that the first and second one derived constitute the second and third rows of $\alpha'$. The ordering of the rows of $\alpha'$ is immaterial and is just a matter of convenience. However, to ensure that the matrix $M$ (cf. section 2.2.1) is nonsingular, the columns of $\alpha'$ have been ordered such that the final three columns make up a nonsingular matrix.6

When it comes to empirical implementation of the $\alpha$ matrix a problem arises with respect to its last column, since its coefficients have to be estimated in one way or another.7

---

7To this end, we can make use of two simple facts. First, that the elasticity of a variable $x$ with respect to another variable $y$ is given by $e_{xy} := \frac{\partial x}{\partial y}(y/x) = \frac{\partial \ln x}{\partial \ln y}$. Secondly, that, up to a first order approximation, the expected value of a product of two stochastic variables, $a$ and $b$ say, is equal to the product of their respective expectations, i.e., $E[ab] \approx E[a]E[b]$. Thus, if $a = \partial x/\partial y$ and $b = x/y$, we can estimate $E[e_{xy}]$ by estimating $E[a]$ and $E[b]$ separately and multiply these two estimates. In terms of (3.11) $E[a]$ corresponds to 1, $m_1$, and $m_2$, respectively. The expected values of $b$ correspond to the expected values of the ratios $y/c$, $i/c$, and $t^{\beta-1}y/c$, which can be estimated by the mean values of these ratios.

6This is not necessary if the $S_2$ matrix is chosen such that its linearly independent rows are orthogonal to the columns of $\alpha$, i.e., $S_2 = \alpha'_2 \alpha$, where $\alpha'_2 \alpha = 0$ and $\alpha'_1 \alpha_1 = I_3$ (cf. Chapter 2).
In empirical applications of his model, Lundvik [57] has assigned numerical values to the parameters in (3.11). However, to determine the coefficients in (3.12) we would, in addition, have to estimate the mean values of the ratios \((y/c), (i/c),\) and \((i^{\beta-1}y/c).\) Since these ratios concern the steady state solution variables, \(y, c, i\) and \(t\) whereas I only have data on the actual realisations of these macro variables, i.e., the time series on \(Y, C, I\) and \(T,\) I cannot estimate the ratios directly. Using the theory in Johansen and Juselius [49] it is possible, however, to estimate the space spanned by the last column of \(\alpha\) conditional on the other two cointegrating vectors being fully specified. For computational reasons, it is then easier to consider the following equivalent specification of the theoretical cointegrating matrix

\[
\alpha' = \begin{bmatrix}
0 & 1 & -1 & 1 & 0 & 0 \\
0 & 0 & 1 & -1 & 0 & 0 \\
\alpha_{31} & \alpha_{32} & -\alpha_{32} & \alpha_{34} & \alpha_{35} & 1 \\
\end{bmatrix}.
\]  

This matrix is obtained by premultiplying the cointegrating matrix in (3.13) by the nonsingular matrix

\[
\begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
\alpha_{32} & 0 & 1 \\
\end{bmatrix}.
\]

The matrix \(\alpha\) is unique up to a nonsingular linear transformation, i.e., if \(z_t\) is jointly wide sense stationary then \(\alpha^*z_t\) is also jointly stationary for some \(3 \times 3\) matrix \(\alpha^*\). The requirement of nonsingularity is needed to preserve the cointegrating properties of the system. The particular transformation here, which is chosen for computational reasons, is the motivation for the somewhat odd notation in (3.12) above. More importantly, it highlights that the coefficients on the money stock and the price level in all cointegrating vectors sum to zero, i.e., that only the real money stock matters in steady state.

Let us now turn to the question about the structure of \(A_0\). As the number of common trends is equal to the number of variables (six) minus the number of cointegrating vectors (three), we have that there are three common trends. I shall denote these trends the foreign trend \((\tau_{f,t})\), the real domestic trend \((\tau_{r,t})\), and the nominal domestic trend \((\tau_{n,t})\), respectively. In order to interpret the trends in this way two assumptions may be considered. The first is that shocks to the domestic trends have no long run effect on terms of trade, i.e., the small open economy hypothesis is imposed as a long run restriction. The second assumption states that money is neutral in the long run, i.e., shocks to the nominal trend have no long run effects on the real variables. The following \(A_0\) matrix is consistent with these assumptions and with the restriction that \(\alpha' A_0 = 0:\)

\[
A_0 = \begin{bmatrix}
1 & 0 & 0 \\
0 & 0 & 1 \\
1 & 1 & 1 \\
1 & 1 & 0 \\
1 & 1 & 0 \\
a_{0,61} & a_{0,62} & 0
\end{bmatrix},
\]  

where \(a_{0,61} = \alpha_{32} - (\alpha_{31} + \alpha_{34} + \alpha_{35})\), and \(a_{0,62} = \alpha_{32} - (\alpha_{34} + \alpha_{35})\). The zeros in the first row of \(A_0\) reflect the small open economy assumption; the foreign trend is thus the
first stochastic trend. The zeros in the third column similarly reflect the assumption of neutrality; the nominal trend is the third stochastic trend. The zeros in the second row, on the other hand, are just a convenient normalization and does not influence the determination of the elements of $A$. The structure of $A$ in (3.2) may now be found by postmultiplication of $A_0$ by the $3 \times 3$ lower triangular matrix $\pi$. Letting $\pi_{ij}$ denote the $(i,j)$:th element of $\pi$, we have that

$$A = \begin{bmatrix}
    \pi_{11} & 0 & 0 \\
    \pi_{31} & \pi_{32} & \pi_{33} \\
    \pi_{11} + \pi_{21} + \pi_{31} & \pi_{22} + \pi_{32} & \pi_{33} \\
    \pi_{11} + \pi_{21} & \pi_{22} & 0 \\
    \pi_{11} + \pi_{21} & \pi_{22} & 0 \\
    a_{0,61}\pi_{11} + a_{0,62}\pi_{21} & a_{0,62}\pi_{22} & 0
  \end{bmatrix} = \begin{bmatrix}
    \pi_{11} & 0 & 0 \\
    \pi_{31} & \pi_{32} & \pi_{33} \\
    \pi_{11} + \pi_{21} + \pi_{31} & \pi_{22} + \pi_{32} & \pi_{33} \\
    \pi_{11} + \pi_{21} & \pi_{22} & 0 \\
    \pi_{11} + \pi_{21} & \pi_{22} & 0 \\
    a_{0,61}\pi_{11} + a_{0,62}\pi_{21} & a_{0,62}\pi_{22} & 0
  \end{bmatrix} \cdot (3.16)$$

Since $\pi$ is lower triangular and has rank 3 it is clear that $\pi_{ii} \neq 0$ for all $i \in \{1, 2, 3\}$. However, $\pi_{ij}$ is not constrained for $i \neq j$. It thus follows that, e.g., $\tau_{t,t}$ need not have a significant long run impact on any variables but the terms of trade.$^7$

In closing, it seems appropriate to refer back to the first paragraph of this section and consider what properties of the $A$ and $A_0$ matrices that economic theory has helped to establish. We have found that: (i) rank[$A$] = 3, (ii) the exact numerical structure of two of the columns of $A$, (iii) the space spanned by the remaining cointegrating vector, and (iv) the structure of $A_0$ and hence of the loading matrix $A$ in the common trends model.

### 3.4 Common Trends and Macroeconomic Fluctuations in Finland and Sweden

In this section I will estimate and analyse common trends models using annual data from Finland (1866–1985) and Sweden (1871–1986). The estimation strategy follows the procedures discussed in Chapter 2. It should be emphasized that the material presented below is an illustration of how one can conduct empirical analysis of macroeconomic data by applying the common trends idea. It is not my intention here to argue that the results should or could be viewed as empirical regularities of the Finnish and the Swedish economies.

#### 3.4.1 The Data

For both countries, the vector of variables if given by

$$x_t = [\ln T_t \ \ln P_t \ \ln M_t \ \ln Y_t \ \ln I_t \ \ln C_t]',$$

where $T_t$ denotes terms of trade (export price index/import price index), $P_t$ the gross domestic product (GDP) price deflator, $M_t$ the nominal money stock per capita (M2), $Y_t$...
real GDP per capita, \( I_t \) real gross domestic investments per capita, and \( C_t \) real (private and public) consumption per capita.\(^8\)

The following data sources have been used. Terms of trade for Sweden have been calculated from export and import price indices given in Ohlsson [70] for the period 1871–1966. The implicit price indices in the official national accounts have been used for the period 1967–1986. For Finland, export and import prices have been taken from Hjerpe [41]. The sources for \( I_t, C_t, Y_t, \) and \( P_t \) are for Sweden Krantz and Nilsson [54] (1871–1949) and the official national accounts (1950–1986), and for Finland Hjerpe [41]. I have used series in current prices from the sources, and calculated the real series simply by deflating with \( P_t \). It should be noted that

- In order to get Sweden’s GDP at market prices 1871–1949, I have used the national income identity, and aggregate series on public and private consumption, investments, etc., in Krantz and Nilsson [54]. That is, I have not used their series on “domestic product”, which is given in terms of factor prices.

- In the Krantz and Nilsson [54] data set, changes in inventories are included partly in consumption and partly in investments. In the official national accounts, however, changes in inventories are treated separately (and have not been included in my series on \( I_t, 1950–1986 \)).

- The GDP price deflator for Sweden is the ratio between domestic product in current and fixed factor prices 1871–1949, and between GDP in current and fixed market prices 1950–1986.

In these respects the choice of data is in line with the suggestions made by Englund, Persson and Svensson [29].

The sources for the series on population are for Sweden “Statistisk Årsbok” (various issues) and for Finland, Hjerpe [41]. The series on the Swedish money stock is the same as that used by Bergman and Jonung [7] and the series on the Finnish money stock has been obtained from Tarmo Haavisto, University of Lund.

### 3.4.2 Illustrations

Before any tests for cointegration can be performed, we have to decide on a suitable lag order of the unrestricted vector autoregression in (2.2) of the Finnish and Swedish data sets. In Table 3.1 the results are presented.

In Paulsen [71] it is shown that the log criterion (SIC) of Schwarz [84] and the iterated log criterion (ILC) of Hannan and Quinn [39] are consistent measures for determining the true lag order in the presence of unit roots (stochastic trends). The Akaike information criterion (AIC) (cf. Akaike [2]), however, is not consistent and tends to overestimate the true lag order. These findings are, of course, consistent with what has previously been established for vector autoregressions of covariance stationary time series (see, e.g., Geweke and Meese [33, Theorem 5], Quinn [74, Corollary], and Shibata [88]). Furthermore, the Monte Carlo study in Jacobson [43] suggests that the iterated log criterion tends to pick the true lag order with greater accuracy than the other two for cointegrated systems (for a

---

\(^8\)The availability of money stock data is the reason I look at M2 rather than, e.g., M1.
Table 3.1: Lag order selection for UVAR(p) models on the Swedish and the Finnish data.

**Information Criteria:**

<table>
<thead>
<tr>
<th></th>
<th>lags</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Finland</td>
<td>AIC</td>
<td>-33.608</td>
<td>-33.869</td>
<td>-34.783</td>
<td>-34.548</td>
<td>-34.139</td>
<td>-35.037*</td>
<td>-34.685</td>
<td>-34.382</td>
</tr>
</tbody>
</table>

**Lag Order Tests:**

<table>
<thead>
<tr>
<th></th>
<th>Sweden</th>
<th>1 vs. 2</th>
<th>1 vs. 3</th>
<th>2 vs. 3</th>
<th>Finland</th>
<th>1 vs. 2</th>
<th>1 vs. 3</th>
<th>2 vs. 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR</td>
<td>198.514</td>
<td>(.000)</td>
<td>263.981</td>
<td>(.000)</td>
<td>LR</td>
<td>172.306</td>
<td>(.000)</td>
<td>244.972</td>
</tr>
<tr>
<td>(p-value)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(p-value)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>W</td>
<td>293.221</td>
<td>(.000)</td>
<td>402.497</td>
<td>(.000)</td>
<td>W</td>
<td>235.568</td>
<td>(.000)</td>
<td>338.875</td>
</tr>
<tr>
<td>(p-value)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(p-value)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: The * indicates the minimum for a maximum lag order of 8. LR denotes the likelihood ratio test and W the Wald test. For a null hypothesis of $p_0$ lags in a vector autoregression with $p_1 > p_0$ lags, the limiting distribution of these tests is $\chi^2$ with $36(p_1 - p_0)$ degrees of freedom (see Sims, Stock and Watson [92]).

Monte Carlo study on the small sample properties of various lag order selection statistics in covariance stationary vector autoregressive systems, see Nickelsburg [68]). Based on this criterion, a lag order of 2 should be selected in the unrestricted vector autoregressions for both the Swedish and the Finnish data. On the other hand, the lag order tests (Likelihood Ratio and Wald) strongly suggest that there is, e.g., serial correlation left in the estimated residuals of a UVAR(2) model. I have nevertheless decided to let the lag order equal 2 for both countries.9

The next step is to test for the presence of stochastic trends conditional on $p$. In the upper panel of Table 3.2 we find the results from the Johansen [44,45,48] likelihood ratio tests for cointegration. The null hypothesis is that there are $r$ or fewer cointegrating vectors. The alternative hypotheses are $r + 1$ and at least $r + 1$ cointegrating vectors for the LR$_{max}$ and LR$_{tr}$ tests, respectively. For both Sweden and Finland, there is evidence of two cointegrating vectors according to the LR$_{tr}$ test. The tests, however, also suggest that there may be as many as four cointegrating vectors for the Finnish data, according to the LR$_{tr}$ test, while there may be no more than one in the case of Sweden, according to the LR$_{max}$ test.

9When a maximum lag order greater than 10 is examined, the information criteria tend to favor the maximum and the lag order tests always reject the null hypothesis. The primary reason why I consider the low lag order here is based on computational convenience. For example, to compute standard errors for impulse response functions and forecast error variance decompositions the matrices of partial derivatives $(\partial vec(R_j)/\partial \theta')$ for $j = 0, 1, \ldots$ must be estimated. Every such matrix is of dimension $36 \times 36p$, i.e., has $1296p$ elements. Clearly, the smaller $p$ is the faster the computation is.
Table 3.2: Cointegration tests on the Swedish and the Finnish data for a null hypothesis of \( r \) or fewer cointegrating vectors when \( p = 2 \).

<table>
<thead>
<tr>
<th>( r )</th>
<th>( \lambda_{r+1} )</th>
<th>( LR_{\max} )</th>
<th>p-value</th>
<th>( LR_{tr} )</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.306</td>
<td>80.334</td>
<td>&lt;.01</td>
<td>147.467</td>
<td>&lt;.01</td>
</tr>
<tr>
<td>1</td>
<td>0.213</td>
<td>27.272</td>
<td>.20</td>
<td>67.133</td>
<td>.05</td>
</tr>
<tr>
<td>2</td>
<td>0.181</td>
<td>22.734</td>
<td>.17</td>
<td>39.861</td>
<td>.20</td>
</tr>
<tr>
<td>3</td>
<td>0.102</td>
<td>12.331</td>
<td>.50</td>
<td>17.127</td>
<td>&gt; .50</td>
</tr>
<tr>
<td>4</td>
<td>0.039</td>
<td>4.586</td>
<td>&gt; .50</td>
<td>4.796</td>
<td>&gt; .50</td>
</tr>
<tr>
<td>5</td>
<td>0.002</td>
<td>.210</td>
<td>&gt; .50</td>
<td>.210</td>
<td>&gt; .50</td>
</tr>
</tbody>
</table>

Sweden

<table>
<thead>
<tr>
<th>( r )</th>
<th>( LR_{\max} )</th>
<th>p-value</th>
<th>( LR_{tr} )</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.401</td>
<td>60.413</td>
<td>&lt;.01</td>
<td>170.856</td>
</tr>
<tr>
<td>1</td>
<td>0.365</td>
<td>53.691</td>
<td>&lt;.01</td>
<td>110.444</td>
</tr>
<tr>
<td>2</td>
<td>0.193</td>
<td>25.288</td>
<td>.08</td>
<td>56.753</td>
</tr>
<tr>
<td>3</td>
<td>0.141</td>
<td>17.955</td>
<td>.14</td>
<td>31.465</td>
</tr>
<tr>
<td>4</td>
<td>0.087</td>
<td>10.784</td>
<td>.17</td>
<td>13.510</td>
</tr>
<tr>
<td>5</td>
<td>0.022</td>
<td>2.725</td>
<td>.11</td>
<td>2.725</td>
</tr>
</tbody>
</table>

Finland

Estimated Cointegrating Vectors:

\[
\alpha^{(S)} = \begin{bmatrix}
-0.138 & -0.072 & 0.047 & 1.0 & -0.154 & -0.851 \\
-0.233 & -0.361 & 0.225 & 1.0 & 0.509 & -1.590 \\
0.596 & 0.260 & -0.381 & -1.21 & -238 & 1.0 \\
\end{bmatrix}
\]

\[
\alpha^{(F)} = \begin{bmatrix}
0.099 & 0.003 & 0.056 & 1.0 & -0.395 & -0.823 \\
0.827 & 0.308 & -0.404 & -1.26 & -280 & 1.0 \\
-0.085 & -0.131 & 0.072 & 1.0 & 0.069 & -1.118 \\
\end{bmatrix}
\]

Testing the Hypothesis:

\[
\alpha^{(i)} = \begin{bmatrix}
0 & 1.0 & -1.0 & 1.0 & 0.0 & 0.0 \\
0 & 0.0 & 0.0 & 1.0 & -1.0 & 0.0 \\
\alpha^{(i)}_{31} & \alpha^{(i)}_{32} & \alpha^{(i)}_{33} & \alpha^{(i)}_{34} & \alpha^{(i)}_{35} & 1.0 \\
\end{bmatrix}
\]

\( i = S, F. \)

<table>
<thead>
<tr>
<th></th>
<th>LR(6)</th>
<th>p-value</th>
<th>Filland</th>
<th>LR(6)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>76.259</td>
<td>(.000)</td>
<td>85.163</td>
<td>(.000)</td>
<td></td>
</tr>
<tr>
<td>( \alpha^{(i)}_{31} )</td>
<td>.175</td>
<td>.139</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \alpha^{(i)}_{32} )</td>
<td>.196</td>
<td>.200</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \alpha^{(i)}_{33} )</td>
<td>-.196</td>
<td>-.200</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \alpha^{(i)}_{34} )</td>
<td>-.385</td>
<td>-.407</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \alpha^{(i)}_{35} )</td>
<td>-.392</td>
<td>-.363</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: The p-values for the \( LR_{\max} \) (the alternative hypothesis is \( r + 1 \) cointegrating vectors) and the \( LR_{tr} \) (the alternative being at least \( r + 1 \) cointegrating vectors) are based on the critical values reported by Johansen [45] in Table T.I. The p-values for testing linear restrictions on \( \alpha \) are taken from the \( \chi^2 \) distribution with 6 degrees of freedom (see Johansen and Juselius [49, Theorem 2]). The number of degrees of freedom are equal to the number of stochastic trends \( (n - r) = 3 \) times the number of known cointegrating vectors \( (s = 2) \). In addition, we can test \( \alpha^{(i)}_{33} = -\alpha^{(i)}_{33} \) along with the known cointegrating vectors. Such a hypothesis has 7 degrees of freedom in the present case.
Table 3.3: Estimated common trends models for Sweden and Finland based on the theoretical cointegrating vectors.

**Sweden:**

\[
\begin{bmatrix}
\ln T_t \\
\ln P_t \\
\ln M_t \\
\ln Y_t \\
\ln I_t \\
\ln C_t
\end{bmatrix} = \begin{bmatrix}
0.0639 & 0 & 0 \\
(-0.0042) & (-) & (-) \\
-0.0660 & -0.0171 & 0.1526 \\
(-0.0151) & (-0.0144) & (0.0102) \\
-0.0575 & 0.142 & 0.1526 \\
(0.0149) & (0.0144) & (0.0102)
\end{bmatrix} \begin{bmatrix}
\hat{r}_{T,t} \\
\hat{r}_{P,t} \\
\hat{r}_{M,t} \\
\hat{r}_{Y,t} \\
\hat{r}_{I,t} \\
\hat{r}_{C,t}
\end{bmatrix} + \text{ut}.
\]

**Finland:**

\[
\begin{bmatrix}
\ln T_t \\
\ln P_t \\
\ln M_t \\
\ln Y_t \\
\ln I_t \\
\ln C_t
\end{bmatrix} = \begin{bmatrix}
0.0657 & 0 & 0 \\
(-0.0043) & (-) & (-) \\
-0.0943 & -0.0167 & 0.1414 \\
(-0.0145) & (-0.0131) & (0.0092) \\
-0.1079 & 0.0495 & 0.1414 \\
(0.0156) & (0.0135) & (0.0092)
\end{bmatrix} \begin{bmatrix}
\hat{r}_{T,t} \\
\hat{r}_{P,t} \\
\hat{r}_{M,t} \\
\hat{r}_{Y,t} \\
\hat{r}_{I,t} \\
\hat{r}_{C,t}
\end{bmatrix} + \text{ut}.
\]

Note: The estimated asymptotically normal standard errors within parenthesis are based on Theorem 2.3. The vector ut is equal to C(L)et.

In section 3.3 it was noted that theoretical arguments suggest that there should be three cointegrating vectors for each economy. The unrestricted maximum likelihood estimates of these three vectors are also given in Table 3.2. In addition, I have imposed the restrictions on the first two cointegrating vectors implied by the conditions that the log of the velocity of money and the log of the investments-output ratio are stationary. Although these restrictions are strongly rejected by the likelihood ratio tests, it can be seen that if these constraints are imposed on the data generating process, then the estimated coefficients of the third cointegrating vector are consistent with the theoretical restriction that the coefficients on the money stock and the price level should sum to zero. Moreover, they are very similar in the two countries. Since the unconstrained estimates of the three cointegrating vectors are quite similar (cf. Table 3.2) this is perhaps not so surprising. Furthermore, King, Plosser, Stock and Watson [53] use the log of the ratio between consumption and output as their third cointegration vector, which substantially differs from the ones obtained here.
Figure 3.1: Responses in $x_t$ to a one standard deviation shock to the foreign trend ($\tau_{f,t}$) for Sweden (SWE) and Finland (FIN) with 95 percent confidence bounds.
Note: The estimated asymptotically normal standard errors from which the confidence bounds have been computed are based on Theorem 2.3.
Figure 3.2: Responses in $x_t$ to a one standard deviation shock to the real domestic trend ($\tau_{rt}$) for Sweden (SWE) and Finland (FIN) with 95 percent confidence bounds.
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Note: The estimated asymptotically normal standard errors from which the confidence bounds have been computed are based on Theorem 2.3.
Figure 3.3: Responses in $x_t$ to a one standard deviation shock to the nominal domestic trend ($\tau_{n,t}$) for Sweden (SWE) and Finland (FIN) with 95 percent confidence bounds.
Note: The estimated asymptotically normal standard errors from which the confidence bounds have been computed are based on Theorem 2.3.
Hence, the pretesting of data suggests that (i) a simple vector autoregressive model may not be a good description of the time series, and (ii) conditional on such a model there is basically no support for the economic steady state relationships. It is possible that this reflects difficulties in measuring the variables with a "reasonable degree of accuracy" and/or the different economic conditions that have been prevalent during, e.g., the pre and post world wars periods. I shall nevertheless continue the illustration since these results do not stand in conflict with the purpose of this chapter.

In Table 3.3 the estimated common trends models are presented. Recall from section 3.3 that the $A = (A_0 \pi)$ matrix has been chosen so that the first element of $\tau_1$ is interpreted as a foreign trend, while the second and third elements are interpreted as real and nominal domestic trends, respectively. These interpretations are based on the restrictions of both countries being small open economies (domestic shocks have zero long run effect on terms of trade, as reflected in the two zero elements in the first row of $A$) and of long run neutrality of money with respect to effects on the real variables (innovations to the nominal trend have zero long run impact on real variables).

The parameters of the estimated common trends models for the two countries are very similar. Apart from the coefficients on the foreign trend in the output and investments equations, the signs of the estimated parameters are equal in the two countries. In most cases, the coefficients for the Finnish model are somewhat greater (in absolute terms) than those for the Swedish model. It should be noted that the standard errors for estimated parameters are based on treating $\alpha$ and $A_0$ as known. Yet, two of the parameters in $\alpha$ and $A_0$ are not constrained. This, however, does not seem overly problematic.

The responses (in log-levels) to innovations to the stochastic trends are displayed in Figures 3.1 - 3.3 along with 95 percent confidence bounds. A major impression from a quick glance at these figures is that the responses are very much the same for the two countries. Looking first at the effects from shocks to the foreign trend (Figure 3.1), the only important difference is that the response of Finnish consumption is negative, while the effects on Swedish consumption are not "significantly" different from zero.

In Figure 3.2 the response functions from innovations to the real domestic trend are depicted. The restriction that the long run response of terms of trade should be zero does not seem to be "seriously in conflict" with the data. The maximum response is recorded after about two years. Hence, within a business cycle horizon, a positive real domestic shock tends to improve terms of trade and then vanish. Also, the long run responses in the price level and the money stock are negative and positive, respectively, for both countries (cf. Table 3.3), whereas the adjustment in the short and medium term is quite different and typically very slow.

The response functions for an innovation to the nominal domestic trend are shown in Figure 3.3. In terms of the responses of output and consumption, the restriction of long run neutrality does not seem to be "in conflict" the data sets neither for Finland nor for Sweden. The responses in terms of trade and investments in Sweden, however, are rather far from the theoretical predictions. In Finland, the responses of these variables satisfy the theoretical restrictions almost exactly at the business cycle horizon.

10It is misleading here to count the number of unknown parameters of $\alpha$ and $A_0$ in (3.14) and (3.15). If we premultiply $\alpha'$ in (3.14) by the inverse of the matrix obtained from the final 3 columns of $\alpha'$ and compare the parameters of the transformed $\alpha$ matrix to those in $A_0$, it becomes clear that there are only two free parameters in these two matrices.
Table 3.4: Ratio of $s$ steps ahead forecast error variance of $x_t$ which is accounted for by shocks to the foreign trend ($\tau_{f,t}$) for Sweden (S) and Finland (F).

<table>
<thead>
<tr>
<th>$k$</th>
<th>In$T_t$</th>
<th>ln$P_t$</th>
<th>ln$M_t$</th>
<th>ln$Y_t$</th>
<th>ln$I_t$</th>
<th>ln$C_t$</th>
</tr>
</thead>
<tbody>
<tr>
<td>S</td>
<td>F</td>
<td>S</td>
<td>F</td>
<td>S</td>
<td>F</td>
<td>S</td>
</tr>
<tr>
<td>1</td>
<td>.546</td>
<td>.328</td>
<td>.018</td>
<td>.012</td>
<td>.086</td>
<td>.046</td>
</tr>
<tr>
<td></td>
<td>(.063)</td>
<td>(.071)</td>
<td>(.025)</td>
<td>(.021)</td>
<td>(.050)</td>
<td>(.038)</td>
</tr>
<tr>
<td>2</td>
<td>.622</td>
<td>.423</td>
<td>.036</td>
<td>.003</td>
<td>.059</td>
<td>.037</td>
</tr>
<tr>
<td></td>
<td>(.052)</td>
<td>(.064)</td>
<td>(.034)</td>
<td>(.006)</td>
<td>(.042)</td>
<td>(.034)</td>
</tr>
<tr>
<td>3</td>
<td>.653</td>
<td>.421</td>
<td>.049</td>
<td>.003</td>
<td>.053</td>
<td>.033</td>
</tr>
<tr>
<td></td>
<td>(.047)</td>
<td>(.060)</td>
<td>(.039)</td>
<td>(.003)</td>
<td>(.040)</td>
<td>(.033)</td>
</tr>
<tr>
<td>4</td>
<td>.679</td>
<td>.432</td>
<td>.052</td>
<td>.004</td>
<td>.057</td>
<td>.032</td>
</tr>
<tr>
<td></td>
<td>(.045)</td>
<td>(.058)</td>
<td>(.040)</td>
<td>(.008)</td>
<td>(.041)</td>
<td>(.032)</td>
</tr>
<tr>
<td>5</td>
<td>.703</td>
<td>.469</td>
<td>.051</td>
<td>.007</td>
<td>.062</td>
<td>.032</td>
</tr>
<tr>
<td></td>
<td>(.041)</td>
<td>(.056)</td>
<td>(.040)</td>
<td>(.012)</td>
<td>(.043)</td>
<td>(.032)</td>
</tr>
<tr>
<td>6</td>
<td>.710</td>
<td>.503</td>
<td>.054</td>
<td>.010</td>
<td>.068</td>
<td>.031</td>
</tr>
<tr>
<td></td>
<td>(.041)</td>
<td>(.055)</td>
<td>(.041)</td>
<td>(.016)</td>
<td>(.045)</td>
<td>(.031)</td>
</tr>
<tr>
<td>7</td>
<td>.733</td>
<td>.529</td>
<td>.059</td>
<td>.013</td>
<td>.076</td>
<td>.030</td>
</tr>
<tr>
<td></td>
<td>(.039)</td>
<td>(.053)</td>
<td>(.042)</td>
<td>(.018)</td>
<td>(.046)</td>
<td>(.031)</td>
</tr>
<tr>
<td>8</td>
<td>.746</td>
<td>.556</td>
<td>.064</td>
<td>.016</td>
<td>.085</td>
<td>.030</td>
</tr>
<tr>
<td></td>
<td>(.038)</td>
<td>(.051)</td>
<td>(.044)</td>
<td>(.021)</td>
<td>(.048)</td>
<td>(.031)</td>
</tr>
<tr>
<td></td>
<td>(.037)</td>
<td>(.049)</td>
<td>(.044)</td>
<td>(.024)</td>
<td>(.030)</td>
<td>(.031)</td>
</tr>
<tr>
<td>10</td>
<td>.766</td>
<td>.609</td>
<td>.075</td>
<td>.023</td>
<td>.094</td>
<td>.030</td>
</tr>
<tr>
<td></td>
<td>(.036)</td>
<td>(.047)</td>
<td>(.027)</td>
<td>(.024)</td>
<td>(.030)</td>
<td>(.031)</td>
</tr>
<tr>
<td>15</td>
<td>.805</td>
<td>.712</td>
<td>.095</td>
<td>.053</td>
<td>.100</td>
<td>.030</td>
</tr>
<tr>
<td></td>
<td>(.031)</td>
<td>(.038)</td>
<td>(.051)</td>
<td>(.028)</td>
<td>(.038)</td>
<td>(.033)</td>
</tr>
<tr>
<td>20</td>
<td>.833</td>
<td>.782</td>
<td>.111</td>
<td>.053</td>
<td>.182</td>
<td>.029</td>
</tr>
<tr>
<td></td>
<td>(.027)</td>
<td>(.030)</td>
<td>(.054)</td>
<td>(.046)</td>
<td>(.038)</td>
<td>(.033)</td>
</tr>
<tr>
<td>$\infty$</td>
<td>1.00</td>
<td>1.00</td>
<td>1.56</td>
<td>.124</td>
<td>.341</td>
<td>.067</td>
</tr>
</tbody>
</table>

Note: The estimated standard errors within parenthesis are based on Theorem 2.4.

Let us now turn to the questions about the relative importance of the various disturbances that were mentioned in the introduction of the chapter. These questions can be approached through the decompositions of forecast error variances which are reported in Tables 3.4 - 3.7.

**Foreign versus domestic shocks:** In both countries, shocks to the foreign trend account for around 20 percent of the forecast error variance of investments in the short run, while their role is negligible in the long run. In the cases of output and consumption, the role of permanent foreign shocks is negligible in the short run as well. Permanent real shocks, on the other hand, account for most of the variance in output at the four year horizon (70 percent in Sweden and 60 percent in Finland; cf. Table 3.5). They also account for a substantial proportion of the variance in investments and, for Sweden, in the price level. These findings may suggest that terms of trade is not a good proxy for investigating foreign influence on small open economies. Instead or as a complement, a measure on foreign output seems to be a plausible alternative. The foreign trend may then be interpreted as reflecting, e.g., technology "import". That, however, requires a different economic model for deriving the cointegration vectors.
Table 3.5: Ratio of $s$ steps ahead forecast error variance of $x_t$ which is accounted for by shocks to the real domestic trend ($\tau_{r,t}$) for Sweden (S) and Finland (F).

<table>
<thead>
<tr>
<th></th>
<th>$\ln T_t$</th>
<th>$\ln P_t$</th>
<th>$\ln M_t$</th>
<th>$\ln Y_t$</th>
<th>$\ln f_t$</th>
<th>$\ln C_t$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>S</td>
<td>F</td>
<td>S</td>
<td>F</td>
<td>S</td>
<td>F</td>
</tr>
<tr>
<td>1</td>
<td>.006</td>
<td>.011</td>
<td>.008</td>
<td>.007</td>
<td>.067</td>
<td>.058</td>
</tr>
<tr>
<td></td>
<td>(.006)</td>
<td>(.006)</td>
<td>(.017)</td>
<td>(.015)</td>
<td>(.054)</td>
<td>(.070)</td>
</tr>
<tr>
<td>2</td>
<td>.166</td>
<td>.024</td>
<td>.006</td>
<td>.013</td>
<td>.677</td>
<td>.453</td>
</tr>
<tr>
<td></td>
<td>(.026)</td>
<td>(.007)</td>
<td>(.006)</td>
<td>(.020)</td>
<td>(.052)</td>
<td>(.066)</td>
</tr>
<tr>
<td>3</td>
<td>.157</td>
<td>.010</td>
<td>.053</td>
<td>.010</td>
<td>.096</td>
<td>.553</td>
</tr>
<tr>
<td></td>
<td>(.029)</td>
<td>(.018)</td>
<td>(.032)</td>
<td>(.017)</td>
<td>(.050)</td>
<td>(.058)</td>
</tr>
<tr>
<td>4</td>
<td>.124</td>
<td>.010</td>
<td>.013</td>
<td>.007</td>
<td>.717</td>
<td>.613</td>
</tr>
<tr>
<td></td>
<td>(.027)</td>
<td>(.024)</td>
<td>(.047)</td>
<td>(.014)</td>
<td>(.047)</td>
<td>(.053)</td>
</tr>
<tr>
<td>5</td>
<td>.110</td>
<td>.123</td>
<td>.134</td>
<td>.006</td>
<td>.740</td>
<td>.653</td>
</tr>
<tr>
<td></td>
<td>(.026)</td>
<td>(.026)</td>
<td>(.054)</td>
<td>(.013)</td>
<td>(.045)</td>
<td>(.049)</td>
</tr>
<tr>
<td>6</td>
<td>.164</td>
<td>.130</td>
<td>.151</td>
<td>.005</td>
<td>.759</td>
<td>.685</td>
</tr>
<tr>
<td></td>
<td>(.025)</td>
<td>(.027)</td>
<td>(.057)</td>
<td>(.012)</td>
<td>(.043)</td>
<td>(.046)</td>
</tr>
<tr>
<td>7</td>
<td>.099</td>
<td>.135</td>
<td>.160</td>
<td>.005</td>
<td>.774</td>
<td>.712</td>
</tr>
<tr>
<td></td>
<td>(.024)</td>
<td>(.028)</td>
<td>(.059)</td>
<td>(.012)</td>
<td>(.042)</td>
<td>(.043)</td>
</tr>
<tr>
<td>8</td>
<td>.093</td>
<td>.134</td>
<td>.163</td>
<td>.006</td>
<td>.785</td>
<td>.736</td>
</tr>
<tr>
<td></td>
<td>(.023)</td>
<td>(.028)</td>
<td>(.060)</td>
<td>(.013)</td>
<td>(.041)</td>
<td>(.041)</td>
</tr>
<tr>
<td>9</td>
<td>.088</td>
<td>.130</td>
<td>.162</td>
<td>.007</td>
<td>.795</td>
<td>.756</td>
</tr>
<tr>
<td></td>
<td>(.022)</td>
<td>(.027)</td>
<td>(.060)</td>
<td>(.014)</td>
<td>(.040)</td>
<td>(.039)</td>
</tr>
<tr>
<td>10</td>
<td>.083</td>
<td>.125</td>
<td>.158</td>
<td>.009</td>
<td>.804</td>
<td>.773</td>
</tr>
<tr>
<td></td>
<td>(.022)</td>
<td>(.026)</td>
<td>(.060)</td>
<td>(.016)</td>
<td>(.039)</td>
<td>(.037)</td>
</tr>
<tr>
<td>15</td>
<td>.067</td>
<td>.096</td>
<td>.132</td>
<td>.024</td>
<td>.836</td>
<td>.833</td>
</tr>
<tr>
<td></td>
<td>(.018)</td>
<td>(.021)</td>
<td>(.056)</td>
<td>(.023)</td>
<td>(.036)</td>
<td>(.031)</td>
</tr>
<tr>
<td>20</td>
<td>.056</td>
<td>.072</td>
<td>.106</td>
<td>.040</td>
<td>.858</td>
<td>.868</td>
</tr>
<tr>
<td></td>
<td>(.016)</td>
<td>(.016)</td>
<td>(.050)</td>
<td>(.028)</td>
<td>(.035)</td>
<td>(.029)</td>
</tr>
<tr>
<td>∞</td>
<td>.0</td>
<td>.0</td>
<td>.008</td>
<td>.010</td>
<td>.933</td>
<td>.960</td>
</tr>
<tr>
<td></td>
<td>(-)</td>
<td>(-)</td>
<td>(.015)</td>
<td>(.015)</td>
<td>(.046)</td>
<td>(.036)</td>
</tr>
</tbody>
</table>

Note: The estimated standard errors within parenthesis are based on Theorem 2.4.

**Real versus nominal shocks:** As can be seen from Table 3.6, the influence of shocks to the nominal trend on fluctuations in real variables is small, except for the cases of consumption and investments in Sweden. The most striking results in Tables 3.5 and 3.6 are related to consumption. In Finland, a rather small fraction of the short run forecast error variance of consumption is accounted for by shocks to the real domestic trend. The role of the nominal trend is practically zero (like it is for the other real variables). In the Swedish data, most of the variance in consumption (65 percent at the four year horizon) is accounted for by shocks to the real domestic trend, but nominal shocks are important as well (25 percent at the four year horizon). Another interesting observation that can be made from Table 3.5 is associated with investments. In Finland, shocks to the real domestic trend initially have a quite small impact on the forecast error variance of investments and then rapidly becomes more and more important. For Sweden we find that such shocks account for about 40 percent of the forecast error variance in investments at the one year horizon and slowly become more important. Also, permanent real shocks are unimportant for the nominal domestic variables in Finland in the short and medium run, while this is not the case in Sweden.
Table 3.6: Ratio of $s$ steps ahead forecast error variance of $x_t$ which is accounted for by shocks to the nominal domestic trend ($\tau_{n,t}$) for Sweden (S) and Finland (F).

<table>
<thead>
<tr>
<th>$k$</th>
<th>$\ln T_t$</th>
<th>$\ln P_t$</th>
<th>$\ln M_t$</th>
<th>$\ln Y_t$</th>
<th>$\ln I_t$</th>
<th>$\ln C_t$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>S</td>
<td>F</td>
<td>S</td>
<td>F</td>
<td>S</td>
<td>F</td>
</tr>
<tr>
<td>1</td>
<td>.064 (.030)</td>
<td>.075 (.038)</td>
<td>.113 (.044)</td>
<td>.242 (.067)</td>
<td>.298 (.072)</td>
<td>.816 (.051)</td>
</tr>
<tr>
<td></td>
<td>.023 (.015)</td>
<td>.014 (.016)</td>
<td>.027 (.027)</td>
<td>.015 (.015)</td>
<td>.063 (.027)</td>
<td>.012 (.015)</td>
</tr>
<tr>
<td></td>
<td>.238 (.046)</td>
<td>.001 (.007)</td>
<td>.270 (.048)</td>
<td>.001 (.007)</td>
<td>.284 (.042)</td>
<td>.013 (.007)</td>
</tr>
<tr>
<td>2</td>
<td>.054 (.020)</td>
<td>.049 (.017)</td>
<td>.173 (.050)</td>
<td>.296 (.070)</td>
<td>.364 (.071)</td>
<td>.804 (.047)</td>
</tr>
<tr>
<td></td>
<td>.011 (.005)</td>
<td>.017 (.006)</td>
<td>.024 (.012)</td>
<td>.017 (.007)</td>
<td>.096 (.031)</td>
<td>.013 (.004)</td>
</tr>
<tr>
<td></td>
<td>.270 (.048)</td>
<td>.001 (.007)</td>
<td>.284 (.042)</td>
<td>.001 (.007)</td>
<td>.284 (.042)</td>
<td>.013 (.007)</td>
</tr>
<tr>
<td>3</td>
<td>.058 (.017)</td>
<td>.050 (.013)</td>
<td>.253 (.054)</td>
<td>.338 (.070)</td>
<td>.438 (.067)</td>
<td>.778 (.047)</td>
</tr>
<tr>
<td></td>
<td>.012 (.006)</td>
<td>.035 (.018)</td>
<td>.048 (.025)</td>
<td>.026 (.013)</td>
<td>.127 (.034)</td>
<td>.012 (.004)</td>
</tr>
<tr>
<td></td>
<td>.270 (.048)</td>
<td>.001 (.007)</td>
<td>.284 (.042)</td>
<td>.001 (.007)</td>
<td>.284 (.042)</td>
<td>.013 (.007)</td>
</tr>
<tr>
<td>4</td>
<td>.070 (.017)</td>
<td>.042 (.011)</td>
<td>.316 (.055)</td>
<td>.370 (.070)</td>
<td>.491 (.063)</td>
<td>.762 (.048)</td>
</tr>
<tr>
<td></td>
<td>.015 (.005)</td>
<td>.048 (.005)</td>
<td>.065 (.021)</td>
<td>.034 (.019)</td>
<td>.153 (.037)</td>
<td>.009 (.003)</td>
</tr>
<tr>
<td></td>
<td>.251 (.045)</td>
<td>.001 (.007)</td>
<td>.264 (.042)</td>
<td>.001 (.007)</td>
<td>.270 (.042)</td>
<td>.013 (.007)</td>
</tr>
<tr>
<td>5</td>
<td>.077 (.018)</td>
<td>.037 (.010)</td>
<td>.354 (.057)</td>
<td>.399 (.069)</td>
<td>.527 (.062)</td>
<td>.756 (.049)</td>
</tr>
<tr>
<td></td>
<td>.019 (.007)</td>
<td>.040 (.007)</td>
<td>.070 (.019)</td>
<td>.039 (.007)</td>
<td>.166 (.037)</td>
<td>.007 (.002)</td>
</tr>
<tr>
<td></td>
<td>.234 (.041)</td>
<td>.001 (.007)</td>
<td>.244 (.042)</td>
<td>.001 (.007)</td>
<td>.254 (.042)</td>
<td>.013 (.007)</td>
</tr>
<tr>
<td>6</td>
<td>.079 (.018)</td>
<td>.032 (.008)</td>
<td>.377 (.058)</td>
<td>.422 (.068)</td>
<td>.553 (.061)</td>
<td>.754 (.050)</td>
</tr>
<tr>
<td></td>
<td>.021 (.008)</td>
<td>.036 (.008)</td>
<td>.064 (.017)</td>
<td>.039 (.008)</td>
<td>.167 (.041)</td>
<td>.006 (.002)</td>
</tr>
<tr>
<td></td>
<td>.234 (.041)</td>
<td>.001 (.007)</td>
<td>.244 (.042)</td>
<td>.001 (.007)</td>
<td>.254 (.042)</td>
<td>.013 (.007)</td>
</tr>
<tr>
<td>7</td>
<td>.081 (.018)</td>
<td>.028 (.007)</td>
<td>.392 (.059)</td>
<td>.441 (.069)</td>
<td>.573 (.061)</td>
<td>.753 (.051)</td>
</tr>
<tr>
<td></td>
<td>.022 (.008)</td>
<td>.032 (.008)</td>
<td>.064 (.016)</td>
<td>.039 (.008)</td>
<td>.164 (.039)</td>
<td>.005 (.002)</td>
</tr>
<tr>
<td></td>
<td>.211 (.039)</td>
<td>.001 (.007)</td>
<td>.221 (.041)</td>
<td>.001 (.007)</td>
<td>.231 (.041)</td>
<td>.013 (.007)</td>
</tr>
<tr>
<td>8</td>
<td>.083 (.018)</td>
<td>.026 (.007)</td>
<td>.406 (.060)</td>
<td>.456 (.067)</td>
<td>.589 (.061)</td>
<td>.751 (.052)</td>
</tr>
<tr>
<td></td>
<td>.021 (.008)</td>
<td>.028 (.008)</td>
<td>.048 (.014)</td>
<td>.039 (.009)</td>
<td>.162 (.039)</td>
<td>.005 (.003)</td>
</tr>
<tr>
<td></td>
<td>.201 (.038)</td>
<td>.001 (.007)</td>
<td>.211 (.041)</td>
<td>.001 (.007)</td>
<td>.221 (.041)</td>
<td>.013 (.007)</td>
</tr>
<tr>
<td>9</td>
<td>.084 (.018)</td>
<td>.024 (.006)</td>
<td>.419 (.061)</td>
<td>.470 (.066)</td>
<td>.603 (.061)</td>
<td>.749 (.053)</td>
</tr>
<tr>
<td></td>
<td>.020 (.007)</td>
<td>.025 (.007)</td>
<td>.042 (.013)</td>
<td>.038 (.008)</td>
<td>.160 (.036)</td>
<td>.005 (.002)</td>
</tr>
<tr>
<td></td>
<td>.192 (.036)</td>
<td>.001 (.007)</td>
<td>.202 (.036)</td>
<td>.001 (.007)</td>
<td>.212 (.036)</td>
<td>.013 (.007)</td>
</tr>
<tr>
<td>10</td>
<td>.084 (.018)</td>
<td>.022 (.006)</td>
<td>.432 (.062)</td>
<td>.481 (.065)</td>
<td>.616 (.061)</td>
<td>.746 (.054)</td>
</tr>
<tr>
<td></td>
<td>.019 (.006)</td>
<td>.023 (.006)</td>
<td>.044 (.012)</td>
<td>.038 (.008)</td>
<td>.159 (.038)</td>
<td>.005 (.003)</td>
</tr>
<tr>
<td></td>
<td>.184 (.035)</td>
<td>.001 (.007)</td>
<td>.194 (.035)</td>
<td>.001 (.007)</td>
<td>.204 (.035)</td>
<td>.012 (.007)</td>
</tr>
<tr>
<td>15</td>
<td>.079 (.016)</td>
<td>.015 (.004)</td>
<td>.493 (.064)</td>
<td>.519 (.065)</td>
<td>.675 (.060)</td>
<td>.722 (.054)</td>
</tr>
<tr>
<td></td>
<td>.014 (.006)</td>
<td>.015 (.006)</td>
<td>.046 (.009)</td>
<td>.038 (.008)</td>
<td>.162 (.038)</td>
<td>.004 (.001)</td>
</tr>
<tr>
<td></td>
<td>.148 (.030)</td>
<td>.001 (.007)</td>
<td>.158 (.030)</td>
<td>.001 (.007)</td>
<td>.172 (.030)</td>
<td>.008 (.001)</td>
</tr>
<tr>
<td>20</td>
<td>.071 (.015)</td>
<td>.011 (.003)</td>
<td>.545 (.066)</td>
<td>.542 (.061)</td>
<td>.718 (.058)</td>
<td>.696 (.052)</td>
</tr>
<tr>
<td></td>
<td>.010 (.005)</td>
<td>.011 (.005)</td>
<td>.046 (.007)</td>
<td>.037 (.006)</td>
<td>.165 (.037)</td>
<td>.004 (.001)</td>
</tr>
<tr>
<td></td>
<td>.122 (.025)</td>
<td>.001 (.007)</td>
<td>.132 (.025)</td>
<td>.001 (.007)</td>
<td>.143 (.025)</td>
<td>.008 (.001)</td>
</tr>
<tr>
<td>$\infty$</td>
<td>.0</td>
<td>.0</td>
<td>.834 (.064)</td>
<td>.685 (.071)</td>
<td>.869 (.059)</td>
<td>.587 (.070)</td>
</tr>
<tr>
<td></td>
<td>.0</td>
<td>.0</td>
<td>.0</td>
<td>.0</td>
<td>.0</td>
<td>.0</td>
</tr>
</tbody>
</table>

Note: The estimated standard errors within parenthesis are based on Theorem 2.4.

At a forecast horizon longer than three years, around 16 percent of the variance in Swedish investments is accounted for by shocks to the nominal trend. On average, however, permanent nominal shocks do not appear to be very important. Another example is provided by the behavior of the price level. At the four year horizon, only about 35 percent of its variance (in both countries) is accounted for by shocks to the nominal trend. Finally, shocks to the nominal trend account for about 80 percent of the forecast error variance of the money stock in Finland at the one to four year horizon but only for around 40 percent in Sweden. In the long run this picture is reversed.

**Permanent versus transitory shocks:** In a common trends framework, the most interesting results when it comes to innovation accounting are those related to the importance of permanent shocks in relation to transitory shocks. In particular, the question of how important growth innovations are within a business cycle perspective can be addressed. It can be noted that once the cointegration vectors have been determined, the choice of $A_0$ is irrelevant for the interpretation of the permanent and transitory shocks as groups of shocks. That is, the small open economy and long run nominal neutrality assumptions do not influence any figures reported in Table 3.7.
Table 3.7: Ratio of $s$ steps ahead forecast error variance of $x_t$ which is accounted for by the three permanent shocks for Sweden (S) and Finland (F).

<table>
<thead>
<tr>
<th>k</th>
<th>$\ln T_t$ S</th>
<th>$\ln T_t$ F</th>
<th>$\ln P_t$ S</th>
<th>$\ln P_t$ F</th>
<th>$\ln M_t$ S</th>
<th>$\ln M_t$ F</th>
<th>$\ln Y_t$ S</th>
<th>$\ln Y_t$ F</th>
<th>$\ln I_t$ S</th>
<th>$\ln I_t$ F</th>
<th>$\ln C_t$ S</th>
<th>$\ln C_t$ F</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.612 (.057)</td>
<td>.414 (.070)</td>
<td>.393 (.067)</td>
<td>.303 (.071)</td>
<td>.318 (.072)</td>
<td>.909 (.016)</td>
<td>.742 (.042)</td>
<td>.438 (.069)</td>
<td>.694 (.048)</td>
<td>.454 (.068)</td>
<td>.921 (.022)</td>
<td>.018 (.025)</td>
</tr>
<tr>
<td>2</td>
<td>.782 (.034)</td>
<td>.496 (.060)</td>
<td>.576 (.060)</td>
<td>.330 (.071)</td>
<td>.373 (.072)</td>
<td>.876 (.016)</td>
<td>.725 (.044)</td>
<td>.525 (.062)</td>
<td>.735 (.041)</td>
<td>.641 (.049)</td>
<td>.892 (.018)</td>
<td>.026 (.012)</td>
</tr>
<tr>
<td>3</td>
<td>.848 (.024)</td>
<td>.541 (.054)</td>
<td>.676 (.048)</td>
<td>.373 (.070)</td>
<td>.494 (.064)</td>
<td>.841 (.026)</td>
<td>.741 (.041)</td>
<td>.632 (.051)</td>
<td>.764 (.037)</td>
<td>.750 (.036)</td>
<td>.909 (.016)</td>
<td>.118 (.032)</td>
</tr>
<tr>
<td>4</td>
<td>.873 (.020)</td>
<td>.583 (.050)</td>
<td>.757 (.038)</td>
<td>.391 (.070)</td>
<td>.598 (.056)</td>
<td>.826 (.029)</td>
<td>.765 (.038)</td>
<td>.682 (.046)</td>
<td>.767 (.036)</td>
<td>.811 (.028)</td>
<td>.913 (.015)</td>
<td>.180 (.044)</td>
</tr>
<tr>
<td>5</td>
<td>.890 (.018)</td>
<td>.629 (.046)</td>
<td>.802 (.031)</td>
<td>.420 (.069)</td>
<td>.668 (.048)</td>
<td>.824 (.029)</td>
<td>.791 (.034)</td>
<td>.712 (.043)</td>
<td>.766 (.036)</td>
<td>.846 (.026)</td>
<td>.914 (.015)</td>
<td>.233 (.044)</td>
</tr>
<tr>
<td>6</td>
<td>.904 (.016)</td>
<td>.665 (.043)</td>
<td>.827 (.028)</td>
<td>.445 (.068)</td>
<td>.714 (.043)</td>
<td>.827 (.029)</td>
<td>.818 (.031)</td>
<td>.739 (.040)</td>
<td>.768 (.046)</td>
<td>.866 (.036)</td>
<td>.916 (.014)</td>
<td>.285 (.056)</td>
</tr>
<tr>
<td>7</td>
<td>.915 (.014)</td>
<td>.692 (.040)</td>
<td>.842 (.026)</td>
<td>.467 (.067)</td>
<td>.746 (.039)</td>
<td>.834 (.028)</td>
<td>.826 (.029)</td>
<td>.761 (.037)</td>
<td>.773 (.035)</td>
<td>.879 (.035)</td>
<td>.920 (.014)</td>
<td>.335 (.058)</td>
</tr>
<tr>
<td>8</td>
<td>.922 (.013)</td>
<td>.716 (.038)</td>
<td>.853 (.024)</td>
<td>.488 (.065)</td>
<td>.768 (.036)</td>
<td>.842 (.027)</td>
<td>.836 (.028)</td>
<td>.781 (.034)</td>
<td>.781 (.031)</td>
<td>.889 (.016)</td>
<td>.922 (.013)</td>
<td>.381 (.059)</td>
</tr>
<tr>
<td>9</td>
<td>.929 (.012)</td>
<td>.737 (.036)</td>
<td>.863 (.022)</td>
<td>.508 (.064)</td>
<td>.784 (.034)</td>
<td>.850 (.025)</td>
<td>.845 (.026)</td>
<td>.798 (.032)</td>
<td>.785 (.031)</td>
<td>.897 (.015)</td>
<td>.924 (.013)</td>
<td>.422 (.059)</td>
</tr>
<tr>
<td>10</td>
<td>.933 (.011)</td>
<td>.756 (.034)</td>
<td>.870 (.021)</td>
<td>.527 (.062)</td>
<td>.797 (.032)</td>
<td>.859 (.024)</td>
<td>.853 (.023)</td>
<td>.813 (.030)</td>
<td>.791 (.033)</td>
<td>.902 (.014)</td>
<td>.926 (.013)</td>
<td>.459 (.058)</td>
</tr>
<tr>
<td>15</td>
<td>.951 (.008)</td>
<td>.823 (.026)</td>
<td>.896 (.017)</td>
<td>.606 (.055)</td>
<td>.845 (.025)</td>
<td>.894 (.018)</td>
<td>.880 (.022)</td>
<td>.866 (.021)</td>
<td>.813 (.030)</td>
<td>.921 (.012)</td>
<td>.935 (.011)</td>
<td>.612 (.005)</td>
</tr>
<tr>
<td>20</td>
<td>.960 (.007)</td>
<td>.865 (.020)</td>
<td>.914 (.014)</td>
<td>.688 (.048)</td>
<td>.877 (.020)</td>
<td>.918 (.014)</td>
<td>.897 (.018)</td>
<td>.900 (.017)</td>
<td>.831 (.028)</td>
<td>.932 (.010)</td>
<td>.943 (.010)</td>
<td>.714 (.004)</td>
</tr>
<tr>
<td>∞</td>
<td>1.00 (-)</td>
<td>1.00 (-)</td>
<td>1.00 (-)</td>
<td>1.00 (-)</td>
<td>1.00 (-)</td>
<td>1.00 (-)</td>
<td>1.00 (-)</td>
<td>1.00 (-)</td>
<td>1.00 (-)</td>
<td>1.00 (-)</td>
<td>1.00 (-)</td>
<td>1.00 (-)</td>
</tr>
</tbody>
</table>

Note: The estimated standard errors within parenthesis are based on Corollary 2.2.

I have already stressed the role of permanent real domestic shocks to the fluctuations of output and investments in Finland and Sweden. Table 3.7 summarizes the role of all three permanent shocks. There, we find that these innovations generally account for most (about 60 percent) of the fluctuations at the business cycle (four year) horizon in both countries. Transitory shocks, as a group, exert important influence only on the price level (60 percent) and consumption (80 percent) in Finland. It has been noted above that the role of permanent foreign and nominal shocks is rather small. In principle, transitory foreign and nominal shocks could still be of importance. However, considering the great influence of permanent shocks, it may be concluded that transitory foreign and transitory nominal shocks potentially can be important only to the price level and consumption in Finland.

---

11It can be noted that the forecast error variance decompositions of the transitory shocks as a group can be derived immediately from Table 3.7 by multiplying a figure by $-1$ and adding 1. The standard errors of these figures are identical to those for the permanent shocks. It can be noted that all standard errors reported above are such that the closer the variance decomposition is to 0 or 1, the smaller is the error (cf. section 2.4).
3.5 Concluding Remarks

In this chapter I have illustrated how the common trends approach can be implemented in practise. It should probably be emphasized again that whether the conclusions reached from the analysis of impulse response functions and forecast error variance decompositions above should be regarded as "empirical regularities" of the Swedish and the Finnish economies has neither been addressed nor been my purpose to discuss. Instead I have focused on the basic ideas in common trends modelling and how economic theory can be made use of. Furthermore, some of the practical problems has been examined, e.g., lag order selection and tests of the theoretical cointegration vectors. For the Finnish and Swedish samples it is found from such analysis of the common trends model that data are not well described by these simple "structures".

I have not mentioned any "informal tests" of the cointegration vectors. It is, however, straightforward to compute estimates of the transitory components from the restricted vector autoregression (cf. Warne and Vredin [100]). For example, graphs of these components may suggest whether theoretical cointegration vectors (which have been rejected by the LR test) are completely unreasonable or not. For the Swedish and the Finnish data I have used above such graphs strongly suggest that estimates of the transitory components are unlikely to be well modelled as wide sense stationary. Hence, the trends are misspecified as well. Although such "tests" of the cointegration vectors are statistically unsatisfactory they may at least shed some light on how well the trends are accounted for and thus act as a complement to the formal tests.
Chapter 4

Stationarity, Cointegration and a Rational Expectations Model of the Term Structure

4.1 Introduction

One of the basic problems in monetary and financial economics is to explain how returns on bonds with different time to maturity are related. From the point of view of conducting and predicting monetary policy it is often of great importance for the monetary authority as well as for investors in financial markets to know how and to what extent changes in, e.g., short term rates influence longer term rates. A popular family of models for explaining the behavior in the term structure of interest rates is what is generally known as expectations models (cf. Cox, Ingersoll and Ross [18]). A common denominator for these models is that the interest rate on a long term bond can be expressed as a function of current and expected future short term rates.

Hypotheses which follow from simple expectations models have generally been rejected by data (see, e.g., Campbell and Shiller [14], Fama [30,31], and Mankiw and Summers [66]), although there are some exceptions (Froot [32] and Sargent [81]). In most of these papers interest rates are transformed by means of first differences and cointegration relationships (cf. Engle and Granger [26]) prior to testing the economic hypothesis. The argument for using such transformations is often that standard asymptotic theory is based on stationary data and that diversions from such a property need to be accounted for. Consequently, there seems to be a consensus among empirical researchers that interest rates are not stationary and that nonstationarity probably biases inference in models where this has not been dealt with.

When data are generated by a linear time series model, first differences and cointegra-

\[ \text{Ekdahl [24] and Rose [78], for example, test for unit roots in interest rate series. In both studies the conclusion is that nominal interest rates for Sweden and the U.S., respectively, are nonstationary in levels but stationary in first differences. However, given that the Fisher relationship holds, their evidence on the hypothesis that real interest rates are stationary differ; while Rose does not reject nonstationary real interest rates, Ekdahl finds that Swedish real interest rates may be stationary. The reason for this difference appears to be that Rose only considers an approximation of the Fisher hypothesis, while Ekdahl also uses the exact formulae.} \]
tion relationships are linear restrictions on the data generating process. If such restrictions are not supported by data,\(^2\) then tests of economic hypotheses as well as estimated parameters are asymptotically biased. On the other hand, if nonstationarity is not accounted for, inference is generally based on incorrect limiting distributions (cf. Sims, Stock and Watson [92]). This is, of course, a standard dilemma in empirical analyses. Nevertheless, this type of problem is rarely examined in practise.

In this chapter I shall analyse and test a linear rational expectations model of the term structure of interest rates on Swedish time series data. The maintained hypothesis is that data can be represented by a finite order vector autoregression. In connection with inference I shall consider some fundamental statistical questions. First, I will examine if it matters whether data is modelled as jointly stationary or cointegrated of order \((1,1)\). Second, the procedure for testing the economic hypothesis involves a nonlinear reparameterization of the original constraints. From Gregory and Veall [35] it is well known that the commonly applied Wald test is not numerically invariant in finite samples with respect to such reparameterizations. It therefore seems natural to compare the performance of the Wald test with a test statistic which is invariant, e.g., the likelihood ratio test. Third, the limiting \(\chi^2\) distribution is not necessarily a good approximation of the small sample uncertainty of these two statistics. Hence, empirical distributions of the tests are interesting alternatives to the \(\chi^2\). I will approach these three questions mainly by means of bootstrap resampling (cf. Efron [23]).

The remainder of the chapter is structured as follows. In section 4.2 I discuss the term structure model. Section 4.3 is concerned with connecting the data generating process to the economic and nonstationarity restrictions. Specifically, I shall examine implications from the term structure model on the data generating process and how we can test for cointegration and the term structure model jointly. To my knowledge, no such test has previously been considered. The empirical results are presented in section 4.4, and conclusions are given in section 4.5. In the appendix I show that standard inference is valid in an unrestricted vector autoregression if interest rates are cointegrated of order \((1,1)\) with a stationary spread. The analysis there relies on the results obtained by Sims, Stock and Watson [92].

### 4.2 An Expectations Model of the Term Structure

If there is no uncertainty about future bond prices, a no arbitrage condition generally implies that the returns on holding different bonds, say, one period are equal regardless of time to maturity. However, this is not necessarily true when future bond prices are uncertain. Instead, agents may require a term premium to invest in a bond with a time to maturity different from their investment horizon. In that case, expected holding period yields are equal across maturities except for a term premium. In this chapter, I shall test whether the term premium for a long term bond in relation to a short term bill is constant over time when investors are assumed to have rational expectations.

\(^2\)For example, time series are jointly stationary or nonstationarity is not reflected in terms of linear trends in the first and second moments but rather from some other (nonexplosive) functions of time. Furthermore, models which incorporate conditional heteroskedasticity, such as the GARCH and GARCH-M models, may be more suitable descriptions of the data generating process (cf. Bollerslev [11] and Engle, Lilien and Robins [27]).
4.2.1 The Local Expectations Hypothesis

Let \( H_{t+1}^{(r)} \) denote the one-period ahead holding period yield on a bond which matures at time \( t + \tau \). Furthermore, \( r_t \) denotes the time \( t \) yield to maturity on a one-period pure discount bond, and \( E \) the mathematical expectations operator. In the terminology of Cox, Ingersoll and Ross [18], the **local expectations hypothesis** states that

\[
E[H_{t+1}^{(r)} | A_t] = r_t + \psi^{(r)}.
\]  

(4.1)

Here, \( A_t \) is the information set which agents use at \( t \), and \( \psi^{(r)} \) is a constant term premium, associated with \( \tau \)-period bonds.

An often overlooked advantage from considering the local expectations hypothesis is that it is consistent with coupon carrying bonds. In contrast, the yield to maturity, return to maturity, and unbiasedness expectations hypotheses (cf. Cox, Ingersoll and Ross [18]) are stated in terms of interest rates on discount bonds. There are, at least, two reasons why this is problematic. First, trade in or even existence of any long term pure discount bonds is very rare in actual markets. Second, interest rates on bonds carrying coupons generally provide poor approximations to interest rates on pure discount bonds (cf. Litzenberger and Rolfo [56]). Hence, it is convenient to examine a hypothesis which allows for coupon carrying bonds when one analyses the long term part of the maturity spectrum.

In section 4.4 I shall treat the long term bond as a consol. To simplify the discussion about the local expectations hypothesis I will do the same here. Thus, let \( \hat{R}_t \) denote yield to maturity measured as a one-period rate, \( H_{t+1} \) the one-period ahead holding period yield, \( \psi \) the term premium, and \( C \) the coupon for a consol. It is assumed that coupons are paid once per period, prior to trade, i.e., if an investor purchases a consol at \( t \), he will receive the first coupon at \( t + 1 \), the second at \( t + 2 \) if he does not sell the consol at \( t + 1 \), and so on. The time \( t \) price of a consol, \( P_t \), is related to yield to maturity by

\[
P_t = \sum_{i=1}^{\infty} \frac{C}{(1 + \hat{R}_t)^i} = \frac{C}{\hat{R}_t},
\]

(4.2)

where \( \hat{R}_t > 0 \) ensures that \( P_t \) is finite and with \( C > 0 \) we have that \( P_t \) is positive. The one-period ahead holding period yield on the consol is therefore

\[
H_{t+1} := \frac{P_{t+1} + C}{P_t} - 1 = \frac{R_t(1 + R_{t+1})}{R_{t+1}} - 1,
\]

(4.3)

by substituting for \( P_t \) and \( P_{t+1} \) from (4.2). From this relationship between holding period yield and yield to maturity is can be seen that if \( R_t \) and \( R_{t+1} \) are observable, so is \( H_{t+1} \), i.e., information on the value of the coupon is not needed. For a \( \tau \)-period coupon carrying bond paying a principal of, e.g., \$1.00 this is no longer true (cf. Shiller [89]).

To obtain a linear relationship between \( \hat{R}_t \) and \( r_t \) from (4.1) and (4.3) we must linearize the latter equation. A first order Taylor expansion of \( H_{t+1} \) about \( E[R_t] = \hat{R} \) and some algebra give us

\[
H_{t+1} \approx \frac{1}{1 - \rho} R_t - \frac{\rho}{1 - \rho} R_{t+1},
\]

(4.4)

where \( \rho := 1/(1 + \hat{R}) \). Substituting the approximation of \( H_{t+1} \) in (4.1) and assuming that \( R_t \in A_t \), we find that the local expectations hypothesis can be written as

\[
E[R_{t+1} | A_t] = \frac{1}{\rho} R_t + \frac{\rho - 1}{\rho} (r_t + \psi).
\]

(4.5)
Subtracting $R_t$ from both sides of (4.5) we obtain the version of the local expectations hypothesis which is tested by Mankiw and Summers [66]. Ruling out rational bubbles, the forward solution to the linear stochastic difference equation in (4.5) is

$$R_t = (1 - \rho) \sum_{i=0}^{\infty} \rho^i E[r_{t+i}|A_t] + \psi. \tag{4.6}$$

Hence, the local expectations hypothesis and the linear approximation of the one-period ahead holding period yield jointly imply that the consol yield can be expressed as a weighted average of current and expected future short term rates plus a term premium. The weights on the short term rates sum to one and are exponentially declining in the distance between $t$ and $t + i$, i.e., short term rates in the immediate future are assigned a larger weight than short term rates which are realized at a later date.

Equation (4.6) is, in fact, a special case of Shiller's [89] linear rational expectations model of the term structure of interest rates for $r$-period coupon carrying bonds. As shown by Campbell and Shiller [14,15], an equivalent form of (4.6) is

$$R_t - r_t = \sum_{i=1}^{\infty} \rho^i E[r_{t+i} - r_{t+i-1}|A_t] + \psi. \tag{4.7}$$

That is, the spread between the long term and the short term yield to maturity is a weighted average of expected future changes in the short term yield plus a term premium.

### 4.2.2 Discussion of the Model

Present value models such as (4.6) and (4.7) have been examined for stock prices and dividends as well as the long term part of the maturity spectrum for bonds (see, e.g., Baillie [4] and Campbell and Shiller [14]). Whether one decides to test (4.6) or (4.7) generally depends on ones prior views about which statistical assumptions seem to comply best with data. In particular, if interest rates are modelled as jointly stationary, it is straightforward to test (4.6) while (4.7) is less appropriate. On the other hand, if interest rates are modelled as nonstationary in levels but stationary in first differences, Campbell and Shiller [14,15] argue that (4.7) is better suited for the exercise. Their argument is based on substituting the conditional expectation of the first difference of $r_{t+i}$, the realized variable, for the variable in a stationary, purely nondeterministic forecast error. Since $0 < \rho < 1$, it follows that the spread, $R_t - r_t$, is stationary. In the terminology of Engle and Granger [26], interest rates are cointegrated of order (1,1) with one cointegration vector.

As noted above, from equation (4.3) it can be seen that $H_{t+1}$ can be directly inferred from observations on $R_t$ and $R_{t+1}$. Since the local expectations hypothesis is a linear (affine) relationship between the expected one-period ahead holding period yield and the current short term rate, it seems reasonable to ask why a linearization is considered. Clearly, if we would like to examine a linear term structure relationship between the short and the long term yield a linearization is required. If the error from using the approximation in (4.4) instead of the exact formula in (4.3) is small, then inference should not be very different when analysing a linear instead of a nonlinear model. Campbell [12]

---

3See Campbell and Shiller [14, page 1066] for a discussion on this matter.
has shown that linear approximations such as (4.4) are often very good for long term bonds. In terms of the long term yield series I shall study in section 4.4, the estimated mean error between $H_{t+1}$ in (4.3) and (4.4) is $-0.00077$, when measured as a monthly holding period yield. Furthermore, the estimated error variance is $0.00019$, the ratio between the estimated error variance and the estimated variance of $H_{t+1}$ in (4.3) is $0.012$, while the estimated correlation between the two measures of holding period yield is $0.994$. Hence, the approximation seems to provide quite accurate values for the holding period yield series.4

Also, the Taylor expansion is based on the assumption that the long term rate is not “too variable” (see, e.g., Campbell [12]). If interest rates are modelled as nonstationary in levels and stationary in first differences, terms involving second order effects and higher in (4.4) may have a tendency to diverge from zero. Accordingly, the approximation may eventually become very unreliable. To examine this possibility, suppose we compare $(H_{t+1} - r_t)$ to its first order Taylor expansion about $R - \bar{r}$. My reason for looking at such an expansion is simply to see if (4.7) can be derived from the local expectations hypothesis when interest rates are nonstationary in levels but not in first differences. If $R$ and $\bar{r}$ exist, such an approximation and the local expectations hypothesis imply that

$$E[R_{t+1} - r_{t+1} | A_t] = \frac{1}{\rho} (R_t - r_t) - \frac{1}{\rho} E[r_{t+1} - r_t | A_t] + \frac{\rho - 1}{\rho} \psi. \hspace{1cm} (4.8)$$

Ruling out rational bubbles, the forward solution to (4.8) is given by the right hand side in (4.7). Thus, the approximation in (4.4) may still serve its purpose even if higher moments of the long term rate are explosive.

### 4.3 Connecting Economic Theory with Data

#### 4.3.1 The Data Generating Model

In most empirical studies on the term structure it is assumed that interest rates are either stationary in levels or after differencing once. Although the latter assumption is by far more common than the former, I shall model the data generating mechanism such that one of the cases is true. The argument for allowing for both possibilities is simply that it is virtually impossible to statistically distinguish many nonstationary stochastic processes from a stationary process.

Let $x_t := [r_t \quad R_t]'$ and suppose that the bivariate stochastic process $\{x_t\}_{t=1}^{\infty}$ is generated according to

$$A(L)x_t = \mu + \varepsilon_t. \hspace{1cm} (4.9)$$

Here, $A(L)$ is a $2 \times 2$ matrix polynomial of order $p$ in the lag operator, $L$, i.e.,

$$A(L) := I_2 - \sum_{k=1}^{p} A_k L^k,$$

$I_2$ is the $2 \times 2$ identity matrix, $L^k x_t = x_{t-k}$, and for all $k \in \{1, \ldots, p\}$

$$A_k = \begin{bmatrix}
    a_{11k} & a_{12k} \\
    a_{21k} & a_{22k}
\end{bmatrix}.$$
It is assumed that \( \det[A(\lambda)] \neq 0 \) for all \( |\lambda| < 1 \), i.e., \( \{x_t\}_{t=1}^{\infty} \) is not an explosive process. Furthermore, \( \mu = [\mu_r \mu_R]' \) is a vector of constants which is related to the unconditional mean of \( x_t \), while \( \varepsilon_t = [\epsilon_{r,t} \epsilon_{R,t}]' \), and the innovations \( \{\varepsilon_t\}_{t=1}^{\infty} \) are independent and identically distributed with mean zero and positive definite covariance matrix \( \Sigma \). Finally, \( \{x_0, \ldots, x_{1-p}\} \) are \( 2p \) purely deterministic variables which serve as initial conditions to \( x_t \) in (4.9).

If \( \{x_t\}_{t=1}^{\infty} \) is jointly wide sense stationary, by the Wold Decomposition Theorem (see, e.g., Hannan [38, page 137]) we know that the matrix polynomial \( A(L) \) is invertible, i.e., \( \det[A(\lambda)] \neq 0 \) for all \( |\lambda| \leq 1 \). On the other hand, if \( \{x_t\}_{t=1}^{\infty} \) is cointegrated of order (1,1) with the spread between the long and the short term yield being stationary, from Campbell and Shiller [14,15] and Theorem 2.1 we find that an \textit{equivalent} representation of the data generating process in (4.9) is

\[
B(L)y_t = \theta + \eta_t. \tag{4.10}
\]

Here, we may let \( y_t := [\Delta r_t \ (R_t - r_t)]', \Delta := 1 - L \) is the first difference operator, \( \theta := [\mu_r \ (\mu_R - \mu_r)]', \eta_t := [\varepsilon_{r,t} \ (\varepsilon_{R,t} - \varepsilon_{r,t})]', \) and \( E[\eta_t \eta_t'] = \Omega \). Hence, \( \{y_t\}_{t=1}^{\infty} \) is jointly wide sense stationary and the matrix polynomial \( B(L) := I_2 - \sum_{k=1}^{p} B_k L^k \) is invertible. Furthermore, the relationship between \( A(L) \) and \( B(L) \) is given by

\[
A_k = \begin{cases} 
M^{-1}(B_1 + D_L)M & \text{if } k = 1, \\
M^{-1}(B_k - B_{k-1} D_L)M & \text{if } k \in \{2, \ldots, p\},
\end{cases} \tag{4.11}
\]

where

\[
M := \begin{bmatrix} 1 & 0 \\
-1 & 1
\end{bmatrix}, \quad D_L := \begin{bmatrix} 0 & 0 \\
1 & 0
\end{bmatrix},
\]

and \( B_p D_L = 0 \). It can be noted that \( y_t = (I_2 - D_L)M x_t \) and that the second row of \( M \), denoted by \( m_2 \), corresponds to the cointegration vector. Also, \( D_L \) is specified such that the first difference operator is applied to \( m_1 x_t \), but not to \( m_2 x_t \). Details on the connection between \( A(L) \) and \( B(L) \) are given in Theorem 2.1.

A few observations can be made on the basis of equation (4.9) and (4.10). First, if interest rates are cointegrated of order (1,1) with one cointegration vector, the matrix \( A(1) \) has rank 1 and has one unit root. To see this, note that

\[
A(1) = M^{-1}B(1)(I_2 - D_L)M.
\]

Here, \( M \) and \( B(1) \) both have rank 2, while \( (I_2 - D_L) \) has rank 1.\(^5\) Accordingly, since \( A(1) \) is of reduced rank, it follows that the matrix polynomial \( A(L) \) cannot be inverted with standard techniques and that cointegration imposes the set of linear restrictions in (4.11) on the data generating process in (4.9). Second, if interest rates are jointly wide sense stationary, the matrix \( A(1) \) has rank 2 since \( A(L) \) is invertible, i.e., the data generating process for \( x_t \) is misspecified in equation (4.10).

\(^5\)It can be noted that if \( A(1) \) has rank 1, then \( A(\lambda) \) does not necessarily have one unit root. However, if \( \{x_t\}_{t=1}^{\infty} \) is nonstationary in levels and jointly wide sense stationary in first differences, it follows that rank\( [A(1)] = 1 \) implies that \( A(\lambda) \) has one unit root. On the other hand, if \( A(\lambda) \) has, say, two unit roots when \( A(1) \) has rank 1, then interest rates are nonstationary in first differences but not in second differences.
Since the representation in equation (4.9) is valid for interest rates which are jointly wide sense stationary as well as cointegrated of order (1,1), one may ask why one even bothers about the representation in (4.10). A brief comment on this nontrivial question may be presented in the following way. If we estimate the vector autoregression in (4.9) by, e.g., multivariate least squares and interest rates are nonstationary, the estimated regression coefficients will generally not have a joint asymptotic normal distribution (cf. Sims, Stock and Watson [92]). Furthermore, statistics such as the Wald and the likelihood ratio (LR) tests generally do not have a limiting \(\chi^2\) distribution. Supposing that the nonstationarity of interest rates can be modelled by the restrictions in equation (4.11), then estimates of the regression coefficients in the transformed model (4.10) and of the Wald and the LR tests have their standard limiting properties. Hence, inference can be conducted in (4.10) with standard procedures.

However, there are some cases when the limiting distributions of the regression coefficients in (4.9) and the corresponding test statistics are standard even if the time series are nonstationary. According to Sims, Stock and Watson [92, page 114]:

\[\ldots\] estimators of coefficients in the original untransformed model have a joint nondegenerate asymptotic normal distribution if the model can be rewritten so that these original coefficients correspond in the transformed model to coefficients on mean zero stationary canonical regressors \ldots\] when all the restrictions being tested in the untransformed model correspond to restrictions on the coefficients of mean zero stationary canonical regressors in the transformed model, then the test statistic [Wald test; my remark] has the usual limiting \(\chi^2\) distribution \ldots\]

In terms of the data generating process being studied here, the untransformed model is given in (4.9). The transformed model considered by Sims, Stock and Watson, however, does not correspond to that in (4.10). In the appendix I derive a transformed model of the Sims, Stock and Watson type and show that all coefficients in (4.9) correspond to coefficients on mean zero stationary canonical regressors in the transformed model when interest rates are cointegrated of order (1,1) with a stationary spread. Also, the restrictions I test in section 4.4 satisfy the conditions which ensure that the Wald (and LR) test has a limiting \(\chi^2\) distribution (see also West [101]).

Despite the fact that standard inference from statistical analysis of (4.9) is valid when interest rates are cointegrated of order (1,1) with a stationary spread, it is an open question whether tests should be conducted from estimated coefficients of this representation or from estimated coefficients of equation (4.10). As noted by Sims, Stock and Watson [92], tests based on the two versions of the data generating process may be very different, e.g., in terms of small sample accuracy and degree of pretest bias. I shall address such issues to some extent in section 4.4. In particular, I will examine if it matters greatly for inference whether one tests the term structure model in (4.9) or (4.10) when one does not know if the latter represents data correctly.

4.3.2 Term Structure Restrictions

In section 4.2 I derived two equivalent term structure relationships for the long term and the short term yield to maturity. To connect the economic hypothesis with the data generating model in section 4.3.1, let us assume that
(i) \( \mathcal{A}_t \), the information set which agents use at \( t \), includes at least current and lagged values of \( x_t \) for all \( t \geq 1 \), and

(ii) \( \mathbb{E}[x_{t+i} | \mathcal{A}_t] = \mathbb{P}[x_{t+i} | \mathcal{A}_t] \) for all \( t, i \geq 1 \).

Here, \( \mathbb{P}[x_{t+i} | \mathcal{A}_t] \) denotes a linear projection of \( x_{t+i} \) on the set \( \mathcal{A}_t \). Given that agents' expectations are modelled as rational and symmetric, these two assumptions do not seem very restrictive when data is generated by a linear time series model.

Let \( \mathcal{E}_t := \{ x_{t-k} \}_{k=0}^{t+p-1} \) be the set of time \( t \) information which is available to an econometrician. By assumption (i) it is found that \( \mathcal{E}_t \subset \mathcal{A}_t \) for all \( t \geq 1 \). This result and assumption (ii) imply that

\[
\mathbb{P}[\mathbb{P}[x_{t+i} | \mathcal{A}_t] | \mathcal{E}_t] = \mathbb{P}[x_{t+i} | \mathcal{E}_t],
\]

i.e., the law of iterated projections applies to agents' expectations. Since \( R_t = \mathbb{P}[R_t | \mathcal{E}_t] \), a linear projection of both sides of equation (4.6) on \( \mathcal{E}_t \) gives us

\[
R_t = (1 - \rho) \sum_{i=0}^{\infty} \rho^i \mathbb{P}[r_{t+i} | \mathcal{E}_t] + \psi. \tag{4.12}
\]

In contrast to equation (4.6), this hypothesis can be tested. Specifically, the linear projections on the right hand side can be derived from the data generating process in (4.9), whereas agents' conditional expectations are unknown in the present framework.

To derive a linear projection of \( r_{t+i} \) on \( \mathcal{E}_t \), let us rewrite (4.9) as a first order vector autoregression. We then get

\[
\begin{bmatrix}
  x_t \\
x_{t-1} \\
\vdots \\
x_{t-p+1}
\end{bmatrix}
= \begin{bmatrix}
  \mu \\
  0 \\
  \vdots \\
  0
\end{bmatrix} + \begin{bmatrix}
  A_1 & A_2 & \cdots & A_{p-1} & A_p \\
  I_2 & 0 & \cdots & 0 & 0 \\
  \vdots & \vdots & \ddots & \vdots & \vdots \\
  0 & 0 & \cdots & I_2 & 0
\end{bmatrix}
\begin{bmatrix}
  x_{t-1} \\
x_{t-2} \\
\vdots \\
x_{t-p}
\end{bmatrix}
+ \begin{bmatrix}
  \varepsilon_t \\
  0 \\
  \vdots \\
  0
\end{bmatrix},
\]

or

\[
X_t = U + AX_{t-1} + E_t, \tag{4.13}
\]

Here, \( X_t \), \( U \), and \( E_t \) are 2p \times 1 vectors and \( A \) is a 2p \times 2p matrix.

Let the 2 \times 2p matrix \( J_p := [I_2 \ 0 \cdots 0] \) so that \( x_t = J_p X_t \), whereas \( U = J_p \mu \) and \( E_t = J_p \varepsilon_t \). Now, by recursive substitution for \( X_{t+i-1}, \ldots, X_{t+i} \) in equation (4.13), we find that \( X_{t+i} \) may be written as

\[
X_{t+i} = \sum_{j=0}^{i-1} A^j U + A^j X_t + \sum_{j=0}^{i-1} A^j E_{t+i-j}.
\]

Premultiplying both sides by \( J_p \) and using the functions for \( U \) and \( E_t \), we obtain

\[
x_{t+i} = \sum_{j=0}^{i-1} J_p A^j J_p^\prime \mu + J_p A^j X_t + \sum_{j=0}^{i-1} J_p A^j J_p^\prime E_{t+i-j}. \tag{4.14}
\]

Projecting both sides of (4.14) on \( \mathcal{E}_t \), we have that

\[
\mathbb{P}[x_{t+i} | \mathcal{E}_t] = \sum_{j=0}^{i-1} J_p A^j J_p^\prime \mu + J_p A^i X_t, \tag{4.15}
\]
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for all \( i \geq 1 \). Here, the forecast error is given by \( \sum_{j=0}^{i-1} J_p A^j J_p^c \epsilon_{t+i-j} \), a moving average process of order \( i-1 \).

Let \( x_t \) be measured about its unconditional mean so that \( \mu \) and \( \psi \) can be cancelled.\(^6\) Also, let \( N_0 := [0 \ 1] \) and \( N_1 := [1 \ 0] \) so that \( R_t = N_0 x_t = N_0 J_p X_t \) and \( P[r_{t+i}] = N_1 P[x_{t+i}] \) for all \( t, i \geq 1 \). Substituting these expressions into (4.12) and using (4.15), we get

\[
N_0 J_p X_t = (1 - \rho) N_1 J_p \sum_{i=0}^{\infty} (\rho A)^i X_t.
\]

This relationship must hold for any realisation of \( X_t \) when the vector autoregression in (4.9) is consistent with the term structure model in (4.12). Accordingly, we find that

\[
N_0 J_p = (1 - \rho) N_1 J_p \sum_{i=0}^{\infty} (\rho A)^i = (1 - \rho) N_1 J_p (I_{2p} - \rho A)^{-1}.
\] (4.16)

The second equality is implied by the assumptions that \( R_t > 0 \) (i.e., \( \bar{R} > 0 \)) and that \( \{x_t\}_{t=1}^{\infty} \) is not an explosive stochastic process.\(^7\)

Postmultiplying both sides in (4.16) by \( (I_{2p} - \rho A) \) and rearranging terms, we obtain the following set of term structure restrictions on the data generating process in (4.9):

\[
[0 \ \rho] \begin{bmatrix} A_1 & \cdots & A_p \end{bmatrix} = [(\rho - 1) \ 1] \begin{bmatrix} I_2 & 0 & \cdots & 0 \end{bmatrix}.
\] (4.17)

Since the parameters \( \{A_k\}_{k=1}^{p} \) are unknown, equation (4.17) suggests that \( \rho \) should be known prior to testing the term structure constraints. Campbell and Shiller [14] use an estimate of \( \bar{R} \) to calculate \( \rho \). Alternatively, one can, and according to Shea [87] should, replace \( \bar{R} \) with the mean of the coupon. For the long term yield series I study in section 4.4 all estimated parameters and test statistics are equal for these two estimates of \( \rho \). Hence, I shall only report results for an estimate of \( \rho \) which is based on \( \bar{R} \).

In case we model interest rates as cointegrated of order (1,1), it can be shown that for the vector autoregression in (4.10) to be consistent with the term structure model in (4.7), given assumptions (i) and (ii) above, the following linear cross equation restrictions must hold:\(^8\)

\[
[\rho \ \rho] \begin{bmatrix} B_1 & \cdots & B_p \end{bmatrix} = [0 \ 1] \begin{bmatrix} I_2 & 0 & \cdots & 0 \end{bmatrix}.
\] (4.18)

A quick glance at the restrictions in (4.17) and (4.18) may suggest that they are algebraically different. This is, however, not the case.

From equation (4.11) we have that there is a (unique) mapping from the parameter space of the \( B_k \) matrices to the parameter space of the \( A_k \) matrices. Imposing the term

---

\(^6\)From equations (4.6) and (4.7), it can be shown that \( \text{E}[R_t] - \text{E}[r_t] = \psi \). Hence, measuring the yield series about their unconditional means implies that \( \psi \) must be excluded from the term structure model. Similarly, taking expectations of both sides in (4.9) and letting \( \text{E}[x_t] = 0 \) for all \( t \), it follows that \( \mu \) should be excluded.

\(^7\)Mathematically, if \( \{x_t\}_{t=1}^{\infty} \) is not an explosive time series, then \( \det[A(\lambda)] \neq 0 \) for all \( |\lambda| < 1 \), or equivalently, the eigenvalues of \( A \) are on or inside the unit circle. Consequently, with \( \bar{R} > 0 \), the eigenvalues of \( \rho A \) are inside the unit circle. Since all eigenvalues of \( I_{2p} \) are unity, it follows that \( (I_{2p} - \rho A) \) is nonsingular.

\(^8\)For a derivation, see Campbell and Shiller [14].
structure restrictions in (4.17) on the $A_k$ matrices, we find that

$$A_k = \begin{cases} \begin{bmatrix} \frac{a_{111}}{(\rho - 1)/\rho} & a_{121} \\ 0 & 1/\rho \end{bmatrix} & \text{if } k = 1, \\ \begin{bmatrix} a_{11k} & a_{12k} \\ 0 & 0 \end{bmatrix} & \text{if } k \in \{2, \ldots, p\}. \end{cases}$$

(4.19)

Similarly, the term structure restrictions in (4.18) imply that

$$B_k = \begin{cases} \begin{bmatrix} b_{111} & b_{121} \\ -b_{111} & 1/\rho - b_{121} \end{bmatrix} & \text{if } k = 1, \\ \begin{bmatrix} b_{11k} & b_{12k} \\ -b_{11k} & -b_{12k} \end{bmatrix} & \text{if } k \in \{2, \ldots, p\}. \end{cases}$$

(4.20)

If we apply the nonstationarity restrictions in (4.11) to these $B_k$ matrices we get

$$A_k = \begin{cases} \begin{bmatrix} 1 + b_{111} - b_{121} & b_{121} \\ (\rho - 1)/\rho & 1/\rho \end{bmatrix} & \text{if } k = 1, \\ \begin{bmatrix} b_{11,k} - b_{11,k-1} - b_{12,k} & b_{12,k} \\ 0 & 0 \end{bmatrix} & \text{if } k \in \{2, \ldots, p\}. \end{cases}$$

(4.21)

Hence, the term structure restrictions in (4.17) and (4.18) are algebraically equivalent if interest rates are cointegrated of order (1,1) with a stationary spread. I shall make use of equations (4.19)-(4.21) below in relation to discussions on Granger-causality and a simple and intuitive explanation as to why jointly wide sense stationary interest rates can be nearly cointegrated.

Before we turn to that, it should be noted that these term structure restrictions have a simple economic interpretation. The constraints in (4.19) suggest that future excess returns on long term bonds are unpredictable given information on current and lagged $r_t$ and $R_t$. A far greater problem is that of interpreting a statistical rejection of the restrictions. Campbell and Shiller [14] propose an approach based on replacing $A$ in (4.16) with an unconstrained estimate and apply these parameters on $X_t$. This gives us a theoretical but unconstrained estimate of the right hand side in (4.6) which can be compared to the historical $R_t$ time series. I shall use this approach when the need occurs.

### 4.3.3 Implications for Statistical Analysis

In order to test the constraints in (4.17) and (4.18), classical asymptotic theory provides us with at least three standard test statistics; the Wald, the LR, and the Lagrange Multiplier (LM) tests.\(^9\) When selecting between these statistics, researchers tend to pick the one which is the easiest to apply. Although such a selection procedure is not always recommendable, the properties of the tests are often very similar.

However, the constraints in (4.17) and (4.18) are derived from nonlinear reparameterizations of the original nonlinear cross equation restrictions (see, e.g., the step from

\(^9\)For a survey, see Engle [25], and for analyses on implicit alternatives and asymptotic local power, see Davidson and MacKinnon [19].
equation (4.16) to (4.17)). The study of Gregory and Veall [35] shows that the Wald test is not numerically invariant in finite samples to nonlinear transformations of algebraically equivalent restrictions and that this can substantially affect size and power of the Wald test. Furthermore, the numerical noninvariance follows from the observation that the Wald test is based on a first order Taylor expansion of the constraints. Accordingly, algebraically equivalent nonlinear restrictions lead to nontrivial differences in the corresponding first order approximations. In contrast, the LR and LM tests are not based on Taylor series expansions and consequently not subject to such numerical noninvariance. For this reason I shall examine the Wald and the LR tests in the empirical analyses to see whether the choice of a test statistic appears to be important. The method I will apply is bootstrap resampling which, under somewhat mild assumptions, gives us fairly accurate estimates of the unknown small sample distributions (cf. Efron [23]).

Second, the term structure model has some interesting implications for Granger-causality. From the constraints in (4.19) it can be seen that \( r_{t-1} \) Granger-causes \( R_t \). While this is trivial, a more interesting proposition is the following:

**Proposition 4.1** If \( \{R_{t-1}\}_{t=1}^{\infty} \) does not Granger-cause \( r_t \), the restrictions in (4.19) are satisfied by the data generating process in (4.9), and the term structure model in (4.6) holds true, then \( \{R_t\}_{t=1}^{\infty} \) and \( \{r_t\}_{t=1}^{\infty} \) are both explosive stochastic processes.

It may appear as if the "... and the term structure model ..." condition would be redundant. However, this is, as will be discussed below, not the case. Similarly,

**Proposition 4.2** If \( \{x_t\}_{t=1}^{\infty} \) is generated by (4.9) such that \( \det[A(\lambda)] \neq 0 \) for all \( |\lambda| < 1 \) and satisfies the restrictions in (4.19), then \( \{R_{t-1}\}_{t=1}^{\infty} \) Granger-causes \( r_t \).

An informal proof of these propositions will be given below. Before we come to that, note that if \( \{x_t\}_{t=1}^{\infty} \) is an explosive stochastic process, so is \( \{y_t\}_{t=1}^{\infty} \).

Let \( a_{ij}(\lambda) \) denote the \((i,j):th\) element of \( A(\lambda) \). The determinant of the matrix polynomial \( A(\lambda) \) is then given by

\[
\det[A(\lambda)] = a_{11}(\lambda)a_{22}(\lambda) - a_{12}(\lambda)a_{21}(\lambda). \tag{4.22}
\]

The economic restrictions in (4.19) implies that \( a_{21}(\lambda) = -(\rho - 1)\rho^{-1}\lambda \) and \( a_{22}(\lambda) = (1 - \rho^{-1}\lambda) \). Accordingly, the determinant of \( A(\lambda) \) conditional on these scalar polynomials is

\[
\det[A(\lambda)] = a_{11}(\lambda)(1 - \rho^{-1}\lambda) + a_{12}(\lambda)(\rho - 1)\rho^{-1}\lambda. \tag{4.23}
\]

Suppose \( \{R_{t-1}\}_{t=1}^{\infty} \) does not Granger-cause \( r_t \), i.e., \( a_{12}(\lambda) = 0 \). A root to \( \det[A(\lambda)] = 0 \) can then be obtained from \( (1 - \rho^{-1}\lambda) = 0 \), i.e., \( \lambda = \rho \) and \( \lambda \) is consequently inside the unit circle since the discount factor \( \rho \) takes values in the open unit interval. Hence, \( \{R_t\}_{t=1}^{\infty} \) is explosive. Furthermore, from equation (4.6) it can be seen that an explosive long term yield series is not compatible with a nonexplosive short term yield series.10 Accordingly, a test of the hypothesis \( a_{12k} = 0 \) for all \( k \in \{1, \ldots, p\} \) conditional on the term structure

---

10 Alternatively, if \( a_{12k} = 0 \) for all \( k \in \{1, \ldots, p\} \), then \( A \) has an eigenvalue equal to \( \rho^{-1} \) and \( \rho A \) therefore a unit eigenvalue. Hence, \( (I_{2p} - \rho A) \) is singular and \( \lim_{t \to \infty} (\rho A)^t \neq 0 \). It then follows that the derivation of the term structure constraints from (4.12) to (4.16) is invalid. The same conclusions apply to similar expressions for \( y_t \).
model is based on explosive time series and standard inference (if any) does therefore not apply. Also, if we test this hypothesis without conditioning on the term structure model, it follows that a true null cannot be consistent with the term structure model if we model interest rates as a joint nonexplosive stochastic process. Hence, if the term structure model holds true and the corresponding restrictions in (4.17) are supported by the nonexplosive data generating process in (4.9), it must follow that \( a_{12k} \neq 0 \) for some \( k \in \{1, \ldots, p\} \), i.e., \( \{R_{t-s}\}_{t=1}^p \) Granger-causes \( r_t \).

In relation to a proposition in Campbell and Shiller [15, page 513] an interesting observation can be made on the basis of equation (4.20). The Campbell and Shiller proposition states that: If the cointegrated present value model in (4.7) holds, then either \( (R_t - r_t) \) is an exact linear function of current and lagged \( \Delta r_t \) or \( \{(R_{t-s} - r_{t-s})\}_{s=1}^p \) Granger-causes \( \Delta r_t \) (and \( \Delta R_t \)). In a vector autoregressive framework with all roots on and outside the unit circle, there is no doubt about the validity of this statement. However, what Campbell and Shiller fail to see is that the "either" statement can be dispensed with. From (4.20), i.e., from the cointegrated vector autoregressive parameters which are conditioned on the present value model in (4.7), it can be seen that if \( (R_t - r_t) \) (second row of the \( B_k \) matrices) is an exact linear function of lagged \( \Delta r_t \), then \( b_{121} = 1/\rho \) and \( b_{12k} = 0 \) for all \( k \in \{2, \ldots, p\} \). Accordingly, \( (R_{t-1} - r_{t-1}) \) is associated with a nonzero coefficient in the \( \Delta r_t \)-equation. Hence, the "or" statement is implied. In fact, the proposition in Campbell and Shiller is a special case of Proposition 4.2 above.

From a practical perspective, Granger-noncausality tests are only meaningful if the parameters in the data generating process are not conditioned on the term structure model. Furthermore, Propositions 4.1 and 4.2 suggest that a failure to reject Granger-noncausality in the \( r_t \)-equation should make us suspicious of the validity of the term structure model. On the other hand, a failure to reject Granger-noncausality in the \( R_t \)-equation is less of a problem, especially if \( \rho \) is very close to 1, i.e., \( a_{211} = (\rho - 1)/\rho \approx 0 \), while \( a_{21k} = 0 \) for all \( k \geq 2 \) when the term structure model is consistent with data.

Moreover, \( a_{211} = 1/\rho \approx 1 \) suggests that the long term rate almost has a unit root. Since Proposition 4.2 implies that \( a_{12k} \neq 0 \) for some \( k \), it follows that the short term rate almost has a unit root as well. Thus, even if interest rates are modelled as jointly wide sense stationary, the term structure model and \( \rho \approx 1 \) implies that interest rates are nearly cointegrated. This may be expressed more formally as:

**Proposition 4.3** If \( \{x_t\}_{t=1}^\infty \) is generated by (4.9) and satisfies the restrictions in (4.19), then \( \lim_{p \to 1} \det[A(1)] = 0 \).

The result follows immediately from noting that \( \det[A(1)] = [a_{11}(1) + a_{12}(1)](\rho - 1)/\rho \). In practise we expect \( \rho \) to be close to one for high frequency data. It may thus be virtually impossible to distinguish wide sense stationary from cointegrated interest rates when data are (nearly) consistent with the term structure model.

### 4.3.4 A Joint Test of Cointegration and the Term Structure Model

In view of the fact that an estimator (least squares) of the parameters in equation (4.9) has a joint nondegenerate asymptotic normal distribution when interest rates are cointegrated of order (1,1) with a stationary spread, I shall propose a likelihood ratio test which allows
me to test the cointegration and the economic theory restrictions jointly. Moreover, the test statistic has a limiting $X^2$ distribution. To my knowledge, a similar test has never been considered previously in the cointegration literature. To make the analysis more general, I shall first introduce some new notation which I relate to the rational expectations model studied here.

Let the $n$ dimensional vector time series $\{x_t\}_{t=1}^{\infty}$ be cointegrated of order $(1,1)$ with $r < n$ cointegration vectors. It is assumed that $x_t$ is generated according to a vector autoregression of order $p$, i.e., of the form in (4.9). Let the columns of the $n \times r$ matrix $\alpha$ contain the cointegration vectors. Furthermore, let $M = [S'_{k}, \alpha]'$ be an $n \times n$ nonsingular matrix, where $S_k = [I_k \ 0]$ is $k \times n$ and $k = n - r$ (cf. Theorem 2.1). Finally, let $A^{(c)}_k$ be determined as in (4.11), where (c) denotes cointegration based parameters, except that $M$ is as stated here and $D_1$ is $n \times n$ and given by

$$D_1 = \begin{bmatrix} I_k & 0 \\ 0 & 0 \end{bmatrix}.$$ 

Hence, $A^{(c)}(1) = I_n - \sum_{k=1}^{p} A^{(c)}_k = \gamma \alpha'$ has rank $r$ under the null hypothesis (see, e.g., Engle and Granger [26] and Johansen [44]) and $\gamma$ is an $n \times r$ matrix with $nr$ free parameters.

In relation to the term structure model, if interest rates are cointegrated of order $(1,1)$ with one cointegration vector such that the spread is stationary, then $\alpha' = [-1 \ 1]$ while the $2 \times 1$ vector $\gamma$ is free. Hence, $n = 2$, $r = 1$, and $k = 1$. Furthermore, $S_1 = [1 \ 0]$ is admissible since it has rank 1 and its row is not a cointegration vector.

The null hypothesis I first wish to consider can be stated as follows: The cointegration vectors are fully specified by the matrix $\alpha$. Letting $\Sigma^{(c)}$ denote the matrix $\Sigma$ conditional on the null, vec the column stacking operator, vech the corresponding operator which only stacks elements on and below the diagonal of a square matrix (cf. Chapter 2), $\Rightarrow$ denotes convergence in distribution, $T$ the sample size of the estimated parameters, $N$ the normal distribution, and a hat estimates which are not conditioned on any economic theory restrictions, we can now state the following:

**Proposition 4.4** Suppose $\{x_t\}_{t=1}^{\infty}$ is cointegrated of order $(1,1)$ with $r < n$ cointegration vectors which are fully specified by the matrix $\alpha$,

$$T^{1/2} \left( \begin{array}{c} \text{vec}[\hat{A}_1 \cdots \hat{A}_p] - \text{vec}[A_1 \cdots A_p] \\ \text{vech}[\hat{\Sigma}] - \text{vech}[\Sigma] \end{array} \right) \Rightarrow N(0, V),$$

where $A_p D_\perp = A_p$, and suitable regularity conditions are satisfied by the loglikelihood function of the i.i.d. Gaussian sequence $\{\varepsilon_t\}_{t=1}^{T}$, then

$$\text{LR}_h := T \ln \left( \frac{\det[\hat{\Sigma}^{(c)}]}{\det[\Sigma]} \right) \Rightarrow \chi^2_{n(n-r)}. \quad (4.24)$$

Instead of proving this proposition formally, I shall present a simple argument why it is true. If $\alpha$ is known, then under the null hypothesis a Gaussian maximum likelihood

---

11To avoid ambiguities, I do not refer to cointegration restrictions as being economic theory restrictions.

12Suitable regularity conditions on the Gaussian loglikelihood function are given by, e.g., Amemiya [3, pages 142-143] and Rao [75, pages 415-420].
estimator of \((\{B_k\}_{k=1}^P, \Omega)\) has a joint nondegenerate asymptotic normal distribution (see, e.g., Baillie [4]). The reason for this is, of course, that the parameters are estimated from jointly wide sense stationary time series. Accordingly, if we compute the \(A_k\) matrices from the \(B_k\) matrices as in (4.11) and note that \(\Sigma^{(e)} = M^{-1} \Omega (M^{-1})'\), the constrained maximum likelihood estimator of \((\{A_k\}_{k=1}^P, \Sigma)\) has a limiting normal distribution. In addition, if the unconstrained estimator of \((\{A_k\}_{k=1}^P, \Sigma)\) has a limiting normal distribution, we are clearly in the standard setting for performing classical inference. Hence, we can expect, e.g., the likelihood ratio test to have a limiting \(\chi^2\) distribution. It should be emphasized, however, that such an unconstrained estimator often does not exist under the null hypothesis (cf. Sims, Stock and Watson [92]), thus limiting the possible applications of the proposition. Nevertheless, it can be made use of here as well as in any bivariate vector autoregressive setting where both variables are associated with nonzero cointegration coefficients.\(^{13}\)

The number of degrees of freedom of the test statistic in (4.24) can be calculated as follows. If the \(n \times r\) matrix \(\alpha\) is known, then \(A^{(e)}(1) = \gamma \alpha'\) has \(nr\) free parameters, i.e., the number of (free) parameters of \(\gamma\). In the alternative model, the matrix \(A(1)\) can be of full rank. Accordingly, it has \(n^2\) free parameters. Hence, the number of degrees of freedom of the LR test is \(n^2 - nr = n(n - r)\).\(^{14}\)

For the data generating model of the yield series, letting \(\alpha' = [-1 \ 1]\) under the null hypothesis, we know from the discussion in section 4.3.1 that we can estimate the parameters in (4.9) without conditioning on cointegration and the (least squares or maximum likelihood) estimator has a joint nondegenerate asymptotic normal distribution. Hence, the conditions of Proposition 4.4 are satisfied and the LR test in (4.24) has a limiting \(\chi^2\) distribution with 2 degrees of freedom.

It may be noted that Wald and LM tests may also be considered in the present setting. However, the LR test seems far easier to compute. More importantly, the approach I consider for testing cointegration allows us to derive a joint test of the term structure and the cointegration restrictions which is very easy to apply in practise. To my knowledge, no other cointegration test is based on such a joint hypothesis.\(^{15}\) In particular, letting a bar represent an estimator which is conditioned on some economic theory restrictions, the following holds true:

\(^{13}\)A rule of thumb appears to be that if cointegration is limited to be of order \((1,1)\) and \(\alpha\) can be written such that all rows are associated with at least one nonzero coefficient, then an unconstrained maximum likelihood estimator of \((\{A_k\}_{k=1}^P, \Sigma)\) has a joint nondegenerate asymptotic normal distribution. Whether this is true or not remains (to my knowledge) to be shown.

\(^{14}\)The general idea underlying Proposition 4.4 is examined by Johansen and Juselius [49, Theorem 2]. They show that we can test a partially or a fully specified \(\alpha\) matrix with an LR test under weaker conditions. In particular, the assumption of an asymptotically normal unconstrained estimator of the \(A_k\) matrices can be dispensed with. In their model, if \(\alpha\) is fully specified, then the LR test has a limiting \(\chi^2\) distribution with \(r(n - r)\) degrees of freedom, where the lower number of degrees of freedom for their statistic depends on the fact that their "alternative" model is based on \(r\) cointegration vectors, whereas the alternative model here is based on \(n\) cointegration vectors. The primary reasons why I consider Proposition 4.4 are: (i) the test statistic in (4.24) is substantially easier to compute than the test statistic in Johansen and Juselius, and (ii) it naturally introduces the main test statistic below (cf. equation (4.26)).

\(^{15}\)The Johansen procedure only allows for tests on the cointegration vectors (so far, at least). It seems likely, however, that his approach can also deal with tests on the short run dynamics.
Proposition 4.5  Suppose that in addition to the assumptions in Proposition 4.4 the $q \times (np - r)$ affine matrix constraint function $F(A_1, \ldots, A_p) = 0$ and the $q \times n(p - 1)$ affine matrix constraints $G(B_1, \ldots, B_{p-1}) = 0$ are consistent with the restrictions in (4.11), and

$$T^{3/2} \left( \operatorname{vec}[\hat{A}_1 \cdots \hat{A}_p] - \operatorname{vec}[A_1 \cdots A_p] \right) \overset{d}{\to} \mathcal{N}(0, \bar{V}),$$

then

$$LR_b := T \ln \left( \frac{\det[\Sigma(0)]}{\det[\bar{\Sigma}]} \right) \overset{d}{\to} \chi^2_{(n-q)(n-r)},$$

(4.25)

and

$$LR_{bh} := T \ln \left( \frac{\det[\Sigma(0)]}{\det[\bar{\Sigma}]} \right) \overset{d}{\to} \chi^2_{(q \cdot \eta \cdot (p-1) + n(n-r))},$$

(4.26)

Note that the test statistic in (4.25) is conditioned on the economic theory restrictions $F(\cdot) = 0$ under the null and the alternative, whereas $G(\cdot)$ are only consistent with the null, i.e., the latter constraints are preconditioned on the assumed form of nonstationarity (cf. equations (4.19)-(4.21)). A rejection of the null hypothesis is therefore due to the cointegration restrictions (assuming the data generating model is not misspecified). The number of degrees of freedom are obtained from noting that, under the alternative, $(n-q)n$ parameters of $A(1)$ are free, while $(n-q)r$ are free under the null. The number of degrees of freedom are thus $(n-q)(n-r)$. If $q = 0$ this corresponds to what we obtained for $LR_b$ in (4.24).

The test statistic in (4.26), on the other hand, is only conditioned on the economic theory restrictions under the null hypothesis. Hence, a rejection of the null implies that either the economic theory or the cointegration restrictions are inconsistent with data. It should be noted that the proposition specifies $p - 1$ lags in the $y_t$-model. This implies that the $x_t$-model has $p$ lags and $A_p D_\perp = A_p$. The alternative model in the proposition has $n^2p - nr$ free parameters, while the null model has $(n-q)(np-r) - (n-q)(n-r)$ free parameters. The latter follows from noting that the economic theory restrictions $F(\cdot) = 0$ leave the $A_k$ matrices with $(n-q)n$ free parameters each, except $A_p$ which only has $(n-q)(n-r)$ free parameters. Furthermore, the economic theory restrictions imply that there are $(n-q)n$ free parameters of $A(1)$. Since these restrictions are consistent with the form of cointegration under the null, it follows that cointegration and the economic theory restrictions provide $A(1)$ with $(n-q)r$ free parameters. The number of degrees of freedom is thus $qn(p-1) + n(n-r)$.

Finally, if an estimator of $(\{A_k\}_{k=1}^p, \Sigma)$ which is not constrained on any restrictions converges to a joint nondegenerate asymptotic normal distribution, an estimator which is conditioned on the $F(\cdot) = 0$ restrictions but not on $\alpha$ generally also has a limiting normal distribution (see, e.g., Baillie [4] and Warne [99]). Hence, the additional assumptions in

---

16 On the other hand, if we let all columns of $A_p$ be nonzero under the alternative, we have that $B_p D_\perp = 0$ must hold, i.e., only the final $r$ columns of $B_p$ may be nonzero. In that case, the alternative model has $n^2p$ free parameters while the null model has $(n-q)n(p-r) - (n-q)(n-r)$ parameters which are free. Accordingly, the number of degrees of freedom of the $LR_{bh}$ test is then $qn_{p} + (n-q)(n-r)$, i.e., there are $qr$ extra restrictions. The reason is simply that we have $nr$ free parameters in the alternative model, while the economic restrictions imply that only $(n-q)r$ of these additional parameters are free.
Proposition 4.5 do not seem strong and we expect $L_{Rh}$ and $L_{Rh}$ to have a limiting $\chi^2$ distribution whenever $LR_h$ does\textsuperscript{17}.

In relation to the term structure model, the affine matrix constraint functions $F(\cdot) = 0$ and $G(\cdot) = 0$ correspond to equations (4.17) and (4.18), respectively, if we move the matrices on the right hand side to the left hand side. Since $n = 2$ and $q = 1$, the $LR_{Rh}$ test has $2p$ degrees of freedom for the joint test of cointegration and the term structure model when equation (4.10) is associated with $p - 1$ lags.

### 4.4 Empirical Results

#### 4.4.1 The Data

The observations on the two yield series I shall investigate are depicted in Figure 4.1. These are monthly rates on 1-month Treasury bills (Statsskuldväxlar) and 5-year Treasury bonds (Riksobligationer) from Swedish bond markets, where the latter series represents the consol yield. The sample covers the period November 1983 to December 1989\textsuperscript{18}.

In order to obtain the best possible data on the 1-month yield, I have chosen quotations with delivery on the 15:th whenever possible. Since delivery is always two banking days after trade in the bill has taken place, the day when the actual observation is made is generally on the 13:th\textsuperscript{19}. The observations on 5-year bond yields are then taken from the same day as those for the 1-month bill.

5-year Treasury bonds were introduced in November 1983. Since trade in other long term bonds was very limited prior to that month, reliable observations on a long term yield do not exist for the period up to November 83. Furthermore, the trading volume in bonds with a time to maturity greater than 5 years has been low relative to that of 5-years bonds for the sample period. Hence, this yield series is the most reliable source on a long term rate.

#### 4.4.2 Tests of the Term Structure Model in Swedish Bond Markets

Before we select a value for the lag order parameter, $p$, and test the restrictions in (4.17) and (4.18), it should be noted that I have adjusted the interest rate series around estimates of their unconditional means. The primary reason for doing this is simply that I wish to restrict the empirical analyses such that linear deterministic trends are not allowed for. If interest rates "are" jointly wide sense stationary, this is not a restriction on the estimated

\textsuperscript{17}Under the assumptions considered by White [103], the Wald and the LM statistics have an asymptotic $\chi^2$ distribution even when the econometric model is misspecified. This, however, is not true for the LR test.

\textsuperscript{18}The data have been collected by Svenska Handelsbanken. I am grateful to Greger Wahlstedt for making data easily accessible to Ossian and myself.

\textsuperscript{19}Sometimes the 15:th is on a non banking day. In these cases I have looked at the closest banking day to determine the delivery date. The reason why I consider this dating scheme is simply that Treasury bills are generally issued, as 6-month or 12-month bills, in the middle of each month (between the 6:th and the 20:th). Thus, end of month observations are associated with anything from 1-week to 7-week bills, whereas middle of month observations are associated with 3-week to 5-week bills.
parameters. On the other hand, if interest rates "are" cointegrated of order (1,1) with a stationary spread, the constant vector \( \mu \) in (4.9) is related to linear deterministic trends in \( x_t \) unless \( \mu = \gamma \beta_0 \), where \( \gamma \) is a 2 x 1 vector determined as in section 4.3.4 (cf. Johansen [44]). A simple procedure for imposing such restrictions is to measure \( x_t \) about an estimate of its unconditional mean (see also the appendix).\(^{20}\)

Figure 4.1: Monthly yield to maturity on a 1-month Treasury bill (continuous line) and a 5-year Treasury bond (dotted line) in Sweden, 1984:2–1989:12.

The procedure I consider for determining a suitable lag order in (4.9) and (4.10) is based on examining three information criteria and two lag order tests. In Paulsen [71] it is shown that the log criterion (SIC) of Schwarz [84] and the iterated log criterion (ILC) of Hannan and Quinn [39] are consistent measures for determining the true lag order even in the presence of unit roots. The Akaike information criterion (AIC) (cf. Akaike [2]), however, is not consistent. For finite samples, it is well known that AIC tends to overestimate the true lag order, whereas SIC and to some extent ILC tends to underestimate it (see, e.g., Hannan and Quinn [39] and Nickelsburg [68]). Accordingly, I let these three criteria pick an upper and a lower bound for \( p \) and expect SIC to give me the lower and AIC the upper. Within this set of permissible lag orders, I test hypotheses of the form \( p = s \) versus \( p > s \) (in Table 4.1 this is refered to as \( s \) versus \( p \) lags) using the Wald and the LR tests. In the present setting, these tests have, as shown by Sims, Stock and Watson [92, page 134] (see also the appendix), a limiting \( \chi^2 \) distribution.

\(^{20}\)In fact, the constant \( \beta_0 \) is equal to the term premium if the term structure model is consistent with the cointegrated vector autoregression in equation (4.10).
Table 4.1: Lag order selection and Granger-noncausality tests for data generating processes of $x_t$ and $y_t$ in Sweden, 1983:11+$p$–1989:12.

Information Criteria:

<table>
<thead>
<tr>
<th>$p$</th>
<th>SIC $x_t$</th>
<th>ILC $x_t$</th>
<th>AIC $x_t$</th>
<th>SIC $y_t$</th>
<th>ILC $y_t$</th>
<th>AIC $y_t$</th>
</tr>
</thead>
</table>

Lag Order Tests:

<table>
<thead>
<tr>
<th></th>
<th>1 vs. 2</th>
<th>1 vs. 3</th>
<th>1 vs. 4</th>
<th>2 vs. 3</th>
<th>2 vs. 4</th>
<th>3 vs. 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_t$ (LR)</td>
<td>11.568</td>
<td>14.902</td>
<td>19.466</td>
<td>3.888</td>
<td>8.482</td>
<td>4.732</td>
</tr>
<tr>
<td>(p-value)</td>
<td>(.021)</td>
<td>(.061)</td>
<td>(.078)</td>
<td>(.421)</td>
<td>(.388)</td>
<td>(.316)</td>
</tr>
<tr>
<td>$W$ (p-value)</td>
<td>12.329</td>
<td>15.888</td>
<td>20.942</td>
<td>3.976</td>
<td>8.845</td>
<td>4.885</td>
</tr>
<tr>
<td></td>
<td>(.015)</td>
<td>(.044)</td>
<td>(.051)</td>
<td>(.409)</td>
<td>(.356)</td>
<td>(.299)</td>
</tr>
<tr>
<td>$y_t$ (p-value)</td>
<td>10.299</td>
<td>15.908</td>
<td>19.224</td>
<td>5.998</td>
<td>10.286</td>
<td>4.369</td>
</tr>
<tr>
<td></td>
<td>(.036)</td>
<td>(.044)</td>
<td>(.068)</td>
<td>(.192)</td>
<td>(.245)</td>
<td>(.358)</td>
</tr>
<tr>
<td></td>
<td>(.029)</td>
<td>(.031)</td>
<td>(.044)</td>
<td>(.177)</td>
<td>(.211)</td>
<td>(.342)</td>
</tr>
</tbody>
</table>

Granger-Noncausality Tests:

<table>
<thead>
<tr>
<th>$r_t$-equation</th>
<th>$p = 1$</th>
<th>$p = 2$</th>
<th>$p = 3$</th>
<th>$p = 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR (p-value)</td>
<td>4.057</td>
<td>6.045</td>
<td>6.046</td>
<td>9.044</td>
</tr>
<tr>
<td></td>
<td>(.044)</td>
<td>(.049)</td>
<td>(.109)</td>
<td>(.060)</td>
</tr>
<tr>
<td>W (p-value)</td>
<td>4.173</td>
<td>6.310</td>
<td>6.315</td>
<td>9.663</td>
</tr>
<tr>
<td></td>
<td>(.041)</td>
<td>(.043)</td>
<td>(.097)</td>
<td>(.046)</td>
</tr>
<tr>
<td>$R_t$-equation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LR (p-value)</td>
<td>1.435</td>
<td>5.898</td>
<td>6.443</td>
<td>7.455</td>
</tr>
<tr>
<td></td>
<td>(.231)</td>
<td>(.052)</td>
<td>(.092)</td>
<td>(.114)</td>
</tr>
<tr>
<td>W (p-value)</td>
<td>1.450</td>
<td>6.150</td>
<td>6.749</td>
<td>7.872</td>
</tr>
<tr>
<td></td>
<td>(.228)</td>
<td>(.046)</td>
<td>(.080)</td>
<td>(.096)</td>
</tr>
<tr>
<td>$\Delta r_t$-equation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LR (p-value)</td>
<td>7.290</td>
<td>10.045</td>
<td>11.790</td>
<td>12.146</td>
</tr>
<tr>
<td></td>
<td>(.007)</td>
<td>(.006)</td>
<td>(.008)</td>
<td>(.016)</td>
</tr>
<tr>
<td>W (p-value)</td>
<td>7.672</td>
<td>10.791</td>
<td>12.841</td>
<td>13.281</td>
</tr>
<tr>
<td></td>
<td>(.006)</td>
<td>(.004)</td>
<td>(.005)</td>
<td>(.010)</td>
</tr>
<tr>
<td>($R_t - r_t$)-equation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LR (p-value)</td>
<td>.889</td>
<td>2.627</td>
<td>6.306</td>
<td>10.010</td>
</tr>
<tr>
<td></td>
<td>(.351)</td>
<td>(.269)</td>
<td>(.098)</td>
<td>(.040)</td>
</tr>
<tr>
<td>W (p-value)</td>
<td>.874</td>
<td>2.676</td>
<td>6.599</td>
<td>10.773</td>
</tr>
<tr>
<td></td>
<td>(.350)</td>
<td>(.262)</td>
<td>(.086)</td>
<td>(.029)</td>
</tr>
</tbody>
</table>

Note: The * indicates the minimum value of an information criterion for a maximum lag order of 15. The p-value for a lag order test of the hypothesis $s$ versus $p$ lags is taken from the $\chi^2$ distribution with $4(p-s)$ degrees of freedom. A Granger-noncausality test in, e.g., the $r_t$-equation is a test of the hypothesis: $a_{12k} = 0$ for all $k \in \{1, \ldots, p\}$. The p-value for such a test is taken from a $\chi^2$ distribution with $p$ degrees of freedom.
From Table 4.1 we find that SIC and ILC are both minimized at $p = 1$ and the Akaike criterion at $p = 8$ for the $x_t$ and the $y_t$ models. It can be seen that for each information statistic the actual value, given $p$, is generally smaller in the $x_t$-model. Furthermore, whereas the differences between the two smallest values for SIC and AIC are quite large, this is not true for ILC. For both models, the second smallest value of ILC is obtained at $p = 2$ and particularly the $x_t$-model is associated with a small difference between the value of ILC at lag orders 1 and 2. As we shall see below, the choice between these two lag orders leads to sharply different conclusions on the term structure tests.

In the box below the information criteria of Table 4.1 a sample of lag order tests is given. Here, the cautious attitude towards selecting $p$ solely from an information criterion is to some extent confirmed. For example, in VAR(2) models for $x_t$ and $y_t$, the null hypotheses $A_2 = 0$ and $B_2 = 0$ do not receive much support from the data. Furthermore, when testing a VAR(2) model within VAR(3) and VAR(4) models, the test statistics are not significantly different from zero. This suggests that $p = 2$ should be chosen.

The bottom box of Table 4.1 contains results from various tests of Granger-noncausality. In the $x_t$-model we find some evidence that the long term yield may Granger-cause the short term yield. Also, in a VAR(2)-model both test statistics suggest that the short term rate may Granger-cause the long term rate. Since the estimate of $\rho$ is .991 we know from the discussion in section 4.3.3 that the null hypothesis $a_{21k} = 0$ for all $k \in \{1, \ldots, p\}$ may be difficult to reject when data are consistent with the term structure model. Furthermore, in view of Proposition 4.2 these results are quite encouraging for testing the term structure restrictions in a VAR(2) model. Also, the Granger-noncausality tests in the $r_t$-equation of a VAR(3) model suggest that a failure to reject the term structure model may either be associated with large uncertainty of the estimated coefficients or with explosive roots.

If we turn to the $y_t$-model, it can be shown from equation (4.11) that $b_{12k} = a_{12k}$ for all $k$ when interest rates are cointegrated (see also (4.21)). On the other hand, $a_{211} = (1 + b_{111} - b_{21} + b_{211} - b_{221})$ and $a_{21k} = (b_{11,k} - b_{11,k-1} - b_{12,k} + b_{21,k} - b_{21,k-1} - b_{22,k})$ for all $k \in \{2, \ldots, p\}$, i.e., the hypothesis $b_{21k} = 0$ for all $k$ is not equivalent to the hypothesis $a_{21k} = 0$ for all $k$. Yet, the Granger-noncausality tests in the $(R_t - r_t)$-equation are of some interest. From equations (4.20) and (4.21) and the assumption that $(x_t)_{t=1}^\infty$ is not an explosive stochastic process, it can be shown that if $(\Delta r_{t-s})_{s=1}^p$ does not Granger-cause $(R_t - r_t)$ and the term structure model is consistent with data, then $(1 - \rho)/\rho \leq b_{21} \leq (1 + \rho)/\rho$. Hence, the hypothesis $b_{21k} = 0$ for all $k$ and nonexplosive interest rates provides us with a set of permissible positive values for $b_{21}$ and, thus, for $a_{121}$ when data are consistent with the term structure model. In Table 4.1 it can be seen that for $p \leq 3$, the hypothesis of Granger-noncausality in the $(R_t - r_t)$-equation is not rejected while the hypothesis is strongly rejected in the $\Delta r_t$-equation.

To summarize the analyses so far, the lag order selection scheme suggests that $p = 2$ should be chosen for $x_t$ and $y_t$. Second, the Granger-noncausality tests provide evidence which suggests that tests of the term structure restrictions will not suffer from substantial uncertainty about the estimated parameters, i.e., the tests indicate that the long term rate Granger-causes the short term rate and, for a VAR(2) model, that the opposite may also be consistent with data.

---

21It is perhaps misleading to view $x_t$ and $y_t$ as merely two models since different lag orders are associated with different vector autoregressive models. Nevertheless, the "sloppy" terminology is used.
Table 4.2: Tests of the term structure restrictions and estimated coefficients for VAR(2) data generating processes of $X_t$ and $Y_t$ in Sweden, 1984:2-1989:12.

### The $X_t$ Data Generating Model

<table>
<thead>
<tr>
<th>$k$</th>
<th>$a_{11k}$</th>
<th>$a_{12k}$</th>
<th>$a_{21k}$</th>
<th>$a_{22k}$</th>
<th>$\Omega$</th>
<th>$\hat{o}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.549</td>
<td>.643</td>
<td>-.156</td>
<td>1.364</td>
<td>.719</td>
<td>.233</td>
</tr>
<tr>
<td></td>
<td>(.140)</td>
<td>(.296)</td>
<td>(.065)</td>
<td>(.137)</td>
<td>(.118)</td>
<td>(.249)</td>
</tr>
<tr>
<td>2</td>
<td>.250</td>
<td>-.393</td>
<td>.149</td>
<td>-.453</td>
<td>.077</td>
<td>.139</td>
</tr>
<tr>
<td></td>
<td>(.139)</td>
<td>(.302)</td>
<td>(.065)</td>
<td>(.141)</td>
<td>(-)</td>
<td>(-)</td>
</tr>
</tbody>
</table>

$\hat{\Sigma} = \begin{bmatrix} .528 & (0.089) & .132 & (0.033) \\ .132 & (0.033) & .114 & (0.019) \end{bmatrix} \cdot 10^{-6}$

$\hat{\Sigma} = \begin{bmatrix} .560 & (0.094) & .160 & (0.038) \\ .160 & (0.038) & .138 & (0.023) \end{bmatrix} \cdot 10^{-6}$

Convergence measure for constrained estimates after 3 iterations: $.177 \cdot 10^{-31}$

### The $Y_t$ Data Generating Model

<table>
<thead>
<tr>
<th>$k$</th>
<th>$b_{11k}$</th>
<th>$b_{12k}$</th>
<th>$b_{21k}$</th>
<th>$b_{22k}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.188</td>
<td>.608</td>
<td>.063</td>
<td>.823</td>
</tr>
<tr>
<td></td>
<td>(.241)</td>
<td>(.283)</td>
<td>(.206)</td>
<td>(.242)</td>
</tr>
<tr>
<td>2</td>
<td>.142</td>
<td>-.401</td>
<td>-.151</td>
<td>-.008</td>
</tr>
<tr>
<td></td>
<td>(.111)</td>
<td>(.296)</td>
<td>(.095)</td>
<td>(.253)</td>
</tr>
</tbody>
</table>

$\hat{\Omega} = \begin{bmatrix} .518 & (0.087) & -.388 & (0.070) \\ -.388 & (0.070) & .378 & (0.063) \end{bmatrix} \cdot 10^{-6}$

$\hat{\Omega} = \begin{bmatrix} .539 & (0.090) & -.389 & (0.071) \\ -.389 & (0.071) & .378 & (0.063) \end{bmatrix} \cdot 10^{-6}$

Convergence measure for the constrained estimates after 4 iterations: $.470 \cdot 10^{-33}$

Note: Estimated parameters with a bar satisfy the term structure restrictions whereas those with a hat need not. Estimated standard errors of estimated coefficients are reported within parenthesis.
In Table 4.2 I report estimated coefficients and tests of the term structure restrictions in the \( x_t \) and the \( y_t \) environments. The estimates of the parameters of the data generating processes in (4.9) and (4.10) are obtained from unconstrained and constrained maximum likelihood (see, e.g., Baillie [4], Berndt and Savin [9], Oberhofer and Kmenta [69], Rothenberg [79], and Warne [99]). In addition to the LR and Wald tests, the \( W^* \)-test is a Wald test where White’s [102, pages 133–135] heteroskedasticity consistent covariance matrix estimator is used. For the \( x_t \)-model we find very little or no evidence that the term structure restrictions are supported by data. Looking at individual coefficients, it can be seen that the constraints change the value of \( a_{222} \) to a value outside a 95 percent confidence bound around \( \hat{a}_{222} \), while all other constrained estimates are within similar confidence bounds around the unconstrained estimates. Similarly, if we assume that \( \varepsilon_t \) is i.i.d. Gaussian we can easily calculate standard errors for each element of an estimate of \( \Sigma \) and \( \Omega \) (cf. Magnus and Neudecker [63, Theorem 15.4]). In Table 4.2 these standard errors are reported within parenthesis in the estimated \( \Sigma \) and \( \Omega \) matrices. For \( \Sigma \) we have that each individual element is well within a 95 percent confidence bound about the corresponding element of \( \Sigma \).

For the \( y_t \)-model we find that none of the constrained estimates of \( b_{ijk} \) are outside 95 percent confidence bounds about the unconstrained estimates. In view of this, it is perhaps not surprising to find that the \( p \)-values of the term structure tests are much larger for the \( y_t \)-model than for the \( x_t \)-model. Hence, if interest rates are assumed to be cointegrated of order (1,1) with a stationary spread the evidence against the term structure model as given by the test statistics is not entirely convincing. Given the results from the \( x_t \)-model, the test results thus far are somewhat ambiguous. Let us therefore look at some graphs on theoretical and observed long term rate series (Figure 4.2).

The theoretical yield series have been computed in the manner proposed by Campbell and Shiller [14, equation (9)]. That is,

\[
\hat{R}_t := (1 - \hat{\rho})N_1J_2(I_4 - \hat{\rho}A)^{-1}X_t, \\
\hat{R}_t - \hat{r}_t := \hat{\rho}N_1J_2\hat{\beta}(I_4 - \hat{\rho}\hat{B})^{-1}Y_t,
\]

\( Y_t = [y_t' \ y_{t-1}']' \) and \( B \) has the same form as \( A \) except that \( A_k \) has been replaced by \( B_k \).

From Figure 4.2 we find that the \( \hat{R}_t \) series tracks the \( R_t \) series very poorly, whereas the \( (\hat{R}_t - \hat{r}_t) \) series follows \( (R_t - r_t) \) quite closely. In relation to Campbell and Shiller’s study, this latter observation is consistent with what they have found on U.S. data. Keeping the above test results in mind, it may seem as if this is precisely what we should expect. However, the great difference between the two graphs in Figure 4.2 may also be a result of some numerical problem. To examine whether the cointegration restrictions are behind this I have computed an \( \hat{R}_t \) series based on \( \hat{B}_1 \) and \( \hat{B}_2 \), using (4.11). However, that gives us a series which closely resembles the one found in the upper chart of Figure 4.2. Accordingly, a plausible reason seems to be that the constant \( (1 - \hat{\rho}) \approx 0 \), which directly appears in the \( \hat{R}_t \) but not in the \( (\hat{R}_t - \hat{r}_t) \) expression, is responsible for the difference. Hence, the variability of the theoretical series on the long term yield is probably very sensitive to which one of these expression we apply, thereby lowering the usefulness of such expressions for making economic interpretations. In particular, to conclude that the bottom graph in Figure 4.2 provides some encouraging evidence for the term structure model seems somewhat overly optimistic.
Figure 4.2: Actual (continuous line) and theoretical (dotted line) observations on the long term yield (top chart) and the spread between the long term and short term yield (bottom chart) in Sweden, 1984:2–1989:12.
Table 4.3: Likelihood ratio tests of cointegration and the term structure restrictions when data on \(x_t\) and \(y_t\) are generated by a VAR(2) model, 1984:2–1989:12.

<table>
<thead>
<tr>
<th>Hypothesis:</th>
<th>(\Sigma(\cdot)) vs. (\hat{\Sigma})</th>
<th>(\Sigma(\cdot)) vs. (\hat{\Sigma})</th>
<th>(\Sigma(\cdot)) vs. (\hat{\Sigma})</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR</td>
<td>5.925</td>
<td>2.215</td>
<td>15.971</td>
</tr>
<tr>
<td>df</td>
<td>2 ((b))</td>
<td>1 ((b))</td>
<td>6 ((bh))</td>
</tr>
<tr>
<td>p-value</td>
<td>.052</td>
<td>.137</td>
<td>.014</td>
</tr>
</tbody>
</table>

Note: The hat denotes estimates which are not constrained on the term structure model while the bar corresponds to estimates which are based on these constraints. The superscript \((c)\) relates to estimates which are conditioned on the cointegration restrictions, i.e., one cointegration vector such that \(\{(R_t - r_t)\}_{t=1}^{\infty}\) is stationary. The degrees of freedom (df) for the limiting \(\chi^2\) distribution are obtained from Propositions 4.4 and 4.5.

So far I have discussed the term structure tests as if they are, in some sense, equivalent for the \(x_t\) and the \(y_t\) models. However, whereas a test in the former model is not conditioned on a certain kind of nonstationarity, a test in the latter model is. In Table 4.3 we find tests based on Propositions 4.4 and 4.5. Two of these tests only examine the cointegration restrictions while the third statistic is employed to test the joint hypothesis of cointegration and the term structure model. If we condition on the term structure model when testing the cointegration restrictions, we find that the \(LR_b\) test has a \(p\)-value around 14 percent, whereas the \(LR_h\) test, which is not conditioned on the term structure restrictions, has a \(p\)-value around 5 percent. Hence, the cointegration restrictions in isolation are only weakly supported by data. Moreover, when we test the term structure model and the cointegration constraints jointly, the \(LR_{bh}\) test has a \(p\)-value around 1.4 percent. This is less than half of what was found for the tests of the term structure model conditional on cointegration. It should be noted that the value of the LR test is, for obvious reasons, higher in Table 4.3 than in Table 4.2. Yet, there is no a priori reason to expect the \(p\)-value to be lower in the former case since this test is associated with a larger number of restrictions.

To sum up, from the analyses of the term structure model (when data are generated by a VAR(2) model) one may conclude that it generally receives very little support from Swedish interest rate data. However, if the empirical analyses is based on a prior "belief" in cointegrated interest rates, the term structure tests provide some support for the model, except when the null hypothesis also incorporates the cointegration restrictions. Since economic theory seldom gives any guidance on whether data should be modelled as cointegrated or not, it is generally preferable to test the cointegration restrictions along with the term structure restrictions. I shall return to these issues in the next section.

Before coming to that, in Table 4.4 I report tests of the term structure restrictions for various choices of lag order. In the \(x_t\)-model we find that the conclusion from these tests is particularly sensitive to the decision between \(p = 1\) and \(p \geq 2\). For cointegrated interest rates, the LR and, to some extent, the Wald test appear to be sensitive to the choice between \(p = 2\) versus lag orders in the immediate vicinity. In view of these results, we may conclude that the choice of \(p\), which is not a trivial matter, can be very important for the conclusion from the term structure tests. Furthermore, for the heteroskedasticity consistent Wald test the conclusion changes dramatically for both models when we examine a lag order greater than one in relation to \(p = 1\). Finally, Campbell and Shiller [14, Table 3] report a \(p\)-value of .03 percent (the full sample on U.S. data) for a W*-test of the cross equation restrictions in (4.18) when the Akaike criterion is employed for selecting \(p\).
Table 4.4: Tests of the term structure restrictions for VAR(\(p\)) data generating processes of \(x_t\) and \(y_t\) in Sweden, 1984:p-1989:12.

<table>
<thead>
<tr>
<th>(p)</th>
<th>(W(2p))</th>
<th>(W^*(2p))</th>
<th>(W(2p))</th>
<th>(W^*(2p))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(x_t)</td>
<td>(y_t)</td>
<td>(x_t)</td>
<td>(y_t)</td>
<td>(x_t)</td>
</tr>
<tr>
<td>1</td>
<td>3.873</td>
<td>2.158</td>
<td>3.979</td>
<td>2.184</td>
</tr>
<tr>
<td></td>
<td>(.144)</td>
<td>(.341)</td>
<td>(.137)</td>
<td>(.336)</td>
</tr>
<tr>
<td></td>
<td>(.008)</td>
<td>(.040)</td>
<td>(.004)</td>
<td>(.029)</td>
</tr>
<tr>
<td></td>
<td>(.031)</td>
<td>(.081)</td>
<td>(.018)</td>
<td>(.058)</td>
</tr>
<tr>
<td></td>
<td>(.061)</td>
<td>(.169)</td>
<td>(.034)</td>
<td>(.124)</td>
</tr>
<tr>
<td>8</td>
<td>37.246</td>
<td>26.495</td>
<td>50.285</td>
<td>32.710</td>
</tr>
<tr>
<td></td>
<td>(.002)</td>
<td>(.047)</td>
<td>(.000)</td>
<td>(.008)</td>
</tr>
</tbody>
</table>

Note: The \(p\)-values reported within parenthesis are taken from the \(\chi^2\) distribution with \(2p\) degrees of freedom.

Had I also made use of such a test procedure, the \(W^*\)-test in the \(y_t\)-model for \(p = 8\) has a \(p\)-value of approximately the same magnitude. If we also take the similarities between Figure 4.2 above and Figure 1 in Campbell and Shiller into account, one may suspect that a less mechanical approach to the selection of \(p\) and a different test statistic can change some of the conclusions made by Campbell and Shiller markedly.

### 4.4.3 Inference from Bootstrap Distributions

So far, all inference has been carried out under the assumption that asymptotic distribution theory provides us with good approximations of the tests' unknown small sample distributions. In general, the limiting \(\chi^2\) distribution of the LM, LR, and Wald tests is derived for a sequence of i.i.d. Gaussian innovations \(\{\varepsilon_t\}_{t=1}^{\infty}\). Since it is often argued that innovations to financial variables, such as interest rates and exchange rates, are better modelled as leptokurtic than Gaussian, i.e., the tails of the probability distributions from which the innovations are generated are thicker than those of the Gaussian probability distribution, one may perhaps lean towards questioning the usefulness of a distribution which is based on Gaussian innovations.

It is, of course, possible that leptokurtosis is a reflection of, e.g., conditional heteroskedasticity (see, e.g., Engle, Lilien and Robins [27]). Below, however, I shall limit the analyses from such cases. Instead, I am interested in studying a relevant alternative to the \(\chi^2\) distribution for small samples. The maintained assumption is that \(\{\varepsilon_t\}_{t=1}^{\infty}\) is i.i.d.

The questions I shall focus on in this section are:

(i) shall possible nonstationarity be accounted for prior to testing the economic hypothesis,

(ii) is the choice of test statistic important, and

(iii) how does the limiting \(\chi^2\) distribution perform in relation to the alternative estimates of the small sample uncertainty.

To some extent, the first and second question have been addressed above. Here, I shall use bootstrap resampling which, among other things, allows me to study cases when the
estimated model differs from the data generating model. The analyses will be limited to the W and LR tests of the term structure model within a VAR(2) setting.

The data generating models for interest rates are given by \( \{ \bar{\varepsilon}_t \}_{t=1}^{T} \), \( \{ A_k \}_{k=1}^{2} \), \( \{ x_{-s} \}_{s=0}^{1} \) for \( x_t \), and \( \{ \bar{\eta}_t \}_{t=1}^{T} \), \( \{ B_k \}_{k=1}^{2} \), \( \{ y_{-s} \}_{s=0}^{1} \) for \( y_t \). The former model is called the xt-model and the latter the yt-model. The residuals \( \bar{\varepsilon}_t \) and \( \bar{\eta}_t \) are determined from \( \bar{\varepsilon}_t = x_t - \sum_{k=1}^{2} A_k x_{t-k} \) and \( \bar{\eta}_t = y_t - \sum_{k=1}^{2} B_k y_{t-k} \), respectively. The bootstrap algorithms are constructed along the lines suggested by Efron [23, pages 35-36].

Specifically, suppose the true innovations for the sample, \( \{ \varepsilon_t \}_{t=1}^{T} \), are generated from an unknown probability distribution \( f \) on the 2 dimensional Euclidean space, i.e.,

\[
\{ \varepsilon_t \}_{t=1}^{T} \sim f.
\]

For the xt-model, an empirical probability distribution \( f_{\text{boot}} \) is given by

\[
f_{\text{boot}} : \text{probability mass } 1/71 \text{ on } \bar{\varepsilon}_1, \bar{\varepsilon}_2, \ldots, \bar{\varepsilon}_{71}.
\]

Second, a Monte Carlo algorithm is used to randomly select 71 integers, \( i_1, i_2, \ldots, i_{71} \), with replacement, from \( \{ 1, 2, \ldots, 71 \} \). Then, a bootstrap series \( \{ \bar{\varepsilon}_t \}_{t=1}^{T} \) is generated by letting \( \bar{\varepsilon}_t = \bar{\varepsilon}_{i_t}, t = 1, 2, \ldots, 71 \). Given the initial conditions, \( \{ x_{-s} \}_{s=0}^{1} \), and the estimated parameters, \( \{ A_k \}_{k=1}^{2} \), I let

\[
\bar{x}_t := \sum_{k=1}^{2} A_k \bar{x}_{t-k} + \bar{\varepsilon}_t,
\]

for \( t = 1, 2, \ldots, 71 \) and \( \bar{x}_{-s} = x_{-s} \) for \( s = 0, 1 \). In a similar fashion a bootstrap series is constructed within the yt-model. These bootstrap series are then transformed to series which correspond to the model which is estimated. For that model, a Wald and an LR test is computed.

The second step is then repeated \( B \) times, yielding ordered sequences \( \{ \text{LR}(b) \}_{b=1}^{B} \) and \( \{ \text{W}(b) \}_{b=1}^{B} \) for each pair of data generating and estimation model. Here, the ordering is such that \( \text{LR}(b) \leq \text{LR}(b+1) \) for every \( b \in \{ 1, 2, \ldots, B-1 \} \), and similarly for the Wald test. To obtain a reasonably good estimate of the unknown small sample distributions for each test statistic, I let \( B = 5000 \). Finally, the percentile method is employed to construct the bootstrap distributions (cf. Efron [23, Chapter 10]).

In Figure 4.3 the \( f_{\text{boot}} \) empirical probability distributions for \( \{ \bar{\varepsilon}_t \}_{t=1}^{T} \) and \( \{ \bar{\eta}_t \}_{t=1}^{T} \) are depicted. The residuals associated with the long term rate equation seem to have thick

---

22The idea behind the percentile method is extremely simple. To construct a 100p percent one-sided confidence bound, I simply let \( p = b/B \), and for, e.g., the LR test I pick the b:th largest value. Accordingly, for a given hypothesis, there is no a priori reason why we should expect the bootstrap p-value of the Wald test to be smaller than the bootstrap p-value for the LR test as the case is for the \( \chi^2 \) distribution. Furthermore, we do not know how large these p-values are in relation to the limiting \( \chi^2 \) p-value. Thus, the bootstrap resampling plan allows us to study questions (ii) and (iii) above. In particular, one of the test statistics can have a severely skewed bootstrap distribution relative to the \( \chi^2 \). If the bootstrap distribution of the LR test is skewed to the right, then \( \chi^2 \) based inference for the LR test is less "sensitive" than similar inference for the Wald test and vice versa if the bootstrap distribution of the Wald test is skewed to the left of the \( \chi^2 \) distribution. It may also be noted that the percentile method is not the only procedure for constructing bootstrap distributions given, e.g., \( \{ \text{LR}(b) \}_{b=1}^{B} \) (cf. Efron [23, Chapter 10]). Nevertheless, in many applications it appears to provide quite accurate estimates of the small sample uncertainty.
Figure 4.3: Empirical probability distributions of the constrained residuals for the $x_t$-model (top) and the $y_t$-model (bottom) with the residuals of the first equation in the graphs to the left and the residuals of the second equation in the graphs to the right. Data is generated by VAR(2) models.

...tails, whereas the residuals from the short term rate equation are probably well approximated by a Gaussian distribution. However, as a joint distribution, these two graphs suggest skewness as well as kurtosis. Similarly, the two residual series for the constrained $y_t$-model are both skewed, to the left for the $\Delta r_t$-equation and to the right for the $(R_t - r_t)$-equation, and seem to have one thick tail each. Hence, the joint empirical probability distributions of the $x_t$ and the $y_t$ models certainly do not look Gaussian.

The bootstrap distributions of the LR and Wald tests are shown in Figure 4.4 along with the limiting $\chi^2$ distribution. Generally, the bootstrap and $\chi^2$ distributions appear very similar in all four graphs. Furthermore, since all bootstrap distributions are somewhat skewed to the right, the LR test is less sensitive than the Wald test to the choice of approximation of the unknown small sample distributions. It should perhaps be emphasized that this does not imply that the LR test is better suited for testing the term structure model than the Wald test. However, in view of the fact that the latter test statistic is not numerically invariant in finite samples with respect to nonlinear transformations (such as those associated with the derivation of equations (4.17) and (4.18)) while the LR test is, the distributions in Figure 4.4 suggest that when the $\chi^2$ distribution is employed for inference, the performance of the LR test seems more reliable.

In Table 4.5 I report $p$-values for the LR and Wald tests of the term structure restrictions which are based on three distributions. When we estimate the $x_t$-model, the bootstrap
Figure 4.4: Bootstrap distributions for the LR (continuous line) and Wald (dashed line) tests along with the $\chi^2$ (dotted line) distribution. The top charts are associated with the (VAR(2)) $x_t$ data generating model and the charts in the left column with estimated $x_t$ models.

The p-values of the $x_t$ and $y_t$ data generating models are nearly identical to the $\chi^2_4$ p-value for the LR test. In contrast, the p-values of the Wald test are identical to those of the LR test when data are generated by the $x_t$ and the $y_t$ model, whereas the $\chi^2_4$ p-value is less than half of the bootstrap p-values. When the $y_t$-model is estimated a similar picture emerges. Although all p-values are associated with rejecting the term structure restrictions if a critical 5 percent value is chosen, these results suggest that a cautious attitude regarding the Wald test seems justified. In particular, the size of the Wald test may have been affected by the nonlinear transformations discussed above.

Another interesting observation that can be made from Figure 4.4 is that when the $x_t$-model is estimated the bootstrap distributions are somewhat more skewed in relation to the $\chi^2$ distribution than when the $y_t$-model is estimated, but that this skewness seems negligible at the right tails. Furthermore, this does not seem to depend much on whether $x_t$ or $y_t$ actually generates data. If the cointegration restrictions in the $y_t$-model are nearly "consistent" with the $x_t$ data generating model, as was discussed for $\rho \approx 1$ at the end of section 4.3.3, this may explain such behavior of the bootstrap distributions.

To examine this issue further, in Figure 4.5 the bootstrap distributions of the LR$_{th}$ tests are depicted when data are generated by the $x_t$ and $y_t$ models, along with the density function of the $\chi^2_4$ distribution. The estimated model for both bootstrap distributions is the $y_t$-model. If the cointegration and term structure restrictions are satisfied by the
Figure 4.5: Bootstrap distributions for the LR$_{bh}$ test (continuous line) and the density function of the $\chi^2$ distribution (dotted line). Data are generated by the $x_t$ model (left chart) and $y_t$ model (right chart), while the $y_t$ model is estimated.

Data generating process it can be seen that the bootstrap distribution of the LR$_{bh}$ test is approximately equal to the limiting $\chi^2$ distribution. However, the skewness is somewhat larger than for the bootstrap (LR) and $\chi^2$ distributions in Figure 4.4. Hence, inference based on the limiting distribution of the LR$_{bh}$ statistic seems to be mildly biased in favor of the alternative relative to inference based on the bootstrap distribution. On the other hand, if data satisfy the term structure but not the cointegration constraints, the bootstrap distribution of the LR$_{bh}$ test has shifted a significant distance to the right of the $\chi^2$. It should perhaps be emphasized that the $\chi^2$ distribution is still valid under the null hypothesis and that this hypothesis is, by construction, generally only nearly consistent with the $x_t$-model. Hence, the LR$_{bh}$ test seems fairly well equipped for rejecting the joint hypothesis of cointegration and the term structure model when the former is almost but not entirely true. For example, the p-values of the LR$_{bh}$ test on Swedish interest rates in Table 4.5 indicate that the $y_t$-model is probably misspecified while the $x_t$-model is consistent with the observed value of this test.

Table 4.5: Bootstrap and $\chi^2$ based p-values of tests of the term structure model when data is generated by a VAR(2) model.

<table>
<thead>
<tr>
<th>estimated model</th>
<th>data model</th>
<th>$x_t$</th>
<th>$y_t$</th>
<th>$\chi^2$ (df)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_t$</td>
<td>LR</td>
<td>.013</td>
<td>.010</td>
<td>.008 (4)</td>
</tr>
<tr>
<td></td>
<td>W</td>
<td>.013</td>
<td>.010</td>
<td>.004 (4)</td>
</tr>
<tr>
<td>$y_t$</td>
<td>LR</td>
<td>.043</td>
<td>.039</td>
<td>.040 (4)</td>
</tr>
<tr>
<td></td>
<td>W</td>
<td>.043</td>
<td>.046</td>
<td>.029 (4)</td>
</tr>
<tr>
<td>$y_t$</td>
<td>LR$_{bh}$</td>
<td>.257</td>
<td>.024</td>
<td>.014 (6)</td>
</tr>
</tbody>
</table>

Note: The p-values for the bootstrap distributions are based on the percentile method (cf. Efron [23, Chapter 10]).

Let me summarize the discussion by referring to the three questions stated at the beginning of this subsection. First, since the $y_t$-model is conditioned on a set of linear restrictions (suggested but not implied by theory) it is reasonable to propose that these constraints should be tested along with those implied by the term structure model. If the LR$_{bh}$ test rejects the joint hypothesis of cointegration and the term structure model,
the \( x_t \)-model should be employed when testing the latter restrictions in isolation. On the other hand, if the joint hypothesis is not rejected, the results indicate that it may not matter which data generating model is used for testing the theory. Second, since the bootstrap distributions of the LR tests are slightly less skewed to the right of the \( \chi^2 \) than the bootstrap distributions of the Wald tests, it follows that the choice of test statistic may be important. Third, the limiting \( \chi^2 \) distribution is very similar to most bootstrap distributions. Furthermore, when the \( x_t \)-model generates data and the \( y_t \)-model is used for estimation, i.e., generally a model misspecification, the bootstrap distributions of the test statistics have not shifted away from the \( \chi^2 \) distribution by any notable distance as long as only the term structure restrictions are investigated. Hence, \( \chi^2 \) based inference seems fairly robust with respect to such model misspecification.

### 4.5 Concluding Remarks

In this chapter I have analysed and tested a rational expectations model of the term structure of interest rates. Based on the local expectations hypothesis and a linear approximation of the one-period ahead holding period yield, the term structure model implies that the long term (consol) yield can be expressed as a weighted average of the current and expected future short term yields plus a constant term premium. The weights on the short term rates sum to one and are exponentially declining in the forecast horizon. Equivalently, the term structure model specifies that the spread between the long term and short term yield is a weighted average of expected future changes in the short term rate plus a constant term premium. When the economic hypothesis is connected with a bivariate finite order vector autoregression we find that either a levels or a cointegrated data generating model can be used. Furthermore, while the latter model is only valid under the form of cointegration suggested by the term structure hypothesis, the former model is also consistent with, e.g., jointly wide sense stationary interest rates. More importantly, if interest rates are modelled as being cointegrated of order \((1,1)\) with a stationary spread, standard inference can be carried out within either data generating model. Also, if it is assumed that interest rates are nonexplosive and the term structure model holds true, I have shown that the long term yield Granger-causes the short term yield. Should such a condition not be satisfied by unconstrained estimates of either vector autoregression, the term structure restrictions imply that interest rates are explosive, i.e., standard inference from tests of these restrictions is no longer applicable when we condition on the term structure model.

From the empirical analyses it is found that the choice of lag order seems to be especially important. For example, if the log or iterated log criteria determines the lag order, the term structure restrictions are consistent with Swedish data, while a lag order selection based on the Akaike criterion provides us with the opposite conclusion. To deal with this I suggest that information criteria may be used to choose an upper and a lower bound for the lag order and that lag order tests help us in selecting a suitable lag order within this set.

To examine whether data are cointegrated, I propose some simple LR tests. In the present setting these tests have a limiting \( \chi^2 \) distribution. Moreover, one of the statistics, denoted by \( LR_{bh} \), allows us to test the cointegration and the term structure restrictions jointly. In connection with inference from tests of the term structure model on Swedish
data, we find that it can generally be rejected. However, it is not irrelevant whether the
levels or the cointegrated vector autoregression represents the data generating process.
In general, the cointegrated vector autoregression is not strongly at odds with the term
structure model, whereas the levels model is. In view of the fact that a discount factor \( \rho \)
being approximately equal to one and the term structure restrictions imply that jointly
wide sense stationary interest rates are nearly cointegrated, it is perhaps not surprising
that the \( y_t \)-model is somewhat more in line with the term structure model than the
\( x_t \)-model is. Furthermore, the \( LR_{bh} \) test suggests that either cointegration or the term
structure restrictions are not supported by data.

Finally, I have used bootstrap resampling to obtain alternative estimates (to the lim­
iting \( \chi^2 \)) of the unknown small sample distributions of the LR and Wald tests. It is then
found that if we only test the term structure restrictions, inference does not seem to be
greatly effected by which model actually generates data. In particular, the tests seem to
be quite robust with respect to misspecification of the cointegration restrictions. However,
once the joint hypothesis of cointegration and the term structure model is tested, it can
be concluded that if the \( LR_{bh} \) test rejects this hypothesis, the levels model should be em­
ployed when testing the term structure model. Furthermore, the \( \chi^2 \) distribution performs
quite well in relation to the bootstrap distributions as an estimate of the small sample
uncertainty. Moreover, the \( \chi^2 \) and the bootstrap LR distributions are less different (in
terms of p-values) than the \( \chi^2 \) and the bootstrap Wald distributions, thereby suggesting
that the choice of test statistic may be important when the \( \chi^2 \) distribution is considered
for inference from statistical analysis of the term structure model.

Natural extensions of this study are currently being pursued by Ossian Ekdahl and
myself. First, the i.i.d. assumption in the bootstrap analysis may be dropped and re­
placed with the assumption that \( \epsilon_t \) is conditionally heteroskedastic and model conditional
heteroskedasticity as a multivariate GARCH process (cf. Bollerslev [11]). This makes it
possible to consider, e.g., the \( W^* \) statistic in a bootstrap study.

Second, time varying term premia are also of interest. Engle, Lilien and Robins [27]
study (single equation) term structure tests of, e.g., a relationship similar to that examined
by Mankiw and Summers [66] and assume that the residual is generated by an ARCH–M
process. This time series model is based on the assumption that the conditional mean
of \( \epsilon_t \) is a function of its conditional variance. Accordingly, the model allows the term
premium to be a function of volatility. In terms of a bivariate vector autoregression we
aim to model \( \epsilon_t \) as a multivariate GARCH–M process. To accomplish these two related
extensions some new econometric tools must first be developed.

**Appendix: A Transformed Model for Cointegrated Interest Rates**

The purpose of this appendix is to derive a transformed model of equation (4.9) which
can be written in the form of equations (2.2) and (2.3) in Sims, Stock and Watson [92].
The transformed model (or transformed regression equation if we stick to the terminology
in Sims, Stock and Watson) can then be used to show that all coefficients in (4.9) cor­
respond to coefficients on mean zero stationary canonical regressors in the transformed
model. In the terminology of Sims, Stock and Watson, a “canonical” regressor is a linear
transformation of the original regressors $x_t$. Furthermore, I shall show that lag order, Granger non-causality, cointegration, and term structure restrictions on the coefficients of (4.9) imply and are implied by a corresponding set of restrictions on the coefficients of the transformed model for interest rates which are cointegrated of order (1,1) with a stationary spread (see also, case 3 in Sims, Stock and Watson and the analysis in West [101]).

To derive the transformed model for $x_t$, let us begin by rewriting the vector autoregression in (4.9) such that

$$x_t = \mu + \sum_{j=1}^{p-1} A_j^* \Delta x_{t-j} + \left(\sum_{k=1}^{p} A_k\right) x_{t-1} + \varepsilon_t,$$  \hspace{1cm} (4.27)

where

$$A_j^* := - \sum_{k=j+1}^{p} A_k \quad \forall j \in \{1, \ldots, p-1\},$$

and $\mu = \gamma \mu_0 = \gamma \alpha' \tilde{\mu} = A(1) \tilde{\mu}$. The constraints on $\mu$ ensure that $x_t$ is not driven by any linear deterministic trends. It should be emphasized, however, that similar results as those below hold when $\mu$ is not constrained as in the present case. Since the matrix $A(1) = I_2 - \sum_{k=1}^{p} A_k$, we find that (4.27) can be written as

$$x_t - \tilde{\mu} = \sum_{j=1}^{p-1} A_j^* \Delta x_{t-j} + (I_2 - A(1)) (x_{t-1} - \tilde{\mu}) + \varepsilon_t - \tilde{\mu}, \hspace{1cm} (4.28)$$

If $\{x_t\}_{t=1}^\infty$ is cointegrated of order (1,1) with 0, 1, or 2 cointegration vectors, then all elements of $A_j^*$ for all $j \in \{1, \ldots, p-1\}$ are coefficients on mean zero stationary canonical regressors. This follows from the fact that $\{\Delta x_t\}_{t=1}^\infty$ is jointly wide sense stationary and $E[\Delta x_t] = 0$ for all $t \geq 1$. Hence, to show that all coefficients in (4.9) correspond to coefficients on mean zero stationary canonical regressors, it remains to consider the elements of $(I_2 - A(1))$.

To accomplish this, let us follow the notation in Sims, Stock and Watson and introduce the transformation matrix $W$ which produces the canonical regressors $\zeta_t := W(x_t - \tilde{\mu})$ and $\zeta_i^*$ is the $i$:th element of $\zeta_t$. If there is one cointegration vector, $W$ should be specified so that $\zeta_t$ has one stationary canonical regressor and one nonstationary. Specifically, when the spread between the long and the short term yield is stationary, let

$$Wx_t = \begin{bmatrix} 1 & 1 \\ -1 & 1 \end{bmatrix} \begin{bmatrix} r_t \\ R_t \end{bmatrix} = \begin{bmatrix} r_t + R_t \\ R_t - r_t \end{bmatrix}. \hspace{1cm} (4.29)$$

The first element of $\zeta_t$, i.e., $\zeta_1^*$, is thus dominated by a stochastic trend while the second element, $\zeta_2^*$, is stationary. This follows from the observation that the first row of $W$ is orthogonal to the second row, and the second row is a cointegration vector. Furthermore, from, e.g., Engle and Granger [26] and Theorem 2.1, we know that $\Delta x_t = C(L) \varepsilon_t$, and

$$x_t - \tilde{\mu} = C(1) \xi_t + \tilde{C}(L) \varepsilon_t, \hspace{1cm} (4.30)$$

where $\xi_t = \xi_{t-1} + \varepsilon_t$, rank$[C(1)] = 1$, $\alpha' C(1) = 0$, and $\{u_t\}_{t=1}^\infty$ (where $u_t := \tilde{C}(L) \varepsilon_t$) is jointly wide sense stationary. Since $\alpha' = [-1 \ 1]$ we know that $(R_t - r_t)$ is not influenced
by the stochastic trend $\xi_t$. It can also be seen that $\bar{\mu} = [\bar{r}, \bar{R}]'$ and that $\mu_0 = \alpha' \bar{\mu} = \bar{R} - \bar{r}$. Accordingly, if the term structure model is consistent with data, then $\mu_0 = \psi$, the term premium.

Making use of equation (4.29), the transformed model for $x_t$ can be written as

$$x_t - \bar{\mu} = \sum_{j=1}^{p-1} A_j^* \Delta x_{t-j} + (I_2 - A(1)) W^{-1} \epsilon_2 \zeta^2_{t-1} + (I_2 - A(1)) W^{-1} \epsilon_1 \zeta^1_{t-1} + \epsilon_t,$$  

(4.31)

where $\epsilon_t$ denotes the $i$th column of $I_2$. From this equation it can be seen that since $W^{-1} \epsilon_2 = [-.5 .5]'$ does not have a zero element, all elements of $(I_2 - A(1))$ correspond to coefficients on the mean zero stationary canonical regressor $\zeta^2_t$. It may be noted that these elements also correspond to coefficients on the canonical regressor $\zeta^1_t$ which is dominated by a stochastic trend. However, the rate of convergence of (least squares) estimates of the elements in $(I_2 - A(1))$ is $T^{1/2}$ as this rate is determined by the regressor which is associated with the slowest rate of convergence, i.e., the canonical regressor $\zeta^2_t$. For example, if interest rates are nonstationary in levels but not in first differences and there is no cointegration vector, the elements of $(I_2 - A(1))$ would converge to some limiting distribution (see Sims, Stock and Watson [92, Theorem 1]) at a rate $T$, i.e., faster than when there exists a cointegration vector for the interest rates. Before I turn to the restrictions, note that the Sims, Stock and Watson “moving average” model (equations (2.2) and (2.3)) can be derived directly from (4.30) and (4.31). In particular, letting $Z_t := [\Delta x'_t \cdots \Delta x'_t-2] \zeta^2_t$ and $Z_t := \zeta^1_t$ (the Sims, Stock and Watson notation is used), equation (2.2) in Sims, Stock and Watson is given by

$$Z_t = \begin{bmatrix} Z_t^1 \\ Z_t^2 \\ Z_t^3 \end{bmatrix},$$

whereas equation (2.3) may be written as

$$Z_t = \begin{bmatrix} F_{11}(L) & 0 \\ w_1 C(L) & w_1 C(1) \end{bmatrix} \begin{bmatrix} \epsilon_t \\ \xi_t \end{bmatrix}.$$  

The vector $w_1$ is the first row of $W$. Since $w_1 \alpha' = 0$ and $\alpha'C(1) = 0$, we know that $w_1 C(1) \neq 0$, i.e., $Z_t^3$ is dominated by a stochastic trend.

The four main hypotheses being tested on the coefficients of equation (4.9) in section 4.4.2 are related to lag order, Granger-noncausality, cointegration, and term structure restrictions. The lag order tests are particularly simple to study. Suppose the null hypothesis is $s$ versus $p$ lags. In that case

$$H_0 : A_{s+1} = \cdots = A_p = 0.$$  

Accordingly,

$$H_0^* : A_s^* = \cdots = A_{s-1}^* = 0,$$

is an equivalent set of restrictions. A Wald or LR test of the latter restrictions have a limiting $\chi^2$ distribution, and since the hypotheses $H_0$ and $H_0^*$ are equivalent, a Wald or LR test of the former restrictions also has a limiting $\chi^2$ distribution. Second, the Granger-noncausality test within the model (4.9) is based on the null hypothesis

$$H_0 : a_{ijk} = 0 \ \forall \ k \in \{1, \ldots, p\}, \ i \neq j.$$  
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In terms of equation (4.31), an equivalent set of restrictions is

$$H_0^* : a_{ijk} = 0 \text{ and } a(1)_{ij} = 0 \forall k \in \{1, \ldots, p - 1\}, i \neq j,$$

where $a(1)_{ij}$ is the $(i,j)$th element of $A(1)$. Third, the term structure model implies the hypothesis

$$H_0 : a_{211} = \frac{\rho - 1}{\rho}, a_{221} = \frac{1}{\rho}, \text{ and } a_{2jk} = 0 \forall k \in \{2, \ldots, p\} \text{ and } j \in \{1, 2\},$$

when a test is conducted in equation (4.9). Equivalently, the term structure restrictions on the coefficients of the transformed model are given by

$$H_0^* : a_{2jk} = 0 \forall k \in \{1, \ldots, p - 1\} \text{ and } j \in \{1, 2\} \text{ and } a(1)_{11} = a(1)_{22} = \frac{\rho - 1}{\rho}.$$

Fourth, if the cointegration and the term structure restrictions are examined jointly, in addition to the term structure constraints above we have that cointegration implies the following for the untransformed model:

$$H_0 : \sum_{k=1}^{p} (a_{11k} + a_{12k}) = 1.$$

The corresponding restrictions on the coefficients of (4.31) are those above for the term structure and

$$H_0^* : a(1)_{11} = -a(1)_{12},$$

for cointegration. Hence, all the restrictions being tested in the untransformed model (4.9) correspond to restrictions on the coefficients of mean zero stationary canonical regressors in the transformed model (4.31). Accordingly, the Wald and LR tests have their usual limiting $\chi^2$ distribution even when interest rates are cointegrated of order (1,1) with a stationary spread. Finally, it may be noted that results similar to those above hold for all bivariate vector autoregressions where both elements of the cointegration vector are nonzero, i.e., for all cointegrated systems with one cointegration vector where none of the original regressors are jointly wide sense stationary (for more details, see West [101]).
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